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ON THE EXISTENCE OF SOLUTIONS OF SOME SECOND
ORDER NONLINEAR DIFFERENCE EQUATIONS

MALGORZATA MIGDA, EWA SCHMEIDEL, MALGORZATA ZBASZYNIAK

ABsTrRACT. We consider a second order nonlinear difference equation
A%y, = anynt1 + f(0,Yn,Ynt1), n€EN. (E)

The necessary conditions under which there exists a solution of equation (E)
which can be written in the form

Yn4+1 = QnlUn + Bnvn, are given.
Here u and v are two linearly independent solutions of equation
A2yn = Gn+1Ynt+1, (lim ap=a<oo and lim B, =0< 00).
n— 0o n— oo

A special case of equation (E) is also considered.

1. INTRODUCTION
Consider the difference equation

AQyn = an¥Yn+1+ f(0,Yn, Ynt1), nEN, (E)
where N denotes the set of positive integers. By Ny we define the set {ng,no +
1,...} where ny € N, by R the set of real numbers and by R, the set of real
nonnegative numbers. By a solution of equation (E) we mean a sequence (y,,)
which satisfies equation (E) for sufficiently large n. The necessary conditions
under which there exists a solution of equation (E) which can be written in the
following form

(1) Yn+1 = Qplp + Bnvn

are given. Here v and v are two linearly independent solutions of equation

2
AYn = ant1Yntr,
where
lim a, =a <o and lim §,=0< .
n—oo

n—oo
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In the last few years there has been an increasing interest in the study of
asymptotic behavior of solutions of difference equations, in particular second order
difference equations (see, for example [2]-[3], [6]-[13]).

The equation (E) was considered by Migda, Schmeidel and Zbaszyniak in [9],
too. This equation was considered under assumption

[ d
s
2 _— =
€
In [9], the authors proved that each solution of equation (E) can be written in the
form (1). In presented paper, we will show that under assumption

) / F =

where € is a positive constant, there exists a solution of equation (E), which can
be written in the form (1). It is clear that there exist functions F which satisfy
condition (3) and for which condition (2) is not fulfil, for example F(x) = 2.

To prove the main result we start with the following Lemmas:

Lemma 1. Assume that F': R — R is continuous, nondecreasing function, such

that F(z) # 0 for © # 0 and condition (3) holds. Moreover, let the function
B: N x Ri — R, be continuous on Ri for each n € N and such that
B(nazlﬂzQ)SB(naylaQQ) fO?" ngkgyka k:1527
and
B(n,anz1,an22) < Flap)B(n,z1,22) for a: N — R,.
Let (pn) and (pn) are positive sequences which satisfy the following inequality
n—1

Mn < Hng +c Z ij(jvpjfly’jfl’ijj)
J=no

form > ng, ng € N and some positive constant ¢, and the series

o0
j=no
is convergent. Then there exists a sequence (uy) such that p, < M for some
M >0, for all n € Ny.

Proof. Let positive sequences () and (p,) satisfy the inequality
n—1

fin < fing ¢ Y piBU, P11, pj15) -

J=no

n—1
We denote by, = pny +¢ > pjB(j, pj—11j-1, pjH;). Since

J=no

() i <bi, 1>ng
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and
Ab; = biy1 — by = cpi B(i, pi—1fti—1, pipti) > 0,
we see that the sequence (b;) is nondecreasing. Therefore, by (5) we have
Ab; < cpiB(i, pi—1bi—1, pibi) < cpiB(i, pi—1bi, pibi) < cpil (b)) B(i, pi-1, pi) ,
where F'(b;) > 0. This imply,

(6)

~ < ¢piB(i, pic1.pi) -
Fo) = (4, pi—1, pi)

Since the function F' is nondecreasing, it follows that the function % is nonincreas-
ing. This yields

bit1
Ab; ds

Fo) ~ ) Fs)

(7)

From (6) and (7) we have
bit1 d
/ FSS) S CpiB(iapi—lapi)a v Z no .

By summation from ¢ = ng to i =n — 1 one yields

brn
ds
< .
(8) F(S CZ piB(i, pi—1, pi)
i=no
Denoting
(9) ] ds G(z) here € is a positive constant
=G(z), whereei itive constan
we obtain that
bn
ds
= G(by) — G(by,
£ = Glb) ~ Glbny)
bng
From this and (8) we see
n—1
(10) G(bn) < G(bny) +¢ Y piBlispi-1,pi) -
i:ng

From (9) and properties of function F', function G is increasing. We have two
possibilities:

n—1
(i) lim G(z) = oco. Then G(by,) + ¢ > piB(i, pi—1, pi) belongs to the do-

main of function G~!, for every n € N.
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(ii) lim G(z) = g < oo. From (3) we can take b, such that

xr—00

G(bno) +¢ Y piBlispi1,p1) < g-

’L:no

o0
Then there exists a sequence (u,,) such that G(bn,)+c¢ > piB(i, pi—1, pi)
’L:no
belongs to domain of function G~ in this case, too.

Hence G~ exists and is increasing.
We conclude from (10), that

n—1
b" S G_l {G(bno) +c Z piB(iapi—lapi)} 3

i:’no

and finally from (5) and (4), that

Hn < G_l {G(bno) +c Z sz(Z;le;Pz)} < M7

’L:no
where n € Ny. O

Lemma 2. The equation

Az, = Gpi12ns1, NEN (EL)
where a : N — R, has linearly independent solutions u,v : N — R such that
Up  Vn | _
(11) Au, Awv| = 1 forall neN.

Theorem 1. Let (u,) and (vy,) are linearly independent solutions of equation
(EL). Assume that

(12) |f(n, 21, 29)| < B(n, [aa], [2])

for all £1,22 € R, and any fixed n € N, where f : N x R?> — R and function B
fulfil conditions of Lemma 1. Let us denote

(13) Uj = max {|uj_1], [vj—1l, luj|, [vj], lujpa], [vjal} -
If
(14) > U;B(j,U;j-1,U;) = K < o0

j=2

for some positive constant K, then there exists a solution (y,) of equation (E),
which can be written in the form

(15) Yn+1l = Qplpn + ﬂnvn

where lim o, = a and lim B, = G, (a, B-constants).
n—oo

n—oo
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Proof. First we prove the theorem for two linearly independent solutions (u,,)
and (vy,) of equation (EL) which fulfil the condition (11). Assume that (y,) is an
arbitrary solution of equation (E). Let us denote

(16) Ap = 0 AYp — Ynr1Avp_q
(17) Bpn = —UunAyn + Ynt1Aup_1 .
From (11) we get

(18) Ynt1 = UpAp + v By .

Applying the difference operator A to (16) and (17) we obtain
AA, = v, A%y, — Y1 A0,y
AB, = —unAQyn + yn_HAQun_l .
Using (EL) and (E) we have
AAn = vnf (1, Yns Ynt1)

AB, = *Unf(nvyna ynJrl) .
From (18) we obtain
AAj = ’Ujf(j, ’U,jflAjfl + ’Ujlejfl, UjAj + ’U]'Bj)
ABj = 7u]'f(j,’u,j,1Aj71 + ’Ujlejfl,u]'Aj + ’U]'Bj), j>1.
By summation we get
n—1
A=A+ v f (G uj-14j-1 + v Bj_1,uiAj + 0;B))
j=2

(19)

n—1
Bn = BQ — Z u]'f(j, ’U,jflAjfl =+ ’Ujlejfl, UjAj + ’U]'Bj) .
=2
Then
n—1
[Anl < Ao+ Y |oj| | £ (G uj—14j-1 +vj1Bj1,u;A; +v;B;))|
j=2
n—1
Bl < |Ba| + > [uj| £ (G w1451 +vj1Bj1,u;A; + v, B;)|.
=2
Therefore, we have
n—1

(20) + ) (vl + [ DG g1 A1 + 021 By o1, ui Ay +0;B;)]

j=2
Let us denote



384 M. MIGDA, E. SCHMEIDEL, M. ZBASZYNIAK

By the definition of U; we see that
lvj—1| <Uj, |uj—a| <Uj, ol < Uy, Jugl Uy, i <Uj, Juga] <U;.
It is clear that
|Aju; + Bjus| < |Aj|uj| +Bj [v;] < U;(14;] + [Bj]) < Ushy .
Hence, by (12) we get
[f (s Aj—ruj1 + Bjavj1, Aju; + Bjuy)| < B, Uj-1hj—1,Ujhy) .
Therefore, (20) and (21) yields
n—1
hn <ho +2  UiB(j,Uj—1hj1,Ushy).
=2
By Lemma 1, there exists a sequence (h,) and a constant M > 0 such that
hn, < M. Properties of function B and (12) give the following inequalities
v f (G, Aj—1tj—1 + Bj-1vj-1, Aju; + Bju;)|
< U;B(j,1Aj—1uj—1 + Bj_1vj_1], |Aju; + Bjv;l)
< UiB(j,Uj—1hj—1,Ujh;) < U; B(j,Uj1 M, U; M)
< F(M)U;B(j,Uj-1,Uj) -
This means by (14) that the series
Z vif(4, Aj—1uj—1 + Bj_1vj—1, Aju; + Bjvy)
=2

is absolutely convergent. By (19) finite limit lim A, = « exists. Analogously

n—oo

lim B, = 3 < oo exists. Hence (18) holds, and there exist finite limits of se-

n—oo
quences (A,,) and (B,,).

Now, we will prove this theorem for any two linearly independent solutions ()
and (0,,) of equation (EL). Let (u,) and (v, ) be two linearly independent solutions
of equation (EL) fulfilling condition (11). Then for some constants c1, ca, ¢cs and
cq4 we have

Up = C1Up + C2Up,  Vp = C3Up + C4Ty, .
Now, ~
Uj = max {[t; 1, [0j-1], [@51, [05], [@ 4], [0542]} -
We will show that the condition (14) holds. Let ¢ = max{|c1|, |cz|, |es], |c4|}. Hence

Uj < émax {|ij—1| + |01, i;] + |05, [dj41] + |0j41]} < 2¢T; .

Therefore, we obtain inequalities
U;B(j,U;_1,U;) < 2&U0;B(j,2¢0;_1,2¢U;) < 2¢U;F(28)B(j,U;_1,U;),
and

Z UjB(j, Ujfl, Uj) < 0.
j=1
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We see that assumptions of the Theorem 1 hold for solutions (u,) and (vy), also.
Then a solution of equation (E) can be written in the form

Yn+1 = An(c1ln + c2¥p) + Bp(cstn + caty)
= (1 Ay, + c3Bp)tn, + (c2Ay + c4By) iy
= aplp + B0y,
where o, = c1A4,, + c3B,, By = c2A, +c4B,, and lim o, = a, nlin;o Bn =0 (o,

n—oo

[-constants). This completes the proof of this Theorem. [l

Example 1. Consider the difference equation

22 A2y, = Indnil .
(22) I 2 13+ 2)27 2 + 6n + 10 + 21"

All conditions of Theorem 1 are satisfied with B(n,x1,x2) = 422 and F(k) = k?.

Hence the equation (22) has a solution (yn) which can be written in the form (15).
In fact, yp, =n+ (1+ 2%)1 s such a solution, where o, =1 and 3, = 1+ 2%

Note, that Theorem 1 is applicable to the equation (22), but Theorem 1 from
[9] is not, because

[ _ds _7@_1
F(s) | s2 ¢

is convergent. So, condition (1) from [9] is not satisfied.

Theorem 2. Assume that functions F and B fulfil conditions of Lemma 1 and
function F fulfil condition (12) of Theorem 1. If

(23) > iB(j,j.4) =k < o0,

j=1

then there exists a solution (y,) of equation

(24) AQyn = f(nvynvyn+1) ) ne N7
which can be written in the form
(25) Yn+1 = an+ b+ ¢(n), where lim ¢(n) =0.

Proof. Equation A%z, = 0 has two linearly independent solution u, = n and
v, = 1. These solutions satisfy conditions (11) of Theorem 1. We will prove that
condition (14) is also satisfied. From (13), U; = j+ 1. From properties of function
B we obtain

UjB(j,Uj-1,U;) = (j + 1)B(4, 5,5 +1) < (4 +5)B(,J + 35,5 +J)
= (27)B(j,24,27) < 2F(2)jB(4,4,7) -
Then, form (23)

> U;B(j,U;j—1,U;) < 2F(2)k = K < o0.
j=1
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Since assumptions of Theorem 1 hold then we get the thesis of this Theorem. So,
from (18)

(26) Yn+1 = Apn+ B, ,

where A,, and B, are defined by (16) and (17), and finite limits of sequences (A,,),
(B,) exist. Let

(27) lim A, =a, lim B, =5».

n—oo n—oo
From (19) we get

n—1
An=A2+ Y f(G. (7= DAjo1 + Bj1,jA; + By).

=2

Hence, from (27) we obtain
a—A2+Zf (7 =1)Aj-1+ Bj-1,j4; + Bj).
Using properties of functions f and B we have

|An*a| Zf ]71 Jj— 1+Bj71;jAj+Bj)

<

Mg 1

B(5,(G — DIAj-1l +Bj-1l, 451 + 1 Bj])

n

<.
Il

[M]8

<> B, = D(Aj1] + [Bj-10), 5 (14| + | Bj])) -

n

<.
I

Therefore
n|A, — al <ZJB (G = DAl +1Bjal) (1451 + |B;]) -
j=n
From (27) there exists a constant ¢ such that
|An| 4+ |Bn| <c¢ for neN.
Then
n|A, —af < Z]B jrje,je) < Fle Z]B 4,3, 3)

j=n
and by (23) we have

lim F(c Z]B_jjj

n—oo

what gives
lim n|A, —a| =0.
n—oo
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Analogously we obtain lim |B,, — b| = 0. The solution (26) of equation (24) can

be written in the form

Ynt1 =an+b+ (4, —a)n+ (B, —b).

Then
Ynt1 =an +b+d(n),
where
¢(n) = (An —a)n+ (B, —b),
and nlirréo ¢(n) = 0. The proof is complete. O

Example 2. Consider the difference equation

Yn + yn—i-l
28 A%y, = .
(28) Un = ontin 132012 1 6

All conditions of Theorem 2 are satisfied with B(n,z1,22) = 2%(:1:1 + 22) and
F(k) = k. Hence equation (28) has a solution (y,) which can be written in (25).
1

In fact yo, =n+ 1+ 55 is such a solution.
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