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MATHEMATICAL AND COMPUTATIONAL ASPECTS OF
SOLIDIFICATION OF PURE SUBSTANCES

M. BENEŠ

Abstract. The aim of the article is to deliver an information on the state of the
art in the field of modelling of microstructure growth in a solidifying pure substance
with a stress on the phase-field approach. We briefly summarize the physical back-
ground of the problem. The phase-field method is then explained and its variants
are mentioned. Justification and theoretical results concerning the model equations
are necessary for a quantitatively correct use of the model. We give some exam-
ples of qualitative computational studies and introduce the reader into quantitative
comparison techniques used for verification of the model.

1. Introduction

Solidification is one of important first-order phase transitions within the context of
metal processing ([19], [28] for the fundamental information about, [35] for mod-
elling of). Here, the body with some macroscopic geometry undergoes a change
from the liquid state to the solid one or vice versa. The process concerns whole
body (casting) or his part only (welding, surface treatment). On the microscopic
level, a small neighborhood of an arbitrary point in the liquid phase is chosen and
the transient short-time process of the solid growth is investigated. It is necessary
to distinguish between the solidification of a pure liquid, and the solidification of
a mixture of liquids (alloy). Crystal growth from a pure liquid is important for
the semiconductor processing, whereas solidification of mixtures creating alloys is
important for whole mechanical engineering.

The term “pure substance” is an idealization which allows to neglect mass dif-
fusion process. In the consequence, solidification is driven by the temperature
evolution only. The microstructure growth starts either by a process called homo-
geneous nucleation, or on small impurities (heterogeneous sites). The nuclei form
small grains growing into simple or complex shapes depending on heat conditions in
their neighborhood. The growing grains interact and compete. The global ther-
mal conditions (main direction of the heat flux) can influence the grain growth
which forms a columnar structure. At the end of the process, the grains fill the
bulk, where the different crystallographic orientation of grains can be preserved.
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Presence of an interface between grains can decrease the quality of produced ma-
terial (e.g., thermomechanical properties). This is one of main reasons for the
investigation of the microstructure formation.

In the phase transition theory, two streams can be distinguished. The Gibbs
approach (more frequent) considers a sharp phase interface where a discontinuity
of some system variables is assumed. One of consequences is the Stefan problem
where the interface is defined by the melting temperature. To include the surface
effects (surface tension, undercooling), the Stefan problem has been modified. In
[24], models of phase transitions with interfacial energy and surface tension have
been presented. A minimization of the bulk free energy under a mass constraint
yields the desired solution. In case of a pure solidifying substance, the Gibbs-
Thomson relation has been included into the Stefan problem but, unfortunately,
there is a lack of a general theory here.

The other — van der Waals’ — approach assumes a non-sharp but thin tran-
sition layer between phases where all the thermodynamical parameters vary con-
tinuously (see [36]). Ideas of van der Waals have been re-discovered by Cahn and
Hilliard in 1950’s (see [17], [18]) and the theory originally created for an explana-
tion of the spinodal decomposition has been successfully applied in case of a pure
solidifying substance ([26], [29]), as well as in case of an alloy ([44]).

In the literature, a competition between these two approaches can be observed
during a century. The increasing computer power already allows to deal with
complex microstructure phenomena. Especially here, the second approach shows
up the advantage because it is easier to implement. The mentioned fact led the
author to the application of the phase field approach for the simulation of the
microstructure growth.

Classical Stefan problem. The phase transition process in a spatial domain
is described by the Stefan problem known for more than 100 years.

ρc
∂u

∂t
= ∇ · (λ∇u) in Ωs and Ωl.(1)

λ
∂u

∂nΓ

∣∣∣∣
s

− λ ∂u
∂nΓ

∣∣∣∣
l

= LvΓ.(2)

u |Γ = u∗.(3)

u |∂Ω = uΩ.(4)

u |t=0= u0, Ωs(t) |t=0= Ωso.(5)

We use the following notations:
• u, u∗ temperature, melting point,
• L, ρ, c, λ material parameters,
• nΓ outer normal to solid subdomain,
• vΓ normal velocity of interface.

The presence of a free boundary Γ between the two phases makes the problem
interesting and non-trivial from both mathematical and numerical viewpoints. As
follows from the literature, the problem (1-4) and its variants were successfully
treated (see [43] for an exhausting list of references).
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Numerical solution of the Stefan problem is usually based on front tracking
methods ([42]) where the free boundary is followed explicitly, or methods where
the free boundary is implicitly involved in the algorithm and is obtained afterwards
([13], [30] and others).

As an example, we present here a simulation of a steel cylinder solidifying under
axisymmetrical circumstances ([11]) — Figure 1. Here are main parameters of the
simulation:

• steel cylinder diameter 30 cm, height 50 cm;
• steel percentage composition besides Fe is 0.3 C, 0.6 Mn, 0.3 Si, 0.03 P,

0.03 S, 0.15 Cr, 0.2 Ni;
• boundary average heat flux 10 W m−2

The numerical algorithm is based on FDM and solves a regularized heat-conduc-
tion problem derived by the enthalpy method ([2]).

Figure 1. Temperature evolution at four positions in a solidifying cylinder under axisymmetrical
conditions. Curves are denoted by numbers and have the following cylindrical coordinates r, z.
[1]: r = 0cm, z = 0cm, [2]: r = 8cm, z = 14cm, [3]: r = 2cm, z = 14cm, [4]: r = 8cm, z = 0cm.

References for the Stefan problem. We refer the reader to the monograph
[43] and a review [41] where an exhausting list of literature and historical remarks
can be found.

2. Physical Models of Microstructure Growth

Constitutive relations describing phase transition phenomena on the
microscopic level. The solidification of a pure material belongs to the class
of first order phase transitions where the energy of self-organization is liberated
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during the process. The Stefan problem for melting or freezing is obtained by eval-
uating the heat balance of the system. Formation of microstructure in the system
is a result of changes in an other kind of energy, linked to the structural organiza-
tion (free energy or entropy). Heat and free energy interact during the transient
solidification process and can lead to the development of unstable complex shapes
in the solid subdomain (e.g., cells, dendrites). If the system is achieving its equilib-
rium, these shapes are destroyed and the solid subdomain adopts an other, simpler
form. A detailed analysis of the phase transition with more kinds of energy has
been performed in [24], where thermodynamical relations leading to a model of
solidification with interfacial energy and entropy have been derived. The theory
confirms facts mentioned above and states that, in a bounded domain, no complex
shapes are possible at the equilibrium.

Figure 2. Domain Ω divided into the growing solid and vanishing liquid.

Be Ω ⊂ R
2 a bounded domain where the phase transition occurs, Ωl(t), Ωs(t)

liquid and solid subdomain, respectively (see Figure 2), 〈0, T 〉 a time interval,
u 〈0, T 〉 × Ω̄ → R the temperature field. Define the following relations:

• Constitutive equations of material (index s means solid, l liquid):

Hs = Hs(u), Hl = Hl(u) bulk enthalpy per unit volume;
Ss = Ss(u), Sl = Sl(u) bulk entropy per unit volume;
Fs(u) = Hs(u) − uSs(u),
Fl(u) = Hl(u) − uSl(u) bulk free energy per unit volume.

• Constitutive equations for the interface Γ(t) = ∂Ωs(t) ∩ ∂Ωl(t):

e = e(u) interfacial energy per unit area;
s = s(u) interfacial entropy per unit area;
f(u) = e(u) − us(u) interfacial free energy per unit area.

The latent heat per unit volume is defined as

L = Hl(u∗) −Hs(u∗),
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where the transition temperature u∗ is given as a temperature, where free energies
are equal (Figure 3):

Fl(u∗) = Fs(u∗).

The complete system of field equations and free-boundary conditions for the gen-
eral nonlinear theory is (see [24]):

∂Hs(u)
∂t

= −∇qs , qs = −λs(u)∇u in Ωs(t),

∂Hl(u)
∂t

= −∇ql , ql = −λl(u)∇u in Ωl(t),(6)

u =
Hl |l −Hs |s −κΓe

Sl |l −Ss |s −κΓs
on Γ(t),

(ql |l −qs |s)nΓ = vΓ(Hl |l −Hs |s) − κΓevΓ −Dte on Γ(t),

vΓnΓ · n∂Ω = 0 on ∂Ω ∩ ∂Γ(t).

Here, the following symbols have been used:

λs, λl heat conductivity;
κΓ = ∇ · nΓ mean curvature of the hypersurface Γ(t);
nΓ normal unit vector to Γ(t) pointing out of Ωs;
n∂Ω normal unit vector to ∂Ω pointing out of Ω;
vΓ normal velocity of Γ(t);
q heat flux;
Dte derivative of e with respect to time variable at Γ(t).

Figure 3. Free energies of solid (Fs) and liquid (Fl) phase as functions of temperature u define
melting point u∗.
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In the rest, the constitutive hypothesis is supposed to be valid:
1. Definition of enthalpy

Hs(u) =
∫ u

0

ρs(u)cs(u) du,

Hl(u) =
∫ u

0

ρl(u)cl(u) du+ L,

with ρ(u), c(u) material characteristics (density, heat capacity);
2. Difference in entropy per unit volume

Sl |l −Ss |s= ∆s.

3. Intersection of boundary and interface

∂Γ(t) ∩ ∂Ω = ∅ ∀t ≥ 0.

4. Scaling
su∗

L
� 1.

5. Presence of kinetic undercooling modifying the temperature relation at Γ(t).
Under these assumptions, the general system (6) can be simplified into the form:

ρc
∂u

∂t
= ∇(λ∇u) in Ωs and Ωl,

bc(u) |∂Ω = 0,(7)

u |t=0 = u0,(8)

λ
∂u

∂n

∣∣∣∣
s

− λ∂u
∂n

∣∣∣∣
l

= LvΓ,(9)

u− u∗ = − σ

∆s
κΓ − α σ

∆s
vΓ,(10)

Ωs(t) |t=0 = Ωso.(11)

Discontinuity of heat flux on Γ(t) is described by the Stefan condition (9), the
formula (10) is the Gibbs-Thomson relation on Γ(t), where σ = f(u∗) is the
surface tension between the two phases, and α is the coefficient of attachment
kinetics. The boundary condition (7) is expressed by the operator bc in one of the
following forms:

• Dirichlet boundary condition

bc(u) = u− u∂Ω.

• Neumann boundary condition with the heat flux g on ∂Ω

bc(u) = (λ(u)∇u − g) · nΓ.
The conditions (8) and (11) are the initial conditions for temperature, and spatial
distribution of the solid and liquid phase.
Simulation techniques. Models of microstructure formation can be based on
various techniques. We can classify first group of them as two-domain methods,
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or front tracking (using either BEM [37], FEM [38] or other variational meth-
ods [1]) because the free boundary is explicitly treated by the algorithm. The
single-domain or implicit methods do not explicitly treat the interface which
is usually obtained afterwards (FDM based levelset methods of [39], FEM based
methods, e.g. [21]). The phase-field method is subject of this article. Last group
of particle methods contains DLA algorithms [22], Monte Carlo simulations [45],
or cellular automata [15].

3. Phase-field Theory

In this section, we present constitutive relations describing the phase transition
between liquid and solid, the phase field theory and the formulation of the phase-
field model for solidification of a pure substance. The model is then analysed
from point of view of thermodynamics, differential geometry and dimensionality.
Finally, the mechanism of the formal matched asymptotics is used to recover sharp-
interface relations.

Practical reasons (difficulties with the interface tracing) and increasing power of
computers led to another attempts of description of a first-order phase transition.
One of them has the origin in the van der Waals theory [36]. It is based on
a non-sharp interpretation of the phase interface, which was presented by Cahn
and Hilliard in the context of phase separation (see [17], [18]). Here, the non-
convex functional of the bulk free energy has been expressed by the volumic density
depending on the value in a neighborhood of any point (using Taylor expansion).

Denote dimension of the the domain Ω of interest as n = dimΩ. Let F be
a thermodynamic functional (e.g., of free energy), expressed using its volumic
density which depends on a set of order parameters {p1, . . . , pm}. Following [17],
[18], we assume that the functional F has the form

(12) F [p1, . . . , pm] =
∫

Ω

(w(p1, . . . , pm) + T (Dp1, · · · , Dpm)) dx.

The expression consists of the bulk density w and a gradient term T which de-
scribes a non-uniformity of the system. Usually, the function w is of “multi-well”
type so that the system will prefer certain states given by special values of or-
der parameters {p1, . . . , pm} (see [25], [44]). If the system evolves in time, the
functional relaxes towards the minimum value in a non-oscillatory way (see [23])
described by the so-called Model A equation [25]

(13) τi
∂pi
∂t

= −δpiF [p1, . . . , pm] , i = 1, . . . ,m,

where δpiF is the Frchet derivative of F and τi is a relaxation parameter.
Let the system state be described by a parameter p (m = 1), and let its be-

haviour be driven by a field u = u(t, x) (e.g., temperature distribution in the bulk).
It is expected that p is near 0, if the system is locally in the liquid state, near 1,
if it is locally in the solid state. The transition from one to another state should
take place in a thin transition layer (see Figure 4), and superheating (supercool-
ing) phenomena should be allowed. Such requirements are satisfied by w in the
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Figure 4. Phase function as an approximation of the indicator function of solid.

form of double-well potential (Figure 5), and by the presence of a small parameter
ξ > 0 in the functional F , which is related to the transition-layer thickness.

Figure 5. Double-well potential with two minima at stable states 0 and 1.

Consider functionals

H[p, u] =
∫ u

0

ρ(u′, p)c(u′, p) du′ + L(1 − p),

F [p, u] =
∫

Ω

(w0(p, u; ξ) + T (∇p; ξ)) dx,(14)

where ρ, c, λ are material characteristics, L is the latent heat per unit volume. The
fields evolve according to the equations

∂H[u, p]
∂t

= ∇ (λ(u)∇u) ,(15)

τ
∂p

∂t
= −δpF [p, u].(16)
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The first one is heat equation, and the second one is called phase equation. We
calculate the variation of F with respect to the variation δp of the phase function p:

F [p+ δp, u; ξ]

=
∫

Ω


w(p, u; ξ) +

∂w(p, u; ξ)
∂p

δp+ T (∇p; ξ) +
n∑

j=1

∂T (∇p; ξ)
∂gj

∂δp

∂xj
+ . . .


dx

=
∫

Ω


w(p, u; ξ)+T (∇p; ξ)+∂w(p, u; ξ)

∂p
δp−

n∑
j=1,k=1

∂2T (∇p; ξ)
∂gj∂gk

∂2p

∂xj∂xk
δp+ . . .


dx

+
∫

∂Ω

n∑
j=1

∂T (∇p; ξ)
∂gj

δp nΓj dS,

where T = T (g1, . . . , gn; ξ), and g1, . . . , gn denote components of ∇p.
The boundary integral vanishes if

δp|∂Ω = 0,

or
∂T (∇p; ξ)
∂n∂Ω

∣∣∣∣
∂Ω

= 0.

Consequently, the Fréchet derivative of F with respect to p is

δpF [p, u; ξ] = −
n∑

j=1,k=1

∂2T (∇p; ξ)
∂gj∂gk

∂2p

∂xj∂xk
+
∂w(p, u; ξ)
∂p

.

The resulting system of field equations is

ρ(u)c(u)
∂u

∂t
= ∇ (λ(u)∇u) + L

∂p

∂t
,(17)

τ(ξ)
∂p

∂t
=

n∑
i,j=1

∂2T (∇p; ξ)
∂gi∂gj

∂2p

∂xi∂xj
− ∂w(u, p; ξ)

∂p
.(18)

The boundary conditions admissible for the boundary value problem related to
the Fréchet derivative are given by the conditions above

• Dirichlet

(19) u|∂Ω = uΩ, p|∂Ω = pΩ;

• Neumann

(20)
∂u

∂n∂Ω

∣∣∣∣
∂Ω

= 0,
∂T (∇p; ξ)
∂n∂Ω

∣∣∣∣
∂Ω

= 0.

The system of equations (17) and (18) completed by appropriate boundary (19)
or (20) and initial conditions form the system of phase-field equations.
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4. Various Forms of the Phase Equation

The phase equation exhibits a singular behaviour caused by the interaction of a
small diffusion coefficient — usually,

∂2T (∇p; ξ)
∂gi∂gj

≈ ξ2δij,

within the differential operator, and of the double-well potential. This fact led to
the idea that it is possible to recover mean-curvature flow in the physical context
of the Stefan problem or of the modified Stefan problem, if using a special limiting
procedure.

Consider the Gibbs — Thomson relation between interface velocity vΓ, mean
curvature κΓ, and the undercooling of the interface ∆u = u− u∗
(21) ∆s∆u = −σκΓ − ασvΓ,

where ∆s is difference in entropy density, σ surface tension, α attachment-kinetics
coefficient. Then, the relaxation-time parameter τ adopts the form of

τ(ξ) = αξ2,

which is justified by the asymptotical analysis of the model with respect to ξ → 0.
Isotropic form of the gradient term in (14) is

T (∇p; ξ) = ξ2|∇p|2E .

where | · |E denotes the Euclidean norm.
Model 1. The right-hand-side function f = ∂w

∂p is subject of further modifications.
The original form proposed in [16] was

(22) f(p, u; ξ) = ap(1 − p)(p− 0.5)− bβξ(u− u∗),
where a, b, β = ∆s

σ are positive constants. The advantage is in the linear depen-
dence on the driving parameter (temperature) u. However, for certain values of β
and ξ, it looses the desirable behaviour in the following sense (see Figure 6). The
function f has three zeros, only if

bβξ(u− u∗) ∈
(
−
√

3
36
a,+

√
3

36
a
)
.

If this condition is not satisfied, the solution of the phase-field equations has no
more physical meaning (see [6]).
Model 2. Another form of the function f was proposed in [27]

(23) f(p, u; ξ) = ap(1 − p)(p− 0.5 −M(u− u∗; ξ)),
where

M(u; ξ) = bξ arctan(γ0(u− u∗)), γ0 > 0,
is the coupling term containing the driving parameter u. Many computational
studies have been performed using this form of f — see [3], [4], [27]. Due to the
non-linearity of M , the Model 2 does not allow to recover the Gibbs-Thomson
relation in the form (21).
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√ 3
36

√ 3
36

Figure 6. Derivative of double-well potential with two local extrema limiting correct behaviour
of the Model 1.

Model 3. Attempts to improve behaviour of the phase equation led to the fol-
lowing form of function f (see [5], [6]).

(24) f(p,∇p, u; ξ) = ap(1 − p)(p− 0.5)− βξ2|∇p|E(u − u∗).
It does not have disadvantages of the previous two cases. Such a gradient mod-
ification of the reaction term in the equation (18) is motivated by the related
level-set formulation of the condition (21), and is less related to a thermodynam-
ical functional of the form of (14) — for details, see Section 6. It is discussed in
next chapters.

The previous definitions contain a physical parameter β = ∆s
σ , and parameters

a, b which must be determined by the mathematical analysis of the phase equation
— see Section 7.

It also is possible to consider an anisotropic Gibbs-Thomson condition in
the form of

αvΓ = −g(θ)κΓ − β(u − u∗),
where g is a bounded

0 < g1 ≤ g(θ) ≤ g2,
and positive function of the direction θ (angle between the outer normal to Ωs and
the axis x1). Such a function g describes a non-faceted crystalline anisotropy. In
this case, the corresponding phase equation is proposed in the form

αξ2∂tp = g(θ)
[
ξ2∇2p+ ap(1 − p)(p− 1

2
)
]
− β(u − u∗)ξ2|∇p|E ,

and, usually,
g(θ) = 1 − ζ cos(nfoldθ)

with ζ ∈< 0, 1) being the nfold-anisotropy strength. Compared to the Gibbs-
Thomson relation which is valid at the interface, the phase equation requires pre-
scription of appropriate boundary conditions. If it is known that the phase at the
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boundary ∂Ω does not change (contact with the mould, directional solidification),
the Dirichlet boundary condition is prescribed

p|∂Ω = pΩ.

If the model should describe the situation in a cell inside of melt, where the pattern
grows from the liquid undercooled below the melting point, the homogeneous
Neumann condition can be used

∂p

∂nΩ

∣∣∣∣
∂Ω

= 0.

The driving parameter — u — is obtained from the heat-conduction equation

(25) ρ(u)c(u)
∂u

∂t
= ∇ (λ(u)∇u) + L

∂p

∂t
.

Usually, the material parameters are constant, as the microstructure growth is
stimulated by relatively small variations in temperature, where the material pa-
rameters vary negligibly. Boundary conditions correspond to those of the phase
equation — the Dirichlet one in case of directional growth

u|∂Ω = uΩ,

and the Neumann one in case of an adiabatically isolated domain in the melt.

∂p

∂nΩ

∣∣∣∣
∂Ω

= 0.

In this work, the phase field model consisting of equations (25) and (18) is
compared to the sharp-interface standard in order to figure out the behaviour and
properties of the model. The following criteria are used:

• agreement of values vΓ, κΓ, u− u∗ at Γ with the Gibbs-Thomson relation;
• small variation in the solution u and p far from Γ if ξ → 0;
• CPU time (the best agreement under the easiest conditions imposed to the

mesh size and time step used in the numerical solution);
• agreement in stability of sharp and diffusive (phase-field defined) interface.

As a sharp-interface standard, the modified Stefan problem (Stefan problem
with surface tension, see [24]) has been chosen.

ρc
∂u

∂t
= ∇(λ∇u) in Ωs and Ωl,(26)

bc(u) |∂Ω= 0 in (0, T ), u |t=0= u0 in Ω,

λ
∂u

∂n
|s −λ∂u

∂n
|l = LvΓ on Γ,

u− u∗ = − σ

∆s
κΓ − α σ

∆s
vΓ on Γ,(27)

Ωs(t) |t=0 = Ωso.(28)

It is worth mentioning, that the above criteria can be satisfied by using different
coupling terms (see (22), (23), (24)).
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Real scales. As a remark, we deliver an example of parameter values in Table 1,
so that the reader can be aware of difference between the original physical setting
and a dimensionless model.

[u,∆uin, u
∗] = K,

[L] = J m−3,

[ρ] = kg m−3,

[c] = J kg−1K−1,

[∆s] = J m−3K−1,

[σ] = J m−2,

[α] = s m−2,

[β] = m−1K−1,

[a] = 1,

[b] = 1,

[ξ] = m,

[p] = 1.

Real Value Model Value
parameter parameter
u∗ 933.6 K U∗ 1.0
L0 0.001 m length scale 1.0
t0 36.428 s time scale 1.0
ρ 2.55 · 103 kgm−3 - 1.0
c 1176.47 Jkg−1K−1 - 1.0
λ 210 Wm−1K−1 - 1.0

∆uin 0.124 K 1 − U(0) 1.0
L 9.5 · 108 Jm−3 K 1.0
∆s 1.02 · 106 Jm−3K−1 - -
σ 93 · 10−3 Jm−2 - -
β 1.097 · 107 m−1K−1 β′ 1360.28
µ 4.325 mK−1s−1 - -
α 2.536 · 106 m−1s α′ 0.069

Table 1. Table of parameters for pure aluminium.

5. Justification for the Phase Equation by Thermodynamics

Compared to the original treatment of the phase-field model, where the functional
of interest was free energy composed of a bulk and an interface terms, a more
adequate procedure of how the phase equation arises from the physical context is
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based on an entropic formulation (see [34], [44]). Let the system under consid-
eration be described by two state variables — enthalpy H and order parameter p
(phase function, or concentration of phase). Let the system entropy have the form

Sξ[H, p] =
∫

Ω

(
1
ξ
s0(H, p) − sΓξ|∇p|2E

)
dx,

where s0 is bulk entropy density, and sΓ > 0 is interface entropy density, ξ > 0
is a small parameter related to the interface-layer thickness. Evaluating the time
derivative of S and using the Green formula, we obtain the following relation:

Ṡ =
∫

Ω

(
1
ξ

∂s0
∂H

(H, p)
∂H

∂t
+

1
ξ

∂s0
∂p

(H, p)
∂p

∂t
− 2ξsΓ∇p · ∇

(∂p
∂t

))
dx

=
∫

Ω

(
1
ξ

∂s0
∂H

(H, p)
∂H

∂t
+

1
ξ

∂s0
∂p

(H, p)
∂p

∂t
+ 2ξsΓ∇2p

∂p

∂t

)
dx(29)

− 2ξ
∫

∂Ω

sΓ
∂p

∂t
∇p · n∂Ω dS

According to the enthalpy conservation law in case of zero bulk sources
∂H

∂t
= −∇q,

where q is heat flux, we have

Ṡ =
∫

Ω

(
1
ξ
∇

(∂s0
∂H

(H, p)
)
· q +

1
ξ

∂s0
∂p

(H, p)
∂p

∂t
+ 2ξsΓ∇2p

∂p

∂t

)
dx

−
∫

∂Ω

1
ξ

∂s0
∂H

(H, p)q · n∂Ω dS − 2ξ
∫

∂Ω

sΓ
∂p

∂t
∇p · n∂Ω dS.

The volumic integral in the previous expression is called entropy production

(30) P =
∫

Ω

(
1
ξ
∇(
∂s0
∂H

(H, p)) · q +
1
ξ

∂s0
∂p

(H, p)
∂p

∂t
+ 2ξsΓ∇2p

∂p

∂t

)
dx,

and according to [33], it is non-negative (second law of thermodynamics)

P ≥ 0.

Such a condition is satisfied, if

q = λ∇(
∂s0
∂H

), λ > 0,

τξ
∂p

∂t
=

1
ξ

∂s0
∂p

(H, p) + 2ξsΓξp, τ > 0.

The first of the previous relations is the well-known Fourier law for heat flux and
the second relation is the phase equation, which is in agreement with the principle
of minimum entropy production, in addition (see [33]). The above analysis repre-
sents a non-sharp approach to phase transitions, whose origin can be found in [36].
The functional S is, in fact, an approximation of a thermodynamic functional, if
ξ → 0. The above mentioned implications indicate a deep connection of the phase
equation and of the out-of-equilibrium thermodynamics of the problem.
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6. Justification of the Phase Equation by Differential Geometry

Consider the Gibbs-Thomson relation

u− u∗ = − σ

∆s
κΓ − α σ

∆s
vΓ.

Let the interface Γ be described by a mapping Φ : R
n → R as follows

Γ = {x ∈ R
n | Φ(x) = 0}, Ωs = {Φ(x) > 0},

that is, the interface Γ is the 0-level set of the mapping Φ. In addition, let the
mapping Φ depends on time. Then Γ also depends on time. If Φ is smooth enough
and ∇Φ is non-zero along Γ, it can be used to express the outer normal and normal
interface velocity

nΓ = − ∇Φ
|∇Φ|E , vΓ =

∂Φ
∂t

|∇Φ|E .

Similarly, mean curvature is expressed as

κΓ = ∇ · nΓ = −∇ ·
( ∇Φ
|∇Φ|E

)
|Γ .

Substituting the previous expressions into (27), we obtain

∆s(u− u∗) = σ∇ · ( ∇Φ
|∇Φ|E ) − ασ

∂Φ
∂t

|∇Φ|E .

Assuming validity of the previous equation on whole Ω (increasing dimension of the
problem), the level-set formulation of the Gibbs-Thomson equation is obtained.
Still one form of the level-set formulation is used

(31) ασ
∂Φ
∂t

= σ|∇Φ|E∇ ·
( ∇Φ
|∇Φ|E

)
+ ∆s|∇Φ|E(u∗ − u).

The origin of (24) can be found in the last term of the previous equations. Solving
the equation (31) means solving the Riemann problem ([40]) on Ω. For the analysis
of it, see [20]. The phase equation is a regularization of (31) in certain sense. In
addition, it has an advantage compared to (31). The function p typically has
a profile of Figure 4, so that the phase equation has non-trivial sense in a thin
sublayer ΩΓ only (2.5-dimensional problem).

7. Theoretical Background

We may review some theoretical results obtained especially for the phase-field
model based on the Model 3. setting with the gradient coupling term:

∂u

∂t
= ∇2u+ L

∂p

∂t
,(32)

αξ2
∂p

∂t
= ξ2∇2p+ ap(1 − p)(p− 0.5) + F (u)ξ2|∇p|E ,

where F is a bounded Lipschitz-countinuous function of temperature describing
the undercooling. The following notations are used:

|z|E =
√
|z1|2 + |z2|2 for z = [z1, z2] ∈ R

2,
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((u, v)) =
∫

Ω

∇u · ∇v dx for u, v ∈ H1(Ω),

‖u‖ =

√∫
Ω

u(x)2dx for u ∈ L2(Ω),

w0(p) = −f0(p), f0(p) = ap(1 − p)
(
p− 1

2

)
,

The equations (32) represent a reaction-diffusion system with a polynomial non-
linearity in p and transcendent non-linearity in ∇p. Following [9], we define the
notion of the weak solution as usual in:

Definition 1. Weak solution of the boundary-value problem with homogeneous
Dirichlet boundary conditions for the phase-field equations is a couple of functions
[u, p] from (0, T ) to [H1

0(Ω)]2, each in L2(0, T,H1
0(Ω)) such that it satisfies

d

dt
(u, v) + ((u, v)) = L

d

dt
(p, v) a.e. in (0, T ),(33)

u(0) = u0,

αξ2
d

dt
(p, q) + ξ2((p, q)) = (f0(p), q) + ξ2(F (u)|∇p|E , q) a.e. in (0, T ),

p(0) = p0.

for each v, q ∈ H1
0(Ω).

The existence and uniqueness result is contained in the following theorem proved
in [9]:

Theorem 1. Consider the problem (33) in a bounded domain with Lipschitz-
continous boundary Ω ⊂ R

2 with

(34) u0, p0 ∈ H1
0(Ω).

F be a bounded Lipschitz-continuous function. Then, there is a unique solution of
the problem (33) satisfying

u, p ∈ L∞(0, T ; H1
0(Ω)), p ∈ L2(0, T ; H2(Ω)),

∂tu, ∂tp ∈ L2(0, T ; L2(Ω)).

Remark. The relationship of the phase-field equations to the sharp-interface
formulation is demonstrated by matched asymptotical analysis [6], [10]. We are
interested in recovering the sharp-interface relations. The equations (32) have a
solution in the form

u = u(t, x; ξ), p = p(t, x; ξ).

Due to a special form of the phase equation composed of a very small diffusion
term and of derivative of a double-well function, it is expected that a thin layer
ΩΓ between two major domains — phases appear, where the function p quickly
changes its value (see [6]).
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There is a statement which confirms that the field p tends to a step-wise function
as expected (see [6] and [14]). More precisely, a priori estimates of the weak
solution imply that the energy functional

Eξ[p](t) =
∫

Ω

[
ξ
1
2
|∇p|2E +

1
ξ
w0(p)

]
dx,

is bounded as

Eξ[p](t) ≤ Eξ[p](0) exp
{
C2

F

2α
t

}
t ∈ (0, T ),

where p is second component of the solution of (33). From [6], there is an estimate
for the time derivative by

1
2
αξ

∫ T

0

‖∂tp‖2 dt+ Eξ[p](T ) ≤ CTEξ[p](0).

This allows to state the following theorem (proved in [12, Section 2.3].):

Theorem 2. Let [u, p] (u = u(t, x; ξ), p = p(t, x; ξ)) is the solution of (33) with
the initial data satisfying Eξ[p](0) < M0 independently on ξ, and let∫

Ω

|p(0, x; ξ)− v0(x)| dx→ 0,

as ξ → 0, for a function v0 ∈ L1(Ω). Then for any sequence ξn tending to 0 there
is a subsequence ξn′ such that

lim
ξn′→0

p(t, x; ξn′) = v(t, x),

is defined a.e. in (0, T )× Ω. The function v reaches values 0 and 1, and satisfies∫
Ω

|v(t1, x) − v(t2, x)| dx ≤ C|t2 − t1| 12 ,

where C > 0 is a constant, and

sup
t∈〈0,T 〉

∫
Ω

|∇v|E dx ≤ C1,

in the sense of BV (Ω), where C1 > 0 is a constant. The initial condition is

lim
t→0+

v(t, x) = v0(x),

a.e.

The information about a relation valid on the interface Γ comes from the formal
asymptotical analysis with respect to the “small” parameter ξ applied to (32) (for
details, see [10]). All quantities in the model are expanded far from the interface;
e.g. for the solution, we assume

u(t,x; ξ) = u0(t,x) + u1(t,x)ξ + u2(t,x)ξ2 +O(ξ3),

p(t,x; ξ) = p0(t,x) + p1(t,x)ξ + p2(t,x)ξ2 +O(ξ3),
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and near the interface, where a radial-tangential coordinate system (z, s) is used

ū(z, s, t; ξ) = ū0(z, s, t) + ū1(z, s, t)ξ + ū2(z, s, t)ξ2 +O(ξ3),

p̄(z, s, t; ξ) = p̄0(z, s, t) + p̄1(z, s, t)ξ + p̄2(z, s, t)ξ2 +O(ξ3).

Then, we obtain a result proved in [10, Theorem 4.5]

Theorem 3. On the manifold Γ0, the Stefan condition for the absolute terms
in the outer expansion of temperature holds:

∂u0

∂r

∣∣∣
s
−∂u0

∂r

∣∣∣
l
= LvΓ,0,

and the Gibbs Thomson law for the absolute term in the inner expansion of the
phase function holds:∫

R

(
−κΓ,0

∂p̄0
∂z

− F (ū0)
∣∣∣∣∂p̄0∂z

∣∣∣∣ − α∂p̄0∂z vΓ,0

)
∂p̄0
∂z
dz = 0.

The order of accuracy is treated by the statement proved in [10, Lemma 4.6]

Lemma 1. The Gibbs-Thomson law on Γ0 is satisfied up to the order 2 in
terms of formal asymptotic expansion:

F (ū0) = κΓ,0 + αvΓ,0,

αvΓ,1 + κΓ,1 − F ′(ū0)ū1 = 0.

Remark. The above mentioned results concern the isotropic modified phase-
field model (32). The model has been further improved concerning the release
of latent heat in [10]. The anisotropic version of the model has been derived by
means of Finsler geometry in [8].

8. Computational Studies by the Phase-Field Model

The model discussed above allows to simulate microscopic phenomena arising in
the solidification of a pure material. Appearance of complex patterns is a con-
sequence of interface undercooling, surface tension, attachment kinetics and tem-
perature gradient. Many numerical studies have been performed in order to study
behaviour of the model, its qualitative and quantitative agreement with reality and
other models of phenomena in question. The selected results should give sufficient
information about it. The Tables 2 and 3 summarize sense and relation of real
and model parameters.

Each figure is a graphical representation of the state of the system at a defined
moment of time. Left, there is the temperature field with values represented by
a shadowed scale of isotherms. The phase field (characteristic function of the
solid subdomain Ωs(t)) is visualized using a different scale of isovalues (right).
Numerical scheme consists of FDM discretization in space and of Runge-Kutta
Method in time. The standard algorithm of the method of lines can be modified
by the double-grid option (the grid for the heat conduction equation can be twice
sparser than the grid for the phase field equation).
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Real parameter Sense
u∗ melting point
t0 time scale

L0 =
√

λ
ρc t0 length scale

ρ mass density
c heat capacity per unit mass
λ heat conductivity

∆uin uniform intial undercooling
L latent heat
∆s difference in entropy density
σ surface tension
α coefficient of attachment kinetics

Table 2. Table of real parameters.

Model parameter Sense Definition

L dimensionless latent heat L = Lreal

ρc∆uin

α kinetic coefficient α = αreal
λ
ρc

β physical parameter β = ∆s
σ L0∆uin

ξ interface-thickness scale ξ = ξ
L0

L1, L2 domain size L1,2 = L1,2,real

L0

ξt time step ξt = ξtreal

t0

Table 3. Table of model parameters.

A detailed evolution of complex shapes during the time of ≈ 1.0 has been ob-
served in case of ξ > h1, h2 and for grid dimensions ≈ 150 × 150 or higher. This
type of simulation requires for about 1.5 hours on the Hewlett Packard 730 work-
station (with vectorization). Several quantitative studies, where the parameter ξ
was very small (< 10−2), and the domain Ω too big (diamΩ > 10), took many
times more of the CPU time, and were at the limit of power of available computers.
Qualitative properties of the model. The model is based on the system of
equations

∂u

∂t
= ∇2u+ L

∂p

∂t
,(35)

αξ2
∂p

∂t
= ξ2∇2p+ ap(1 − p)(p− 0.5 +M(ξ, u,∇p)) + aχχ.(36)
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with initial conditions
u |t=0= u0 , p |t=0= p0,

and with boundary conditions either

u |∂Ω= uΩ , p |∂Ω= pΩ,

or
∂u

∂n

∣∣∣∣
∂Ω

= 0 ,
∂p

∂n

∣∣∣∣
∂Ω

= 0,

where
M(ξ, u,∇p) = ξβarctg(γ0(1 − ζ cos(θ(∇p) − θ0))(u∗ − u)),

with additional noise term aχχ (χ is a random variable with the uniform distribu-
tion on 〈0, 1〉, and aχ is the amplitude). The coefficient γ0 controls proper scaling
in the model, ζ is the anisotropy strength, θ0 is the crystallographic orientation,
θ(∇p) the direction of ∇p, both with respect to x1.

Figure 7. Spontaneous nucleation stimulated by noise, L = 2.0, β = 900, ζ = 0.2, γ0 = 10,
ξ = 0.01, α = 3, aχ = 0.01, L1 = L2 = 2.0, ξt = 0.1, NT = 5, N1 = N2 = 100, grid for heat

equation is twice sparser.

Figure 7 shows a way the system looks for the state with minimal free energy.
Noise causes a transition from the initial unstable state “1/2” to the stable states
“0” and “1”. The process is called spontaneous nucleation (of the solid phase).
Figures 8 and 9 illustrate the single-pattern growth with dendritic structure (the
interface is unstable, side-branching and competitional growth occur). The long-
term behaviour is studied in Figure 14, where the surface tension causes the pattern
asymptotically adopts the Wulf shape according to the form of surface energy.
Directional growth where the Dirichlet boundary condition is at the left edge of
the domain is in Figure 10. The planar phase interface has been modified by
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Figure 8. Growth of dendritic pattern with 4-fold anisotropy (ζ = 0.2, γ0 = 10, θ0 = π
4
),

L = 2.0, β = 900, ξ = 0.01, α = 3, aχ = 0.01, L1 = L2 = 9.0, ξt = 0.2, NT = 5, N1 = N2 = 290.

Figure 9. Growth of dendritic pattern with 6-fold anisotropy (ζ = 0.6, γ0 = 10, θ0 = −0.1),
L = 2.0, β = 900, ξ = 0.01, α = 3, aχ = 0.01, L1 = L2 = 9.0, ξt = 0.1, NT = 10, N1 = N2 = 300.

a sinusoidal perturbation causing evolution of a dendritic structure. Figure 11
demonstrates a competitional growth of uniformly orientated patterns. Dendrites
interact by the temperature field in their neighborhood. The growth is stopped if
the temperature gradient tends to 0 near a dendrite tip (overlap of thermal layers).
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Figure 10. Directional growth with unstable phase boundary, 4-fold anisotropy, (ζ = 0.2, γ0 =
10, θ0 = π

4
), L = 2.0, β = 900, ξ = 0.01, α = 3, aχ = 0.01, L1 = L2 = 9.0, ξt = 0.4, NT = 5,

N1 = N2 = 150, grid for heat equation is twice sparser.

Figure 11. Competitional growth of dendritic patterns with 4-fold anisotropy (ζ = 0.15, γ0 =
10), L = 2.0, β = 900, ξ = 0.01, α = 3, aχ = 0.01, L1 = L2 = 9.0, ξt = 0.2, NT = 5,

N1 = N2 = 200.

The crystalline orientation is an individual property of any pattern which has
begun growing by nucleation. To improve the phase field model, an other intensive
variable depending on time and space has been introduced in [3]. The function
θ = θ(x, t) ∈ {0}∪ (π, 3π〉 describes the orientation distribution in Ω. The value 0
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represents the trivial non-activated state of an arbitrary point x ∈ Ω at t ∈ 〈0, T 〉,
if no orientation is joint with this point. Other values correspond to the relative
angle between the crystal orientation and the x1 axis. The function θ has to be
activated everywhere on Ωs(0) and ΩΓ(0) at the beginning of the simulation. The
evolution of the function θ is simultaneous with the evolution of the phase function
where a simple explicit rule defines updated values of θ on the grid:

(37) θij(t+ξt) = max{θkl(t) | k = i−1, i, i+1∧l = j−1, j, j+1}.Θ(p(t)ij−pcrit),

where ξt is the actual time step of the Runge-Kutta method, Θ(p) is the step
function:

Θ(p) = 0 if p < 0 , Θ(p) = 1 if p > 0,

where i, j are the x1 and x2 indices of the nodes in the grid, pcrit is a critical value
of the variable p defining the up-dating of the orientation function (it has been
chosen pcrit = 0.05 in presented computational results). Using the formula (37),
the orientation of dendrites is non-trivial in Ωs(t) and ΩΓ(t) only and is supported
by the phase function p. This fact allows to separate orientations of different
growing shapes if they are represented by disjoint continuous subsets of Ωs(t).
Results of simulation using the improved model with the orientation separation
are in Figure 12.

Figure 12. Competitional growth of dendritic patterns with 4-fold anisotropy and different
crystalline orientation (ζ = 0.2, γ0 = 10, θ1 = 0.0, θ2 = π

4
), L = 2.0, β = 900, ξ = 0.01, α = 3,

aχ = 0.01, L1 = L2 = 4.0, ξt = 0.04, NT = 10, N1 = N2 = 150.
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Figure 13. Isotropic dendritic growth, L = 2.0, β = 900, ζ = 0.0, ξ = 0.01, α = 3, a = 2.0,
L1 = L2 = 1.5, ξt = 0.004, NT = 10, N1 = N2 = 150.

Figure 14. Coarsening – longterm behaviour of the pattern with 4-fold anisotropy, L = 2.0,
β = 900, ζ = 0.5, ξ = 0.005, α = 3, a = 4.0, L1 = L2 = 1.5, ξt = 1.0, NT = 10, N1 = N2 = 200.

Quantitative analysis. As shown by detailed numerical studies [3], [6], [7], a
quantitatively correct anisotropic model has to be set as follows:

∂u

∂t
= ∇2u+ L

∂p

∂t
,(38)

αξ2
∂p

∂t
= g(θ)[ξ2∇2p+ ap(1 − p)(p− 0.5)] + βF (u)ξ2|∇p|E ,(39)

with initial conditions
u |t=0= u0 , p |t=0= p0,

and with boundary conditions either

u |∂Ω= uΩ , p |∂Ω= pΩ,
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or
∂u

∂n

∣∣∣∣
∂Ω

= 0 ,
∂p

∂n

∣∣∣∣
∂Ω

= 0,

where g is the function describing anisotropy:

g(θ) = 1 − ζ cos(θ − θ0)nfold

with ζ ∈ 〈0, 1) being the nfold-anisotropy strength, θ the direction of ∇p, and θ0
principal crystallographic orientation, both relative to x1. The coupling function
has the form F (u) = min{10,max{−10, u∗− u}} with u∗ being the melting point.

We present a study investigating a quantitative relationship to the sharp-inter-
face standard such as an analytical solution or a previously known criterion. Sta-
bility of planar interface is investigated in order to analyse the interaction of curva-
ture and undercooling (see [5]). A sinusoidal perturbation is used to demonstrate
stability of such a front. Let the direction of the front motion coincide with the
direction of x1, and let the perturbation have the following form:

x1 = ε sinωx2 .

Mean curvature of such perturbed interface is

κΓ = −
d2x1

d(x2)2

(1 + (dx1

dx2 )2)
3
2
,

where
dx1

dx2
= εω cosωx2,

d2x1

d(x2)2
= −εω2 sinωx2.

Therefore, up to the first order in powers of ε, if this is small, the maximal and
minimal values of curvature along the interface are:

κ− ≈ −εω2,

κ+ ≈ εω2,
Assume that corresponding temperature and velocity of the interface are

u− = u−∞, u+ = u−∞ +Gε,

where u− is temperature far behind the front, and

G = −L ∆s
ασλ

(u∗ − u−∞) .

Obviously, a front instability occurs if vΓ+ − vΓ− > 0.
The condition (27) being valid at the interface Γ yields the following instability

conditions

ω2 +
ξs

2σ
G < 0, if ε <

L

ρc | G | ,

2εω2 − ∆sL
σρc

< 0, if ε ≥ L

ρc | G | ,
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which differ by the relation of temperature gradient at the interface and the am-
plitude of perturbation. Such conditions have been used to set up the system
parameters in order to get stable and unstable behaviour of the planar front. As
shown in Figure 15 and 16, the phase field solution exhibits corresponding stability
behaviour. Note that the above derived stability criterion is in agreement with the
Mullins-Sekerka stability analysis [31], [32]. The above presented analysis does
not consider the case of dendritic growth from a spherical site.

Figure 15. Stability of the two-dimensional travelling-wave solution of equations for ξ = 0.005.
Other parameters are u(0) = −1.05, uleft = 0.95, uright = −0.05, L = 1.0, β = 10, a = 2.0,
D0 = λ/ρc = 1.0, α = 1, L1 = 0.6, L2 = 0.16, ξt = 0.001, NT = 5, N1 = 400, N2 = 100. The

figure shows the profile of p at t = 0.0 and t = 0.005.

Figure 16. Instability of the two-dimensional travelling-wave solution of equations for ξ = 0.01.
Other parameters are u(0) = −5.5, utop = 0.5, ubottom = −5.5, L = 6.0, β = 10, a = 2.0,
D0 = λ/ρc = 1.0, α = 1, L1 = 1.0, L2 = 2.0, ξt = 0.004, NT = 5, N1 = 200, N2 = 400. The

figure shows the profile of p at t = 0.0 and t = 0.02.

9. Conclusion

The article was devoted to presenting the actual state of the art of mathematical
modelling of microstructure growth in solidification with focus on pure substances
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and on a diffuse-interface approach to it. Tha main problem still remains to
solve — to get a quantitatively good model which realiably simulate formation of
dendritic or just geometrically complex structures. An appropriate combination
of various techniques together with increasing efficiency of supercomputing tools
may represent a way towards a progress in this field.
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MATHEMATICAL AND COMPUTATIONAL ASPECTS OF SOLIDIFICATION 151

44. Wang S.-L., Sekerka R. F., Wheeler A. A., Murray B. T., Coriell S. R., Braun R. J. and Mc-
Fadden G. B., Thermodynamically consistent phase-field models for solidification, Technical
Report 4956, NIST, U.S. Dept. of Commerce, 1992.

45. Xiao R. F., Alexander J. I. D. and Rosenberger F., Morphological evolution of growing
crystals: A Monte Carlo simulation, Phys. Rev. A 38 (1988), 2447–2456.
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