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ALBERT— SOFTWARE FOR SCIENTIFIC COMPUTATIONS
AND APPLICATIONS

A. SCHMIDT anp K. G. SIEBERT

ABSTRACT. Adaptive finite element methods are a modern, widely used tool which
make realistic computations feasible, even in three space dimensions. We describe
the basic ideas and ingredients of adaptive FEM and the implementation of our
toolbox ALBERT. The design of ALBERT is based on the natural hierarchy of locally
refined meshes and an abstract concept of general finite element spaces. As a result,
dimension independent programming of applications is possible. Numerical results
from applications in two and three space dimensions demonstrate the flexibility of
ALBERT.

1. INTRODUCTION

Finite element methods provide a widely used tool for the
solution of problems with an underlying variational struc-
ture. Modern numerical analysis and implementations for
finite elements provide more and more tools for the effi-
cient solution of even large-scale applications. Efficiency
can be increased by using local mesh adaption, by us-
ing higher order elements, where applicable, and by fast
solvers.
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Adaptive procedures for the numerical solution of partial differential equations
started in the late 70’s and are now standard tools in science and engineering.
Adaptive finite element methods are a meaningful approach for handling multi-
scale phenomena and making realistic computations feasible, specially in 3d.

Finite element methods calculate approximations to the true solution in some
finite dimensional function space. This space is built up from local function
spaces, usually polynomials of low order, on elements of a partitioning of the
domain (the mesh). An adaptive h-method adjusts this mesh to the solution of
the problem by refining the mesh locally and thus inserting locally new elements.
An adaptive p-method adjusts the local function spaces on selected elements by
increasing the dimension of the local spaces. Finally, an adaptive h-p-method
combines the h- and p-method by refining the mesh locally in some parts of the
domain and enlarging the local function spaces in other parts [2, 3, 17].
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Here, we focus on the adaptive h-method. A given mesh is refined locally and
the local function spaces are given by one function space on some reference element
and the mapping from this reference element to the mesh elements.

The mesh adaptation is based on information extracted from a posteriori
error estimators. These estimators are computable estimates for the error be-
tween the true solution and the finite element approximation and they are built up
from local error indicators. An adaptive method is driven by such an error esti-
mator and tries to optimize the mesh by equidistributing the local indicator values
over all mesh elements, while the total estimate is below a given tolerance. Here, a
posteriori error estimators provide a proven basis for the adaptive algorithm which
result in meshes, which are highly refined only where really needed.

The basic iteration of an adaptive finite element code for a stationary problem
is

e assemble and solve the discrete system;
e calculate the error estimate;
e adapt the mesh, when needed.

For time dependent problems, such an iteration is used in each time step, and the
step size of the time discretization may be subject to adaptivity, too.

The core part of every finite element program is the problem dependent assem-
bly and solution of the discretized problem. This holds for programs that solve
the discrete problem on a fixed mesh as well as for adaptive methods that auto-
matically adjust the underlying mesh to the actual problem and solution. In the
adaptive iteration, the assemblage and solution of a discrete system is necessary
after each mesh change. Additionally, this step is usually the most time consuming
part of that iteration.

A general finite element toolbox must provide flexibility in problems and finite
element spaces while on the other hand this core part can be performed efficiently.
Data structures are needed which allow an easy and efficient implementation of the
problem dependent parts and also allow to use adaptive methods, mesh modifica-
tion algorithms, and solvers for linear and nonlinear discrete problems by calling
library routines. On the one hand, large flexibility is needed in order to choose var-
ious kinds of finite element spaces, with higher order elements or combinations of
different spaces for mixed methods or systems. On the other hand, the solution of
the resulting discrete systems may profit enormously from a simple vector-oriented
storage of coefficient vectors and matrices. This also allows the use of optimized
solver and BLAS libraries. Additionally, implementations based on hierarchical
data structures provide the basic ingredients needed by the most efficient tools for
the solution of (non-) linear discrete problems, which are available now, namely
multilevel preconditioners and multigrid solvers [6, 9, 10, 29].

During the last years there has been a great progress in designing finite element
software. Besides the already cited packages [6, 9, 10, 29], a list of freely available
finite element codes can for instance be found at

http://www.engr.usask.ca/ macphed/finite/fe resources.
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In the next sections, we describe the design of our finite element toolbox AL-
BERT with adaptive hierarchical meshes providing higher order ansatz functions.
ALBERT provides all the tools mentioned above for the efficient implementation
and adaptive solution of general nonlinear problems in two and three space di-
mensions. The mesh adaptation is done by local refinement and coarsening of
mesh elements, while the same local function space is used on all mesh elements.
The design of the ALBERT data structures allows an implementation of problem
dependent parts that does not depend on the actual chosen local function space
and the dimension.

The paper is organized as follows: in Section 2 we recall the adaptive finite
element method, Section 3 demonstrates the benefit of a higher order discretization
and in Section 4 we describe the basic data structures of ALBERT. We conclude
with Section 5 presenting several applications from research projects in order to
demonstrate the flexibility of ALBERT.

2. ADAPTIVE FINITE ELEMENTS

The basic ingredient of an adaptive finite element method is the a posteriori error
estimator. While a general theory exists for these estimators in the case of linear
and mildly nonlinear problems [8, 32], highly nonlinear problems usually still need
a special treatment [15, 21, 27, 30].

There exist a lot of different approaches to (and a large literature about) the
derivation of error estimates, by residual techniques, dual techniques, solution of
local problems, hierarchical approaches, etc., a fairly incomplete list of references
is [1, 4, 5, 11, 12, 20, 25, 31]. The a posteriori estimate is usually derived
by using the differential equation to eliminate the true solution and replacing it
by given data in an appropriate error representation; thus, the estimator involves
given data of the equation, compare the example below.

Here, we just want to give an example for residual estimators, which are also
used in the simulations shown later. For a nonlinear (quasi-linear) elliptic problem

—V-AVu+ f(z,u,Vu) =0 inQ, u=0 ondf

and a finite element approximation us on the mesh &, the local error indicators
on single elements S € S read like

ﬂg‘ =Co h?;”*V'AVUS + f(z,us, VUS)H%z(S) +Ch hS||[[AVU$'V]]H%2(aS\aQ)7

where Cy, C; depend on interpolation constants and the differential operator, hg
is the diameter of element S, v is the normal to 05 and [-] denotes the difference of
(discontinuous) values on both sides of an element’s boundary. The error estimate
is then
1/2
IV (= us) oz <= (D ng) "
Ses

The aim of adaptive methods is the generation of a mesh which is adapted to

the problem such that a given criterion, like a tolerance for the estimated error
between exact and discrete solution, is fulfilled by the finite element solution on
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this mesh. An optimal mesh should be as coarse as possible while meeting the
criterion, in order to save computing time and memory requirements. For time
dependent problems, such an adaptive method may include mesh changes in each
time step and control of time step sizes. The philosophy implemented in ALBERT is
to change meshes successively by local refinement or coarsening using information
produced by a posteriori error estimators.

Several adaptive strategies are proposed in the literature, that give criteria
which mesh elements should be marked for refinement (see [4, 19, 20, 24] for
examples). Most strategies are based on the idea of an equidistribution of the
local error to all mesh elements. Babuska and Rheinboldt [4] motivate that for
stationary problems a mesh is almost optimal when the local errors are approxi-
mately equal for all elements. So, elements where the error indicator is large will
be marked for refinement, while elements with a small indicator are left unchanged
or are marked for coarsening. In time dependent problems, the mesh is adapted to
the solution in every time step using a posteriori information like in the stationary
case. As a first trial mesh for the new time step we use the adaptive mesh from
the previous time step. Usually, only few iterations of the adaptive procedure are
then needed for the adaptation of the mesh for the new time step. This may be
accompanied by an adaptive control of time step sizes.

3. HIGHER ORDER DISCRETIZATION

There exist some applications where only piecewise linear ansatz functions can
be used for discretization, because they provide special monotonicity and maxi-
mum properties. Examples include nonlinear models with obstacle problems and
nonlinear monotone operators, e.g., where even the exact solution does not show
higher regularity, at least in some parts of the domain [15, 22, 26].

However, for most applications, the solution exhibits enough regularity in order
to effectively apply a higher order finite element discretization. ‘Effectively’ means
here, that the additional effort (more degrees of freedom at each mesh element,
more dense matrices) for the higher order discretization results in a reasonable gain
of precision or overall computational cost, by drastically reducing the total number
of degrees of freedom needed for a given error tolerance, for example. Addition-
ally, mixed methods may need higher order elements for a stable discretization
of the problem, like the Taylor-Hood element in a mixed finite element method
for the incompressible Navier-Stokes equations. Here, the discrete velocity and
pressure spaces are build from globally continuous functions which are piecewise
polynomials of degree p respectively p — 1 for p > 2.

In Figures 1-3 we demonstrate the benefit from using a higher order discretiza-
tion in an adaptive finite element method. The figures show the error decay vs.
number of degrees of freedoms (DOFs) for polynomial degrees p = 1,...,4 for
problems from linear elasticity (Figures 1 respectively 2) with smooth solutions
and Figure 3 refers to a solution of Poisson’s equation with a corner singularity.
Especially for the smooth solution the higher order discretization is much superior.
For the 2d example the error on the first grid for quartic elements with ~ 50 DOF's
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Figure 1. Comparison of error decay vs. DOFs for different polynomial degree for linear elas-
ticity in 2d with a smooth solution.
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Figure 2. Comparison of error decay vs. DOFs for different polynomial degree for linear elas-
ticity in 3d with a smooth solution.
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Figure 3. Comparison of error decay vs. DOFs for different polynomial degree for Poisson
equation in 2d with a solution exhibiting a point singularity.

is nearly the same as for the linears on the finest grid with ~ 50000 DOFs. The
same holds for the 3d example where this effect is even stronger. Even though
the solution to Poisson’s equation exhibits a point singularity, the higher order
discretization pays off in the last example (Figure 3). The curves corresponding to
the higher order discretizations are always below the curve of the piecewise linear
discretization. Here, the piecewise quadratic perform the best on coarser grid, but
are then passed by the piecewise cubic and quartic discretizations on finer meshes.
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Note, that without adaptivity, the higher order discretization would perform worse
than the piecewise linear discretization in this example.

4. ABSTRACT DATA STRUCTURES FOR A FINITE ELEMENT PACKAGE

Starting point for the design of ALBERT data structures is the abstract concept
of a finite element space defined (similar to the definition of a single finite element
by Ciarlet [16]) as a triple consisting of

e a collection of mesh elements;

e a set of local basis functions on a single element, usually a restriction of
global basis functions to a single element;

e a connection of local and global basis functions giving global degrees of free-
dom of a finite element function.

This directly leads to the definition of three main groups of data structures:

e data structures for geometric information storing the underlying mesh together
with element coordinates, boundary type and geometry, etc.;

e data structures for finite element information providing values of local basis
functions and their derivatives;

e data structures for algebraic information linking geometric data and finite
element data.

Using these data structures, the finite element toolbox ALBERT provides the
whole abstract framework like finite element spaces and adaptive strategies, to-
gether with hierarchical meshes, routines for mesh adaptation, and the complete
administration of finite element spaces and the corresponding degrees of freedom
(DOF's) during mesh modifications. The underlying data structures allow a flexible
handling of such information. Furthermore, tools for numerical quadrature, ma-
trix and load vector assembly as well as solvers for linear and nonlinear problems,
like conjugate gradient methods and Newton’s method, are available.

A specific problem can be implemented and solved by providing just some prob-
lem dependent routines for evaluation of the (linearized) differential operator, data,
nonlinear solver, and (local) error estimators, using all the above mentioned tools
from the library.

Both geometric and finite element information strongly depend on the space di-
mension. Thus, mesh modification algorithms and basis functions are implemented
for two (2d) and three (3d) dimensions separately and are provided by the toolbox.
Everything besides that can be formulated in such a way that the dimension only
enters as a parameter (like size of local coordinate vectors, e.g.). For usual finite
element applications this results in a dimension independent programming, where
all dimension dependent parts are hidden in a library. This allows a dimension
independent programming of applications to the greatest possible extent.
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4.1. The Hierarchical Mesh

The underlying mesh is a conforming triangulation of the computational domain
into simplices, i.e. triangles (2d) or tetrahedra (3d). The simplicial mesh is gener-
ated by refinement of a given initial triangulation. Refined parts of the mesh can
be de-refined, but elements of the initial triangulation (macro elements) must
not be coarsened. The refinement and coarsening routines construct a sequence of
nested meshes with a hierarchical structure. In ALBERT, the recursive refinement
by bisection is implemented. For every element (triangle or tetrahedron) one of
its edges is marked as the refinement edge, and during refinement the element is
bisected into two elements by cutting this edge at its midpoint, see Figure 4 where
the refinement edge is indicated by a bold line.

Figure 4. Bisection of a triangle or tetrahedron.

We use algorithms where the choice of refinement edges on the initial triangula-
tion prescribes the refinement edges for all simplices that are created during mesh
refinement (the “newest vertex” bisection in 2d, and Bénsch’s [7] and Kossaczky’s
[23] algorithms in 3d). This makes sure that shape regularity of the triangulations
is conserved. The use of the recursive refinement procedure results in an atomic
refinement operation which is shown in Figure 5 for two and three dimensions.
All elements meeting the common refinement edge are bisected at the same time;
no other elements are involved in this atomic operation. Local coarsening is the
inverse operation of a previous local refinement.

reﬁne reﬁne
coarsen coarsen

Figure 5. Atomic refinement and coarsening in 2d and 3d.

During refinement, new degrees of freedom are created. DOF's are stored (and
accessed) element-wise (compare Section 4.3) and a single DOF is shared by all
elements which belong to the support of the corresponding finite element basis
function (compare Section 4.2). The mesh refinement routines must create a new
DOF only once and give access to this DOF from all elements sharing it. Similarly,
DOFs are handled during coarsening. This is done in cooperation with the DOF
administration tool, see below.
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The bisectioning refinement of elements naturally leads to nested meshes with
the hierarchical structure of binary trees, one tree for every element of the initial
triangulation. Every interior node of that tree has two pointers to the two children;
the leaf elements are part of the actual triangulation, which is used to define the
finite element space. The whole triangulation is a list of given macro elements
together with the associated binary trees, see Figure 6 for a simple 2d example.
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Figure 6. Some 2d mesh refinement and the corresponding binary trees.

The hierarchical structure allows the generation of most information by the
hierarchy, which reduces the amount of data to be stored. Some information is
stored on the (leaf) elements explicitly, other information is located at the macro
elements and is transfered to the leaf elements while traversing through the binary
tree. Element information about vertex coordinates, domain boundaries, and el-
ement adjacency can be computed easily and very fast from the hierarchy, when
needed. Data stored explicitly at tree elements can be reduced to pointers to the
two possible children and information about local DOFs (for leaf elements). Fur-
thermore, the hierarchical mesh structure directly leads to multilevel information
which can be used by multilevel preconditioners and solvers.

Access to mesh elements is available solely via routines which traverse the hier-
archical trees; no direct access is possible. The traversal routines can give access to
all tree elements, only to leaf elements, or to all elements which belong to a single
hierarchy level (for a multilevel application, e.g.). In order to perform operations
on visited elements, the traversal routines call a subroutine which is given to them
as a parameter. Only such element information which is needed by the current
operation is generated during the tree traversal.
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4.2. Finite Elements

The values of a finite element function or the values of its derivatives are uniquely
defined by the values of its DOFs and the values of the basis functions or the
derivatives of the basis functions connected with these DOFs. We follow the con-
cept of finite elements which are given on a single element S in local coordinates:
Finite element functions on an element S are defined by a finite dimensional func-
tion space P on a reference element S and the (one to one) mapping N :§— 8§
from the reference element S to the element S. In this situation the non vanishing
basis functions on an arbitrary element are given by the set of basis functions of
P in local coordinates \°. Also, derivatives are given by the derivatives of basis
functions on P and derivatives of A¥. The derivatives of A% solely depend on the
geometry of S.

Each local basis function on S is uniquely connected to a global degree of
freedom, which can be accessed from the element S via the DOF administration
tool. ALBERT supports basis functions connected with DOF's, that are located
at vertices of elements, at edges, at faces (in 3d), or in the interior of elements.
DOFs at a vertex are shared by all elements which meet at this vertex, DOFs at
an edge or face are shared by all elements which contain this edge or face, and
DOFs inside an element are not shared with any other element. The support of
the basis function connected with a DOF is the patch of all elements sharing this
DOF, compare Figure 7.

K <D a7 4

Figure 7. Support of basis functions connected with a DOF at a vertex, edge, face (only in 3d),
and the interior.

\

For a very general approach, we only need a vector of the basis functions (and
its derivatives) on S and a function for the communication with the DOF admin-
istration tool in order to access the degrees of freedom connected to local basis
functions. By such information every finite element function (and its derivatives)
is uniquely described on every element of the mesh.

During mesh modifications, finite element functions must be transformed to the
new finite element space. For example, a discrete solution on the old mesh yields a
good initial guess for an iterative solver resulting in a smaller number of iterations
for the solution of the discrete problem on the new mesh. Usually, these trans-
formations can be realized by a sequence of local operations. Local interpolations
and restrictions during refinement and coarsening of elements depend on the func-
tion space P and the refinement of S only. Thus, the subroutine for interpolation
during an atomic mesh refinement is the efficient implementation of a represen-
tation of coarse grid functions by fine grid functions on S and its refinement. A
restriction during coarsening is implemented using similar information.
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Lagrange finite element spaces up to order four are currently implemented in
two and three dimensions. This includes the communication with the DOF ad-
ministration as well as the interpolation and restriction routines.

4.3. Degrees of Freedom

Degrees of freedom (DOFs) connect finite element data with geometric information
of a triangulation. For example, a continuous and piecewise linear finite element
function can be described by the values of this function at all vertices of the
triangulation. They build this function’s degrees of freedom. A piecewise constant
function is determined by its value in each element.

For general applications, it is necessary to handle several different sets of de-
grees of freedom on the same triangulation. For example, in mixed finite element
methods for the Navier-Stokes problem, different polynomial degrees are used for
discrete velocity and pressure functions. In Figure 8, three examples of DOF distri-
butions for continuous finite elements in 2d are shown: piecewise quadratic finite
elements © (left), piecewise linear # and piecewise quadratic © finite elements
(middle, Taylor-Hood element for Navier-Stokes: linear pressure and quadratic
velocity), piecewise cubic [ and piecewise quartic [© finite elements (right, Taylor-
Hood element for Navier-Stokes: quartic velocity and cubic pressure).
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Figure 8. Examples of DOF distributions in 2d.

During adaptive refinement and coarsening of a triangulation, not only elements
of the mesh are created and deleted, but also degrees of freedom together with
them. The geometry is handled dynamically in a hierarchical binary tree structure,
using pointers from parent elements to their children. For data corresponding to
DOFs, which are usually involved with matrix-vector operations, simpler storage
and access methods are more efficient. For that reason every DOF is realized just
as an integer index, which can easily be used to access data from a vector or to
build matrices that operate on vectors of DOF data. This results in a very efficient
access during matrix/vector operations and in the possibility to use libraries for
the solution of linear systems with a sparse system matrix ([18], e.g.).

Using this realization of DOF's two major problems arise:

e During refinement of the mesh, new DOFs are added, and additional indices
are needed. The total range of used indices has to be enlarged. At the same
time, all vectors and matrices that use these DOF indices have to be adjusted
in size, too.
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e During coarsening of the mesh, DOFs are deleted. In general, the deleted
DOF is not the one which corresponds to the largest integer index. Holes with
unused indices appear in the total range of used indices and we have to keep
track of all used and unused indices.

These problems are solved by a general DOF administration tool. During refine-
ment, it enlarges the ranges of indices, if no unused indices produced by a previous
coarsening are available. During coarsening, a book-keeping about used and un-
used indices is done. In order to reestablish a contiguous range of used indices, a
compression of DOFs can be performed; all DOFs are renumbered such that all
unused indices are shifted to the end of the index range, thus removing holes of un-
used indices. Additionally, all vectors and matrices connected to these DOF's are
adjusted correspondingly. After this process, vectors do not contain holes anymore
and standard operations (BLAS, e.g.) can be applied.

In many cases, information stored in DOF vectors has to be adjusted to the
new distribution of DOFs during mesh refinement and coarsening. Each DOF
vector can provide pointers to subroutines that implements these operations on
data (which usually strongly depend on the corresponding finite element basis).
Providing such a pointer, a DOF vector will be transformed during mesh modifi-
cations.

All tasks of the DOF administration are performed automatically during refine-
ment and coarsening for every kind and combination of finite elements defined on
the mesh.

4.4. Dimension Independent Program Development

Using the abstract definition of a finite element space with mesh, basis functions,
and the DOF administration tool, a specific application can be implemented by
providing problem dependent routines for assembling and solution of the discrete
problems, as well as an error estimator/indicator. The adaptive method for find-
ing a solution on a quasi-optimal mesh can then be performed by a black-box
algorithm. The problem dependent routines are used for the calculation of dis-
crete solutions on the current mesh and (local) error estimates. Here, the problem
dependent routines heavily make use of library tools for assembling system ma-
trices and right hand sides for an arbitrary finite element space, as well as tools
for the solution of linear or nonlinear discrete problems. On the other hand, any
specialized algorithm may be added if needed. The marking of mesh elements is
based on general refinement and coarsening strategies relying on the local error
indicators. During the following mesh modification step, DOF vectors (storing the
coefficients of the discrete solution, e.g.) are automatically transformed to the new
finite element spaces.

In the problem dependent routines only few parts of the finite element code
depend on the dimension. Usually, all dimension dependent parts are hidden in the
library. Hence, program development can be done in 2d, where execution is usually
much faster and debugging is much easier (because of simple 2d visualization, e.g.,
which is much more involved in 3d). With no (or maybe few) additional changes,
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the program will then also work in 3d. This approach leads to a tremendous
reduction of program development time for 3d problems.

5. APPLICATIONS

In this section we present three applications from research projects in order to
demonstrate the flexibility of ALBERT. For further applications of ALBERT to
CFD and dendritic growth we refer to [28].

5.1. Elliptic Problem with Discontinuous Coefficients

The first example is taken from [24]. The objective of this paper is the construction
of a convergent adaptive algorithm for linear elliptic problems.

Figure 9. Graph of the discrete solution and underlying grid.

Ensuring a reduction rate of oscillation of the right hand side, together with
an error reduction based on a posteriori error estimators, a simple and efficient
adaptive FEM is constructed with a linear rate of convergence. Neither any pre-
liminary mesh adaptation nor explicit knowledge of constants is needed for the
adaptive procedure and any prescribed error tolerance is achieved in a finite num-
ber of steps. For testing the convergent algorithm in some worst case scenario, a
solution to an elliptic equation with piecewise constant coefficients is constructed
that is barely in H' and behaves like 70! at the origin.

Due to the singularity, the grid is highly graded at the origin. It is worth to
realize the strength of the singularity at hand in Figure 10. We see a mesh with
< 2000 nodes and three zooms at the origin, each obtained with a magnifying factor
103, and yet exhibiting a rather strong grading. Without local mesh refinement
it would not be possible to compute an approximation to the true solution with
the same accuracy, even in 2d. The strong singularity is also reflected in Figure 9,
which depicts the graph of the discrete solution over the underlying mesh.
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V

Figure 10. Final grid: full grid with < 2000 nodes (upper left), zoom to (—1072,1073)2 (upper
right), zoom to (—1076,107%)2 (lower left), and zoom to (—107?,107)2 (lower right).

5.2. Linear Elasticity

We present here results from simulations of the linear elasticity problem in two
and three dimensions. The unknown is the displacement vector, thus homogeneous
Dirichlet boundary conditions imply no displacement from the reference location
of a body (represented by the computational domain). Homogeneous Neumann
boundary conditions imply that there are no normal stresses.

Figure 11 presents results for the model problem of a 2d body with ground
contact, i.e. a homogeneous Dirichlet condition at the lower boundary (at y = 0).
At the other parts of the boundary, the homogeneous Neumann condition holds.
Gravity pushes the body down, thus it becomes more flat.
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Figure 11. An Q-shaped body under the influence of gravity in 2d. Adaptive grid and de-
formed Q.
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Figure 12. Deformation of a horizontal rod, clamped on left side, under the influence of gravity.
Adaptive grids and deformed rod from two different adaptive refinements.

In Figure 12, we show adaptively refined meshes and computed deformations
of a horizontal rod in three space dimensions, which is clamped on the left side
(homogeneous Dirichlet boundary condition). No-stress conditions hold at all
other boundaries. The force of gravity leads to a bending of the rod, with strongest
stresses near the mounting.

Besides three additional entries in the symmetric system block matrix in 3d,
the code for solving this problem is the same for 2d and 3d. Thus, program
development was done in 2d. For the 3d code only these three additional entries,
which have a similar structure as the entries for 2d, were added.

5.3. Phase Transition with Convection

The last application is a combination of phase transition and fluid flow [13, 14]. It
models the industrial growth of a semiconductor crystal by the vertical Bridgman
method with natural convection in the melt. The mathematical model couples the
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Figure 13. Bridgman problem: Graphs of enthalpy and modulus of velocity over adaptive grids
for four different times.

classical Stefan problem with the Navier-Stokes equations in the melt: The Stefan
equation contains an additional convection term including the flow velocity in the
melt, while the flow is driven by a force resulting from temperature and gravity
(in the Boussinesq approximation). Figure 13 depicts the graphs of the enthalpy,
modulus of the velocity over the adaptive grids and Figure 14 shows the isoline
of the melting temperature and the velocity in the melt for different times of the
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Figure 14. Bridgman problem: Isoline of the melting temperature and velocity in the melt for
four different times.

simulation. The numerical approximation for the Navier-Stokes equations uses the
P3—P, Taylor-Hood element for the velocity and pressure. Piecewise linear finite
elements are used for the discretization of the temperature and enthalpy in the
Stefan problem.

Due to the discontinuity of the (true) enthalpy at the interface which is approx-
imated by a continuous finite element function, it is clear that a high resolution of
the mesh is needed near the interface. Since this interface moves in time not only
mesh refinement but also mesh coarsening is needed in order to de-refine highly
refined regions of the mesh when this high resolution is not needed anymore.

6. CONCLUSIONS

We described the main ideas which had an influence on the development and
implementation of the finite element toolbox ALBERT. Due to the abstract defi-
nition of basis functions, use of quadrature formulas and the DOF administration
tool only few parts of a finite element code depend on the dimension. Usually,
these dimension-dependent parts are hidden in a library. This allows a dimension-
independent programming of applications to the greatest possible extent.

ALBERT is is freely distributed for research and education. Information about
getting ALBERT can be found at

http://www.mathematik.uni-freiburg.de/IAM/ALBERT

and the detailed description of algorithms and data structures is given in [29].
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