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On Calderén’s conjecture

By MiCHAEL LACEY and CHRISTOPH THIELE*

1. Introduction

This paper is a successor of [4]. In that paper we considered bilinear
operators of the form

) Half1. £2)(@) = pv. [ o = 0o+ )T,

which are originally defined for fi, fo in the Schwartz class S(R). The natural
question is whether estimates of the form

(2) [Halfrs F2)llp < Coprpa | 1llp [l 21l

with constants Cy p, p, depending only on a,pi,ps and p := % hold. The
first result of this type is proved in [4], and the purpose of the current paper
is to extend the range of exponents p; and po for which (2) is known. In
particular, the case p;1 = 2, po = o0 is solved to the affirmative. This was
originally considered to be the most natural case and is known as Calderdén’s
conjecture [3].

We prove the following theorem:

THEOREM 1. Let a € R\ {0,—1} and

(3) 1<p17p2 SOO,
2 D1P2

4 —<p:=

) 3 =P p1+ D2

< 00

Then there is a constant Cup, po Such that estimate (2) holds for all fi, fo €
S(R).

If @« =0, —1, 00, then we obtain the bilinear operators

H(f1)- f2, H(f1- f2), fi- H(f2),

*The first author acknowledges support from the NSF. Both authors have been supported by
NATO travel grants and the Volkswagen Stiftung (RiP program in Oberwolfach).
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the last one by replacing ¢ with ¢/a and taking a weak limit as « tends to
infinity. Here H is the ordinary linear Hilbert transform, and - is pointwise
multiplication. The LP-bounds of these operators are easy to determine and
quite different from those in the theorem. This suggests that the behaviour of
the constant Cy p, p, is subtle near the exceptional values of «. It would be of
interest to know that the constant is independent of « for some choices of p;
and po.

We do not know that the condition % < p is necessary in the theorem.
But it is necessary for our proof. An easy counterexample shows that the
unconditionality in inequality (6) already requires % < p. The cases of (p1,p2)
being equal to (1, 00), (oo, 1), or (0o, 00) have to be excluded from the theorem,
since the ordinary Hilbert transform is not bounded on L' or L.

We assume the reader as somewhat familiar with the results and tech-
niques of [4]. The differences between the current paper and [4] manifest
themselves in the overall organization and the extension of the counting func-
tion estimates to functions in L? with ¢ < 2.

The authors would like to thank the referee for various corrections and
suggestions towards improving this exposition.

2. Preliminary remarks on the exponents

Call a pair (p1,p2) good, if for all & € R\ {0,—1} there is a constant
Copy1,po such that estimate (2) holds for all fi, fo € S(R). In this section we
discuss interpolation and duality arguments. These, together with the known
results from [4], show that instead of Theorem 1 it suffices to prove:

PROPOSITION 1. If1 < p1,p2 <2 and % < %, then (p1,p2) is good.

In [4] the following is proved:

PROPOSITION 2. If2<p1,p2<00 and 1< p’ilTp;Q <2, then (p1,p2) is good.

Strictly speaking, this proposition is proved in [4] only in the case a =1,
but this restriction is inessential. The necessary modifications to obtain the full
result appear in the current paper in Section 3. Therefore we take Proposition 2
for granted.

The next lemma follows by complex interpolation as in [1]. The authors
are grateful to E. Stein for pointing out this reference to them.

LEMMA 1. Let1 < p1,p2,q1,q2 < o0 and assume that (p1,p2) and (g1, q2)

are good. Then
< 6 1-60 60 1-— 0)
— + ,— +
D1 qa P2 a2

is good for all 0 < 0 < 1.
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Next we need a duality lemma.

LEMMA 2. Let 1 < p1,ps < oo such that pflTp;Q > 1. If (p1,p2) is good,

then so are the pairs
!/ /
<p1 ( P1P2 > > and <( P1P2 > p2)
"\p1+p2 prtp2/

Here p’ denotes as usual the dual exponent of p. To prove the lemma, fix
a € R\ {0,—1} and f; € S(R) and consider the linear operator H,(f1,-). The
formal adjoint of this operator with respect to the natural bilinear pairing is

sen(l+ )H_o(fi,.),

as the following lines show:

/ <p.v. / filx —t) fo(x + ozt)% dt) f3(x) dx
=Dp.v. / / filx —at —t) fa(x) f3(x — at) dx %dt
=sgn(l + a)/ (p.v. / filx —1t)fs(z — hi%t)% dt) fa(z) dz.

Similarly, we observe that for fixed fo the formal adjoint of H,(-, f2) is
—H_1_4(-, f2). This proves Lemma 2 by duality.

Now we are ready to prove estimate (2) in the remaining cases, i.e., for
those pairs (p1, p2) for which one of py, py is smaller or equal two, and the other
one is greater or equal two. In this case the constraint on p is automatically
satisfied. By symmetry it suffices to do this for p; €]1,2] and ps € [2, 00]. First
observe that the pairs (3,3) and (3/2,3/2) are good by the above propositions.
Then the pairs (2,2) and (2,00) are good by interpolation and duality. Let P
be the set of all p; €]1, 2] such that the pair (p1,p2) is good for all py € [2, 00].
The previous observations show that 2 € P. Define p := inf P and assume
p > 1. Pick a small ¢ > 0 and a p; € P with p; < p+ €. If £ is small enough,
we can interpolate the good pairs (p1,e7!) and (1 +¢,2 — ¢) to obtain a good
pair of the form (g, ¢."). Since lim._,¢¢q. = g’g—j < p we have ¢. < p provided
e is small enough. By duality we see that the pair (¢, o00) is good, and by
Proposition 1 there is a p2 < 2 such that (q,p2) is good. By interpolation
q € P follows. This is a contradiction to p = inf P; therefore the assumption
p > 1 is false and we have inf P = 1. Again by interpolation we observe
P =]1, 2], which finishes the prove of estimate (2) for the remaining exponents.
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3. Time-frequency decomposition of H,

In this section we write the bilinear operators H, approximately as finite
sums over rank one operators, each rank one operator being well localized
in time and frequency. We mostly follow the corresponding section in [4],
adopting the basic notation and definitions from there such as that of a phase
plane representation.

In contrast to [4] we work out how the decomposition and the constants
depend on «a, and we add an additional assumption (iv) in Proposition 3 which
is necessary to prove LP- estimates for p < 2. The reader should think of the
functions 6 , in this assumption as being exponentials 0¢ ,(x) = e’ for certain
frequencies n, = 1,(§).

PROPOSITION 3.  Assume we are given exponents 1 < pi,ps < 2 such
that pIilTp;z > %, and we are given a constant C,, for each integer m > 0. Then
there is a constant C' depending on these data such that the following holds:

Let S be a finite set, 1, P2, 3 : S — S(R) be injective maps, and I, w1, wa,
ws : S — T be maps such that 1(S) is a grid, J, := w1(S) Uwa(S) Uws(S) is
a grid, and the following properties (i)—(iv) hold for all v € {1,2,3}:

(i) The map
P $u(S) = R, ¢u(s) = 1(s) X wi(s)
is a phase plane representation with constants Cpy,.
(i) w(s) Nw,(s) =0 for all s € S and 5 € {1,2,3} with v # j.
(iii) If wy(s) C J and w,(s) # J for some s € S, J € T, then w,(s) C J for
all y € {1,2,3}.

(iv) To each & € R there is associated a measurable function ¢, : R —
{z € C:|z| = 1} such that for all s € S, y € {1,2,3} and J € I(S) the
following holds: If £ € wy(s), |J| < |I(s)|, then

| () 1) = eIy
6) Lol - Mealue) < o) (14 A

For all f1, fo € S(R) and all maps e : S — [—1,1], we then have:

ST e(s)1(s) 72 (1, 61(5)) (fo, da(s)) da(s)

ses

(6) < Cllfillp: [ f2lp2-

pP1P2
P1+P2

In the rest of this section we prove Proposition 2 under the assumption
that Proposition 3 above is true. Let 1 < p1,po < 2 with % <p:= % and
aeR\{0,-1}.
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Let L be the smallest integer larger than
1 1
210max{\a\, — —} .
lal” |1+ a

The dependence on a will enter into our estimate via a polynomial dependence
on L.

Define € := L™3. Pick a function ¢ € S(R) such that v is supported in
[L3 —1,L3 + 1] and

21/3(25]“{) =1 for all &>0.

keZ
Define .
() =272 (27 )
and
(7) Holf, @) = 3 27% [ filo =) fola +atpi(t)dt.

k€EZ

It suffices to prove boundedness of H,. Pick a ¢ € S(R) such that ¢ is
supported in [—1, 1] and

(8) > <f, ¢k,n,é> Crmt = f
n,EZ
for all Schwartz functions f, where

panila) = 7 (2 )

We apply this formula three times in (7) to obtain:

9) _
Ha(fth)(x) = Z Ck:nl,n2:n3,ll7l2ylSHk,n1:n2,n3:l1712713(f17f2)(w)

k,n1,n2,n3,l1,l2,l3€7%
with
_¢ek

and
(10)

Chnina,ns i lals = //gpk,m,%(m B t)(pkn

)

w(T+at)p, i (2)Ye(t)dtdr .
23 3,5
The proof of the following lemma is a straightforward calculation as in [4].

LEMMA 3. There is a constant C' depending on ¢ and 1) such that

1 ) —100
(11) ’Ck,nl,n27n3,ll712,13’ <C (1 + Zdlam{nlv na, n3}) .
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Moreover,
Chnyna,na oz = 0,
unless
(12) lleK— @ g2 L3)—L,(— @ g2 L3>+L]
1+a 1+« 1+« 1+a
and
a9 eef(oghe at) b (Crab - met)

Now we can reduce Proposition 2 to the following lemma:

LEMMA 4. There is a constant C' depending on p1, pa, @, and b such
that the following holds:
Let v > 0 be an integer and let S be a finite subset of Z3 such that for

(k,n,1), (K',n',l") € S the following three properties are satisfied:
(14) If k#k , then |k — k| > L',

(15) if n#£n | then |n —n'| > L%,

(16) if 1410, then |l —1'| > L'°.

Let v1, vy be integers with 1 + max {|v1], |v2|} = v and let A1, o : Z — Z be
functions such that Iy := \1(l3) satisfies (12) and lo := \o(l3) satisfies (13) for
all I3 € Z. Then we have for all fi, fo € S(R) and all mapse: S — [—1,1]:

(17)

< CL%Y| fullpy Il folpe-

p

Z E(ka n, l)Hk,n—i-l/l,n-l—z/g,n,)\l (l),)\z(l),l(fh f2)
(k,n,0l)es

Before proving the lemma we show how it implies boundedness of H,
and therefore proves Proposition 2. First observe that the lemma also holds
without the finiteness condition on S. We can also remove conditions (14),
(15), and (16) on S at the cost of some additional powers of L and v, so that
the conclusion of the lemma without these hypotheses is

(18)

Z €(k7nal)Hkﬂ’H—l/l,n+ug,n,>\1(l),)xg(l),l(flaf2) < CLIOOVQOHJCall||f2HP2‘

(knl)es

p

Here we have used the quasi triangle inequality for LP which is uniform for
2
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Observe that (18) and (11) imply

(19) > Chntonntvemnna 0o e ntvn ntvanin @) a1 (f15 f2)

(kn,l)eS
< CL*v ™| fullpy [ 2 lpe-

Conditions (12) and (13) give a bound on the number of values the functions
A1 and Ag can take at a fixed I3 so that the coefficient Cy ;401 ntvo,n0 (00201
does not vanish. Moreover there are of the order v pairs vy,v9 such that
1 + max{|v1], [v2|} = v. Hence,

> Crny ina by o - kg no i 12,1 (f15 f2)

(k,n,l)ES,n1,n0,l1,lo €2, 1+max{|n—n1|,|n—na|}=v

P

300, —20
S CL™ v T fillps 1 21l pa -

Summing over all v gives boundedness of H,.
It remains to prove Lemma 4. Clearly we intend to do this by applying

Proposition 3. Fix data S,v,v1,v9, A1, Ao as in Lemma 4. Define functions
¢, : S — S(R) as follows:

¢1(k’n’ l) = L710V7280k,n+l/17/\17(l)’
¢2(k’n’ l) = L_loy_%pk,n-&-VszQT(l)’
¢3(k7 n, l) = L_loy_zsak,né :

If F is a subset of R and  # 0 a real number we use the notation = - F
= {2y € R:y € E}. This is not to be confused with the previously defined
x1 for positive z and intervals I. Pick three maps wq,ws,ws : S — J such that
the following properties (20)—(25) are satisfied for all s = (k,n,l) € S:

1+« ——

(20) ———= -supp (61(s)) C wi(s),

(21) —(1+a) - supp (¢a(s)) C wa(s),

(22) supp (¢5(s)) C ws(s),

(23) 2 =L < Jw,(s)] < 27°FL for +=1,2,3,
(24) T = w1(S) Uwsy(S) Uws(S) is a grid,

and, for all 2,7 € {1, 2,3},
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(25) If w(s)CJ and w,(s) # J for some J € J,, then w,(s) C J.

The existence of such a triple of maps is proved as in [4].
Next pick a map [ : S — J which satisfies the following three properties
(26)—(28) for all s = (k,n,l) € S:

(26) le(I(s)) — 2°%n| < 2%k,
(27) 219k < |I(s)| < 27212k,
(28) I(S) is a grid.

The existence of such a map is again proved as in [4].

Now Lemma 4 follows immediately from the fact that the data S, ¢1, ¢o,
o3, I, w1, wa, and ws satisfy the hypotheses of Proposition 3. The verification
of these hypotheses is as in [4] except for hypothesis (iv).

We prove hypothesis (iv) for + = 1, the other cases being similar. Define
for £ € R:

s«
—27rza—+1x§.

Oc1(x) :==e
Pick s = (k,n,l) € S. Obviously,
- 1 —c(I(s))|\?
2 , <OlI 1 <1 |z — ¢( >
vV "Qkn+ 170(x) = C| (5)| 2 + |I(S)‘

. &~ 1))\
o)

Now let £ € w,(s). By choice of f¢ 1 we see that the function

v 2 (Pt 0) () < C|I(s)] 72 (1 n

gpk,n—l—ul,AlT(l)eg’}
arises from ¢y »4.,,0 by modulating with a frequency which is contained in
LY[—|1(s)|71, [1(s)|7!]. Therefore,
_ L e =)\ 2
(51051 (@) < Clrs) (14 BTN )
! [1(s)]
Now let J € I(S) with |J| < |I(s)]. Then we have

i A < o)
1§f\|q§1(8)9§71 Moy < |J‘H(¢1(3)9§,1) Lo ()

—c s —2
< CJ||I(s)|" 2 (H‘C(J)u(s;yj( ))\) '

This proves hypothesis (iv), and therefore finishes the reduction of Proposition
2 to Proposition 3.
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4. Reduction to a symmetric statement

The following proposition is a variant of Proposition 3 which is symmetric
in the indices 1, 2, and 3.

PROPOSITION 4. Let 1 < p1,p2,p3 < 2 be exponents with

and let C,, > 0 for m > 0. Then there are constants C, g > 0 such that
the following holds: Let S, ¢1, 2, ¢3, I, w1, wa,ws be as in Proposition 3, let f,,
1 =1,2,3 be Schwartz functions with || f,||,, = 1, and define

E = {x € R : max (M, (Mf,)(x)) > )\0} .

Then we have

S ()72 (1, () (fa 62(8)) (f, 03())| < C.

s€S:I(s)ZE

We now prove that Proposition 3 follows from Proposition 4.
Let 1 < p1,p2 < 2 and assume

Copi+pe 3
Let S, ¢1, o, ¢3,1,w1,we, w3, be as in the proposition and define for each
s'cS

2
pP1p2 >

Hsi(f1,f2) = 3 e(s)|1177 (f1,61(5)) (fo, d2(s)) ¢a(s).

ses’

By Marcinkiewicz interpolation ([2]), it suffices to prove a corresponding
weak-type estimate instead of (6). By linearity and scaling invariance it suffices
to prove that there is a constant C' such that for || fi||p, = || f2]lp, = 1 we have

{z e R: [Hs(f1, f2)(z)] = 2} < C.

Pick an exponent pg such that the triple p1, po, p3 satisfies the conditions of
Proposition 4, and let A\g be as in this proposition. Let f; and fs be Schwartz
functions with || f1|lp, = [[f2llp, = 1.

Define

Ey == {x : max{Mp, (M f1)(z), Mp,(M f2)(x)} = Ao}
and

B i= {2 € R:|Hsesucnn (h 2)(@)| = 1},

Eout := {95 €ER: ’H{seS:J(s)ngo}(fl,f2)($)’ > 1}-
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It suffices to bound the measures of Ej, and Eg,, by constants. We first
estimate that of Ey, using Proposition 4 . Let 6 > 0 be a small number and
let 6 : [0,00) — [0,1] be a smooth function which vanishes on the interval
[0,1 — é] and is constant equal to 1 on [1,00). Extend this function to the
complex plane by defining in polar coordinates 0(re'?) := 6(r)e~'®. Assume
that 6 is chosen sufficiently small to give

’Eout|% < H9 <H{s€S:I(s)gZE0}(flaf2))”p3 < Q\Eout@-

Define
0 <H{3€S¢I(S)¢Eo} (f1, f2))

Jo= H9 (H{seS:I(s)gZEo}(fla f2))

I

We can assume that |Eout| > Ag??, because otherwise nothing is to prove.
This assumption implies ||Mp, (M f3)||sc < Ao. By applying Proposition 4, we
obtain:

_1
| Bout] 7 < 2‘/H{sGS:I(s)gZEo}(flaf2)(x)f3(x) dz| < C.

Therefore |Eoys| is bounded by a constant.
It remains to estimate the measure of the set Fj,, which is an elementary
calculation. We need the following lemma:

LEMMA 5. Let J be an interval and define
Syp={seS:I(s)=J}.

Then for all m > 0 there is a Cy, such that for all A > 1 and f1, fo € S(R) we
have:

15, (s )l aryy < ConlT1A™ (i My, u(2) ) (108 My fole) )
We prove the lemma for |J| = 1, which suffices by homogeneity. For m > 0

define the weight
Wy (z) = (1 + dist(x, J))™ .

Then for 1 < r < 2 we obtain the estimates

@) | Z as@(s)HL”(wm) < COm H(as)seSJ I"(Sy)
SESJ

and

(30) |((F:6.(5))) s, prisy S Ol

which follow easily by interpolation ([6]) from the trivial weighted estimate at
r = 1 and the nonweighted estimate at r = 2.
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Now define r by

111
roop’ o p”

11

in particular we have 1 < r < 2. By writing Hg, (f1, f2) = (Hs, (f1, f2)w )wm"

and applying Holder we have for large m:

1 Hs, (f1, f2)||L1((AJ)c) < CyA™M 1 Hs, (f1, f2)||Lr/(wm) :

Here M depends on m and r and can be made arbitrarily large by picking
m accordingly. By estimates (29) and (30) we can estimate the previously
displayed expression further by

< O A™M (f1,61(5)) {2, D25 ses, | 1 s

< COyA ™M H(<f1,¢1(5)>)S€SJ (s)) H(<f2><l52(8)>)sesJ
< CrA™ [ fill g oty 12l oty

< Cor A (1wt 2y fi(@)) (108 21 l))

This finishes the proof of Lemma 5.
We return to the estimate of the set Ej,. Define

E':=Eu |J 4

12’ (S,)

JeI(S):JCE
Since |E'| < 5|Ep| < C, it suffices to prove
(31) | Hses:1(s)c 2oy (1 f2)ll L1 (prey < C.

Fix k > 1 and define
T :={J€I(S):JC Ey,2") c E' 261 ) ¢ B
Let J € 7). Then for + = 1,2 we have:

. k+1 . k+1
inf My, fux) <277 inf My, fulw) < 277,

since outside the set £’ the maximal function is bounded by 1. Hence, by the
previous lemma,

1, (f1, )l i aryey < ComlT1275™

Since I(S) is a grid, it is easy to see that the intervals in Zj are pairwise
disjoint; hence we have

< Cm‘EQ‘Qikm
LY((E")%)

HH{SESI(s)eIk}(fh f2)‘

By summing over all £ > 1 we prove (31). This finishes the estimate of the set
| Ein| and therefore the reduction of Proposition 3 to Proposition 4.
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5. The combinatorics on the set S

We prove Proposition 4. Let 1 < p1,p2,p3 < 2 be exponents with
1 1 1
I<- +- +- <2
by P2 P3

Let 7 > 0 be the largest number such that % is an integer and

1 1
n<2710(2_N"Z Jmin(1-—|.
gpz J Dy

Let S, ¢1, ¢2, ¢3, I, w1, wo, and w3 be as in Propositions 3 and 4. Let f;,
v = 1,2,3 be Schwartz functions with || f,||,, = 1. Without loss of generality
we can assume that for all s € S,

(32) I(s) ¢ {w € R : max (M, (Mf)(x)) > Mo},

where \g is a constant which we will specify later.
Define a partial order < on the set of rectangles by

(33) J1 X Jo < J{ X Jé , if J1 C J{ and Jé C Jo.

A subset T' C S is called a tree of type 1, if the set p,(T) has exactly one
maximal element with respect to <. This maximal element is called the base
of the tree T" and is denoted by sp. Define Jp := I(s7).

Define S_1 := S. Let k£ > 0 be an integer and assume by recursion that
we have already defined Si_1. Define

3 e’}
Sk = Sk—l \ U (U Tk,z,j,l) )

2,7=1 \i=0
where the sets T, ,; are defined as follows. Let & > 0 and ¢,y € {1,2,3} be
fixed. Let [ > 0 be an integer and assume by recursion that we have already
defined T}, , , » for all integers A with 0 < A < [. If one of the sets T}, , \ with
A < lis empty, then define T}, ,; := (. Otherwise let F denote the set of all
trees T' of type ¢ which satisfy the following conditions (34)—(36):

(34) T C Sk—l \ U TkﬂJ)\?
A<l

_k
(35) if ©=7, then |[(f,¢,(s))|>2""2 PJ'\I(S)]% for all s €T,

<Z I f]’d)] A 11(s>>
1

seT

_ k.
(36)  if 2# 7, then > 21270 | Jp|.

If F is empty, then we define T}, ,; := (). Otherwise define Fpax to be the
set of all Ti.x € F which satisfy:

(37) if T€F |, Tmax CT , then T = Thax.
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Choose T}, ;1 € Fmax such that for all T" € Fax,

(38) if <y, then w,(st,, ;) £ wi(s7),
(39) if +> 7, then w,(sr) £ w(sz, )

Here [a,b[£ [a/,b'[ means b > a’. Observe that T}, ,; actually satisfies (38)
and (39) for all T € F. This finishes the definition of the sets T}, ,; and Sy.

Since S is finite, T}, ,; = 0 for sufficiently large [. In particular, each
s € S satisfies

(40) (Far dul(s))] < 272720 |1(s)| 3

for all ¢, since the set {s} is a tree of type ¢« which by construction of Sy does
not satisfy (35) for 7 = ¢. Similarly for j # i each tree T' C Sy, of type 1 satisfies

(Z I{ fj7¢] )5| | 1](5))

seT

_ Kk
< 2127w | Jp|.

(41) ‘

1

Moreover, (40) implies that the intersection of all Sy contains only elements s
with []; (f;, #,(s)) =0

Let k < 2 and assume T, ,; is a tree. Observe that (35) and (36)
together with Lemma 6 in Section 7 provide a lower bound on the maximal
function My, (M f;)(x) for x € Jg, ;. This lower bound depends only on 7,
p, and the constants C,, of the phase plane representation. Therefore if we
choose the constant Ag in (32) small enough depending on 7, p,, and C,, it
then is clear that T}, ,; = 0 for k < n~=2.

Now we have

ST < S z( sup  |1(s)| 2 [{f,, du(s >>|>

seS j k>n=2 4] = 8€Tk 1., l
3
2
X H Z [(fi> P(8))]
KF#1 SETkJ’J’l

Using (40), (41) and Lemma 7 of Section 7 we can bound this by

<cyY 272wy zuTm

k:>r]—2 2,

Now we apply the estimate

[e.e]
(42) Z ’JTk,z,J,l‘ S C210np3/k2k,
=0
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for each k > 172,17, which is proved in Sections 6 and 8. This bounds the
previously displayed expression by

k i
(43) <C Z 2_2 p_]/21077p] k2k
k>n—2
This is less than a constant since
1
Z — >1+ IOnmaxpj/
e I

by the choice of n. This finishes the proof of Proposition 4 up to the proof of
estimate (42) and Lemmata 6 and 7.

6. Counting the trees for 1 =

We prove estimate (42) in the case 2 = 5. Thus fix k > 772,12, with + = ).

Let F denote the set of all trees T}, ,;. Observe that for T, 7' € F,T # T’ we
have, by (37), that TUT" is not a tree; therefore

pu(s7) N pu(s77) = 0.

k
Define b := 277%27 »7, Then by (35) for all T € F

(44) [(fur du(s7))| > Bl
Finally recall that for all s € S:
(45) I(s) ¢ {z: My, (M f,)(z) > Ao}

Our proof goes in the following four steps:

Step 1. Define the counting function

(46) Np(z) =Y 1,(z).

TeF

We have to estimate the L'-norm of the counting function. Since the counting
function is integer-valued, it suffices to show a weak-type 1 + ¢ estimate for
small €. More precisely it suffices to show for all integers A > 1 and sufficiently
small 6,6 > 0,6 =6(n,p,),e =e(n,p,):

{z € R: Np(z) > A} < bP/ =01,

Fix such a A. As in [4] there is a subset F' C F such that, if we define Nz
analogously to Nr,

{.%'ERN:]:/(Hj‘)ZA}:{l'ERNf(l')ZA}
and || Nz |lco < A. This is due to the grid structure of I(.S).
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Step 2. Let A > 1 be a number whose value will be specified later. We
can write

A10
(a7) P - ( U fm) F
m=1
such that if T, T" € F,, for some m and T # T”, then
(AJp x w(st)) N (AJp x w(spr)) = 0,
and

(48) Mool <ce Y .

TeF" TerR

For a proof of this fact see the proof of the separation lemma in [4].

Step 3. Let 1 < m < A The following lines hold for all sufficiently
small 6, > 0. The arguments may require 6, € to change from line to line. For
a tempered distribution f, x € R, and T € F,,, define

Bi(a)(T) = 0Ty 0y
|Jr|2

Let L?(R,[?(F)) be the Banach space of square-integrable functions on R with
values in [2(F), and analogously for other exponents. Then we have the fol-
lowing estimate by Lemma 4.3 in [4]

IBfll 22z = ( Yo {fudulsr) \2) <C(L+ AN fa.
TeFm

We also trivially have

1

146 145
< f27 ¢Z S >
TeFm:x€Jr ‘JT| 3

ClIM fllrvs < Cllfllrte-

IN

By interpolation we have for 1 < p < 2:

_1
HBfHLP(RJP'Jr&(}'m)) SCA+AT=N|flp-

Let J € I(S), and let F,, ; be the set of T' € F,, such that Jp C J. By a
localization argument, as in [4], we see that

1 1
HBfHLp(R,lp’-s-é(]:m’J)) SOXNQA+AT=N)]J]P ;Ielg My(M f)(z).



490 MICHAEL LACEY AND CHRISTOPH THIELE

In the following, ¢¢ denotes the sharp maximal function of g with respect
to the given grid, as in [4]. We define Nz, ; in analogy to (46) to be the
counting function of the trees T' € F,, for which I C J. We apply the
previous estimate for f, and use (44) to obtain

A5\ 1 -
(VE7) @ < s ([ N @) ds)
e

_1 P
1 |{fodulsp)) P8\
< b7P 1
o Jsclcng |J| (Te; 7 | T|p-HS JT))
p
< BPC (N (1 + ATENM(Mf)())

Using (45) we can sharpen this argument in the case p = p, to

B i 1 Pe
(N;s;”) (#) < Ob7P (X (1 -+ A75N) min{ My, (Mf,)(x), Ao}

Taking the I%— norm on both sides and raising to the plll)j‘s—th power gives
. _1 \P S
(49) INE e < CHP8 (A (1 A720)"
po+6
Step 4. We split the counting function Nz according to (47) and use
the weak-type estimate following from (49) on the first part and estimate (48)
together with (49) and the fact that the counting function is integer-valued on
the second part. This gives

/26 , /426
[t eR:Np(@) > AN} < cAON ey n 2 (e a-in)"T

’ 426
—i—e_ACb_pl —26 ()\5(1 n A_%/\))p .

Choosing A of the order A* and € < ¢ gives
{x eR:Np(z) > A} < CAXIep P/,
According to Step 1 this finishes the proof of estimate (42) in the case 1 = .

7. Estimates on a single tree

This section collects some standard facts from Calderén-Zygmund theory,
adapted to the setup of trees.

LEMMA 6. Fiz k,2,),1 such that T := T}, ,; is a tree, assume 1 # 3, and
let 1 < p<2. We then have

(Z' I} ¢J )2 11@)
p

(50) < C| fllp-

seT
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For each interval J € 1(S) define Ty :={se€ T :I(s) C J}. Then we obtain

51) (z LD 11@) < CLJ|? int My(M)(x).
seTy
p

For each s € T, let hs be a measurable function supported in I1(s) with |hr(z)] s
= |I(s)|7%, Ihllz = 1, and (hs,hg) = 0 for s # s'. Then for all maps
e: T — {-1,1}, we have

(52) > e(s){f,85()) hs

seT

< Clifllp-

p

First we prove estimate (52). The estimate is true in the case p = 2, as is
proved in [4]. By interpolation it suffices to prove the weak-type estimate

(53) erRz ) (£, 6,05 <>zm}

seT

i
<C 3

Let f € LY(R). We write f as the sum of a good function g and a bad function
b as follows. Let {I,}, be the set of maximal intervals of the grid I(S) for
which

/I F(@)| dz > AL

Let £ € w,(s7), and pick a function 6, as in hypothesis (iv) of Proposition
3. For each of the intervals I, define

bn(x) =11, () (f(2) = Anbe. (),

where ), is chosen such that b, is orthogonal to ¢ ,. Obviously A, is bounded
by Clf(®)llz1(1,). Define b := 3=, b, and g := f — b. It suffices to prove
estimate (53) for the good and bad function separately. The estimate for the
good function follows immediately from estimate (52) for p = 2. For the bad
function we proceed as follows. Since the set

E:=|]J2I,
n

is bounded in measure by CA~!, it suffices to prove the strong-type estimate

Z <Z 5(3) <bna ¢](8)> hs>

n seT

(54) < C[flh-

L1(Ee)

We estimate each summand separately. Obviously, we have

> (s) (b, 65(5)) < XY IR (b b)) -

seT L1(E°) seT:1(s)g2In
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For each integer k let Ty be the set of those s € T, for which |I(s)| < 2F|I,| <
2|I(s)| and I(s) ¢ 2I,. For k < 2 we use the estimate

(55) S I(8)[Z] (bus by(s)) |

< Clbull ZT: (1 N \c(I(s’)I)(S—)’c(In)\>_

xz —c(I, -2
< Cllballx / Z 21“” | ( #) L5 () dx

< C|bp]12".

For the last inequality we have seen that the intervals I(s) with s € T} are
pairwise disjoint.

For k > 2 we use the orthogonality of b,, and 6¢ , as well as hypothesis (iv)
of Proposition 3 to obtain

(56)
2; 1(8)|Z] (bn y(8)) | < z; [2(3)12 [lbullr 10f [|¢5(s) = Mgl sz
e(I(s)) = c(T)\ ™2 L
< a3 (0 S50G) i
< Olbali27".

The last inequality follows by a similar argument as in the case k < 2. Summing
(55) and (56) over k and n gives (54) and finishes the proof of (52).

We prove estimate (50). Observe that (52) is not void, since functions hs
clearly exist. Therefore we can average (52) over all choices of € to obtain:

2~ ITIZ = /2_ < e(s) (f,gbj(s))hs(x)) dx
€ seT

3
< ClfIl-

p

Z f7¢]( )>

seT

Now Khinchine’s inequality gives

/(2 "Z(Z ) (fsdy()) h ())) dx < C|f|2,

€ seT

which immediately implies estimate (50).
To prove (51) fix a J and write f = flay + flye. It suffices to prove
the estimate separately for both summands. For the first summand we simply
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apply (50). For the second summand we write

A

{ FLae o)) 2 :
(Z< 207:/(5)) 1,(5)@)) < Y M@

s€Ty ’I( )’ s€Tj:x€l(s)
< COMf(z)ly(z).

The last inequality follows by summing a geometric series. This proves the
estimate for the second summand and finishes the proof of Lemma 6.

LEMMA 7. Fiz k> n=2,1,7,1 such that T := T} 0,0 18 a tree and assume

1 # 9. Then we have
%
(Z' R0 & 1 )

seT

\JT!"

(57) <Z | (f3> &5(s)) \2> <C

seT

Proof. For each J € I(S),

s)) |2 : -k,
%) IJI/ ( Mh(s)(m)) dx < C2 77,

i, M)

since the set {s € T : I(s) C J} is a union of trees {T},}, which satisfy (41)
for k —1 and

> 1z, | < |1l

n

Define forzx € R and s € T

Z‘ fj?¢j H 1[(5)( )

seT

Since F' is supported on Jr, we have

1
1\ 22y < 1JI71 2] Fllemo@,i2(ry)-

Here BMO is understood with respect to the grid I(S) as in [4]. We prove
Lemma 7 by estimating this BMO-norm with (58) and (36).

8. Counting the trees for 1 #

We prove estimate (42) in the case 2 # 7. Thus fix k > 72,1, 7 with 2 # .
Let F denote the set of all trees T}, ,;.
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As in [4] we define for T' € F:

™ = {seT:p,(s) is minimal in p,(T)},
TR = {seT:2°2"I(s)| > |Jr|},
79 = {seT:I(s)n(1—-2"%Jr =0},
Tomax .— (5 T?:p,(s) is maximal in p, (T9)},
Tnice — T \ (Tmin U Tfat U T@) )

_k
Define b := 2 »/'. By similar arguments as in [4] we have the estimate

N
(59)  if 17, then (Z_ Wlm) > bl
SeTnlCe

1

Define the counting function

= Z Ly, (l‘)

TeF

As in Section 6 it suffices to show
(60) {z € R: Np(x) > A} < b P —O\71¢

for all integers A > 1 and small £,6 > 0. In addition, we can assume that
INFlloo < A
Let ye R, T € F,xz € Jp,and s € T. For f € S(R) define

SFI)E)s) = L2y @, )
[1(s)[=
Consider Jr as a measure space with Lebesgue measure normalized to 1. Then
the operator is bounded from L? to L*(R,I?(F,(L?(Jr,I12(T))))), as we see
below. We have used a sloppy notation for the second Banach space: The
range space L2(Jp,1?(T)) depends on the variable T € F. To make this space
independent of T, we take the direct sum of these Banach spaces as T' varies
over F, and we let Sf(y)(T) be nonzero only on the component corresponding
to T'. This is how we interpret the above notation. To see the claimed estimate
we calculate:

| {f,09(9)) 7 f7 <Z>J
/ 2 17| / 2 s lf<s><x>1JT<y> dedy = Y [{f,ey(s) P
TeF T seT SEUTEFT
_1
< C(L+2A79)|IF13,
the last inequality being taken from [4]. The operator is also bounded from

LY*2 into
L1+26(R, ZOO(F, L1+6(JTa ZQ(T))))
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since by Lemma 6:

1+6 1+6

{f,0:)) | 2\ 2
/ Ter !JT\/( ( (s)|7 I(s)(x)l‘]T(y)> ) dz dy
11+6 Sv=2

| IO
= / TG;-}:lypEJT m (362; ( |I( j)|% I(S)> ) dy

1+6

< C [ (s (NN dy

6
< ClIfIhi5s

By complex interpolation and the fact that L4(Jr) C L'(Jr) for ¢ > 1 we
obtain that S maps L? into LP(R, P +*(F, L'(Jp,12(T)))) with norm less than
C(1+AA"%).

Let J € I(S) and define F; to be the set of T € F such that Jp C J.
Then we can localize as before to get

1S F Wl o gor+s 7y, 00 (7 g2y S CAT(LHAATE SNk inf MP(M f)(z).

Using the estimate (59) on nice trees gives, for f = f, and p = p,,

1\ ¢ 1 _p
(N;] +5> (x) < Js.ué)J (m/NJ_—J(l‘)P]/-Fe d$)

4 Py
S b P Sup <|J‘ || fjHij lpJ/+§(.7“-J7L1(JT,ZQ(T)))))

< BPICN (1 + AT NP (M, (M f,)(x))P

Again we can sharpen this argument to obtain

Py ﬁ
(N?/M) () < Cb™IA (1 + A7 AP max{M,, (M f,)(x)", Ao}.

Taking the 2 Py +8 o 0 _horm on both sides proves estimate (60) and therefore also
(42).
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