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On the Approximation Properties of Bernstein

Polynomials via Probabilistic Tools

Henryk Gzyl and José Luis Palacios

Abstract

We study two loosely related problems concerning approximation prop-
erties of Bernstein polynomials Bnf(x) of some function f on [0, 1]: the
absence of Gibbs phenomenon at points at which f has jumps, and the
convergence of (Bnf)′(x) towards f ′(x). Both results are obtained us-
ing classical probabilistic tools. In particular the proof of the second
statement relies on the representation of the derivative (Bnf)′(x) as the
expectation of the functional of a random variable.

1 Introduction.

Let f be a real function defined on the interval [0, 1]. Let Sn,x be a Binomial
random variable with parameters n and x, and let E[X] denote the expected
value of the random variable X. In our previous paper [3], we showed how to
use the theory of large deviations to derive rates of convergence of the Bernstein
polynomials, defined as:

Bnf(x) =
n∑

i=0

(
n

i

)
xi(1− x)n−if

(
i

n

)
= Ef

(
Sn,x

n

)
(1)

to the limit function f , when the f being approximated is Lipschitz continuous.
The rate O(n−1/3) obtained with Berstein’s classic probabilistic proof, where
all that is used is Chebyschev’s inequality, was improved to O((lnn/n)1/2).

M. K. Khan ([4]) brought to our attention the fact that the optimal rate
among Lipschitz functions is indeed n−1/2. Moreover, P. Mathé, in a nice
historical framework, showed in [5] that if the function is Hölder continuous
with exponent α for some 0 < α ≤ 1, the rate of convergence is n−α/2.

Some obvious questions come up when we compare the approximation of
f given by (1) with approximations by, say, Fourier series or other orthogonal
expansions. For starters: how does Bnf(x0) behave when f has a jump discon-
tinuity at x0? And more important, does the Gibbs-Wilbraham phenomenon
(see [Hewitt-Hewitt]) take place as well?
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In this paper we continue using probabilistic tools to further study approxi-
mation properties of Bnf(x) when f is not continuous. In fact, we show that the
Gibbs phenomenon does not occur for the approximation of monotone, piece-
wise smooth functions, having both left and right derivatives at every point, by
Bernstein polynomials, contrary to what happens with the Fourier series of such
a function. Specifically, we consider a simple jump function (see (2) below) and
prove that Bnf(x0) → 1

2 (f(x0 + 0) + f(x0 − 0)) as n → ∞, and also that the
convergence is monotone on both sides of the discontinuity, as a consequence
of which the characteristic overshoot of the Gibbs phenomenon does not occur.
We also provide estimates of the size of the approximation error and the rate of
convergence at the discontinuity point. Later on we prove that for a bounded
function f , (Bnf)′(x) converges to f ′(x) at all x at which f ′(x) exists.

Let fn be a sequence of approximants to a piecewise smooth f that has right
and left derivatives at every point, say a partial sum of a trigonometric series,
Bessel functions or Gegenbauer polynomials. In general, the Gibbs phenomenon
can be described by the following behavior:

(i) If x0 is a discontinuity point of f , then

lim
n→∞

fn(x) =
f(x + 0) + f(x− 0)

2
.

(ii) On any subinterval [x1, x2] for which the function is continuous , we have
uniform convergence:

lim
n↑∞

max
x1≤x≤x2

|fn(x)− f(x)| = 0.

(iii) On any subinterval containing a single discontinuity x0 of the function,
we have Gibbs phenomenon: for small δ > 0

lim
n↑∞

(
max

|x0−x|≤δ
fn(x)− min

|x0−x|≤δ
fn(x)

)
= C|f(x0 + 0)− f(x0 − 0)|.

where

C =
2
π

∫ π

0

(
sinx

x

)
dx ≈ 1.18.

See the work by Bachman-Narici-Beckensterin, Dym-Mc Kean or Gray-
Pinsky for precise statements and examples in which the Gibbs phenomenon
occurs. Gibbs phenomenon arises when approximating discontinuities using
smooth approximants. In addition to the more recent paper by Gray and Pinky,
Hewitt-Hewitt provide us with an excellent survey with many historical details.
In [12], Gottlieb and Shiu provide a short complementary historical review,
among other interesting results which we mention below.
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In the next section we shall show that the Bernstein polynomial approxi-
mant satisfies (i) and (ii) above, and that it does not overshoot at a point of
discontinuity, in other words, that (iii) holds with C = 1 whenever f is a finite
sum of jump functions, that is functions that change only at jump points. We
extend these results to a monotone f with a finite number of jumps with a minor
modification on (iii). In the last section we show how to write (Bnf)′(x) as an
expectation of a functional of a binomial variable, and study the convergence
of this expectation to f ′(x).

2 No Gibbs phenomenon for Bernstein polynomials.

Let us consider a simple jump function

f(x) =
{

a x < x0

b(> a) x ≥ x0
. (2)

The Bernstein polynomial for this function is

Bnf(x) = aP

(
Sn,x

n
< x0

)
+ bP

(
Sn,x

n
≥ x0

)
= a + (b− a)P

(
Sn,x

n
≥ x0

)
,

for which the following bounds obviously hold:

a = Bnf(0) ≤ Bnf(x) ≤ Bnf(1) = b. (3)

It can also be proved that Bnf is an increasing function on account of the fact
that if x ≤ y then for 0 ≤ k ≤ n one has

P (Sn,x ≥ k) =
∑
i≥k

(
n

i

)
xi(1− x)n−i ≤

∑
i≥k

(
n

i

)
yi(1− y)n−i = P (Sn,y ≥ k) .

(4)
Both sides of (4) are equal to 1 when k = 0. For other values of k, one subtracts
form each side the appropriate terms that preserve the inequality.

A more elegant way to prove (4) is to consider n independent copies of the
bivariate 0 − 1-valued variables (Xi, Yi), 1 ≤ i ≤ n, with joint distribution
dictated by the probabilities P (Xi = Yi = 1) = x, P (Xi = 1, Yi = 0) = 0 and
P (Xi = Yi = 0) = 1 − y. If we define Z =

∑n
i=1 Xi and W =

∑n
i=1 Yi, then

the distributions of Z and W are those of, respectively, Sn,x and Sn,y, and by
construction {Z ≥ k} ⊂ {W ≥ k}, so that P (Sn,x ≥ k) = P (Z ≥ k) ≤ P (W ≥
k) = P (Sn,y ≥ k) .

We will deal now with uniform convergence on an interval [x1, x2] ⊂ [0, 1]−
{x0}. Consider first x2 < x0. By Chebyschev’s inequality

P

(
Sn,x

n
≥ x0

)
≤ P

(∣∣∣∣Sn,x

n
− x

∣∣∣∣ ≥ x0 − x

)
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≤ x(1− x)
n(x0 − x)2

≤ 1
4n(x0 − x2)2

, (5)

and therefore
Bnf(x) → a = f(x)

uniformly in the interval [x1, x2]. A similar argument holds for x ∈ [x1, x2] such
that x0 < x1.

On the other hand, if x = x0 we have

Bnf(x0) = a + (b− a)P
(

Sn,x0

n
≥ x0

)
.

Now, if we consider Xi, 1 ≤ i ≤ n, to be independent Bernoulli variables with
parameter x0 we can write

P

(
Sn,x0

n
≥ x0

)
= P

(
n∑

i=1

(Xi − x0) ≥ 0

)
= P

(∑n
i=1(Xi − x0)√
nx0(1− x0)

≥ 0

)
→ 1

2
,

as n →∞ by the central limit theorem (CLT), and∣∣∣∣Bnf(x0)−
a + b

2

∣∣∣∣ = |a− b|
∣∣∣∣P (Sn,x0

n
≥ x0

)
− 1

2

∣∣∣∣→ 0,

as n →∞, that is, Bnf(x0) converges to the average of the right and left limits
of f at x0.

These calculations take care of properties (i) and (ii) for a jump function as
described in (2).

To verify that condition (iii) holds with C=1, i. e., that the approximation
by Bernstein polynomials fits well, note that on account of Bnf being increasing
we have

max
|x0−x|≤δ

Bnf(x)− min
|x0−x|≤δ

Bnf(x) = Bnf(x0 + δ)−Bnf(x0 − δ),

and letting n tend to infinity and using property (ii) on x0 + δ and x0 − δ we
obtain

lim
n↑∞

(
max

|x0−x|≤δ
Bnf(x)− min

|x0−x|≤δ
Bnf(x)

)
= |f(x0 + δ)− f(x0 − δ)|

= |f(x0 + 0)− f(x0 − 0)|.

Comments These results can be extended obviously to a finite sum of simple
jump functions. The extension to any monotone function with finitely many
jumps in [0, 1] -which can be written as a sum of a continuous monotone function
plus a finite sum of simple jump functions- is now straightforward. Notice that
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when dealing with approximations by Bernstein polynomials, items (i) and (ii)
mentioned in the introduction, remain valid, But item (iii) has to be replaced
by

(iii)’ If x0 is a discontinuity of f then

lim
δ→0

lim
n→∞

(
max

|x0−x|≤δ
Bnf(x)− min

|x0−x|≤δ
Bnf(x)

)
= |f(x0 + 0)− f(x0 − 0)|.

which can be rephrased as saying that there is no Gibbs phenomenon for ap-
proximation by Berstein polynomials.

This connects with the following general problem, for which there seems to
be no general answer: Suppose we want to approximate a jump by a sequence
of approximants. Which properties of the approximating sequence cause the
overshoot phenomenon? Typically, as in approximation by trigonometric poly-
nomials, the approximating sequence consists of partial sums of an orthogo-
nal series. Is it orthogonality which causes the overshooting? If so, then one
should not wonder that Bernstein polynomials do not show it. Is it smoothness?
There seems to be no general theorem in this direction, but seemingly Gibbs
phenomenon arises from approximating a jump by a system which is designed
to allow approximations of arbitrary order. The latter statement is supported
by results of V. L. Velikin [7], who showed that spline approximation yields
the same phenomenon, if the smoothness of the splines tends to ∞. Bernstein
polynomials, although smooth, allow approximation only up to order n−1, no
matter how smooth the function is, see for example the results in section 1.6 of
the book by G. G. Lorentz. In section 4.16 of [10] it is shown how approximat-
ing by Cesaro sums, kills the overshooting. And this issue is explored further in
section 3 of [12] as part of the problem of devising rapidly convergent methods
for reconstructing local behavior (value of a function at a point) from global
data (Fourier coefficients).

In what we did above, we did not pay attention to issues related to speed of
convergence. As we did in [2], we can make some precise statements invoking
the following large deviations result found for instance in [9]

Lemma. For a binomial random variable Sn,x and a > 0 arbitrary

P (|Sn,x − nx| > a) ≤ 2e−
2a2

n . (6)

Then, for example, the bound O( 1
n ) of the uniform convergence in (ii) ob-

tained with Chebyschev inequality in (5) may be improved to the exponential
bound 2e−2n(x0−x)2 . Likewise, when verifying that condition (iii) above holds
with C=1, we can argue that the speed of convergence to the limit is exponen-
tial. The lemma will also be used in the proof of proposition 2 below.
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3 Convergence of (Bnf)(x)′ towards f ′(x)

In the previous section we showed that Bnf is increasing when f is an increas-
ing jump function by direct computations with the binomial distribution. We
can show in general that when f(x) is increasing (resp. decreasing), then the
derivative (Bnf)′(x) of Bnf(x) is positive (resp. negative), and therefore Bnf
is also increasing (resp. decreasing). In fact, we can provide the following

Proposition 1. The derivative of the Bernstein polynomial Bnf can be
expressed as

(Bnf)′(x) = E

( Sn,x − nx√
nx(1− x)

)2

D(n, f)(x)

 , (7)

where

D(n, f)(x) =
f
(

Sn,x

n

)
− f (x)

Sn,x

n − x
.

Proof. Deriving (1) with respect to x we obtain

(Bnf)′(x) =
n∑

i=0

(
n

i

)
if

(
i

n

)
xi−1(1− x)n−i

−
n∑

i=0

(
n

i

)
(n− i)f

(
i

n

)
xi(1− x)n−i−1

=
1
x

ESn,xf

(
Sn,x

n

)
− 1

1− x
E (n− Sn,x) f

(
Sn,x

n

)
=

1
x(1− x)

E

[
(Sn,x − nx)f

(
Sn,x

n

)]
=

1
x(1− x)

E

[
(Sn,x − nx)

(
f

(
Sn,x

n

)
− f(x) + f(x)

)]
=

1
x(1− x)

E

[
(Sn,x − nx)

(
f

(
Sn,x

n

)
− f(x)

)]

= E

 (Sn,x − nx)2

nx(1− x)

f
(

Sn,x

n

)
− f(x)

Sn,x

n − x


= E

( Sn,x − nx√
nx(1− x)

)2

D(n, f)(x)

 ,
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as claimed •

From this is clear that (Bnf)′(x) is positive (resp. negative) in case D(n, f)(x)
is positive (negative), and this occurs whenever f is increasing (resp. decreas-
ing). Furthermore, if x is a point where the derivative exists, D(n, f)(x) → f ′(x)
as n →∞, and the squared term in the integral in (7), by the CLT, converges to
the square of a standard normal variable, so we should have (Bnf)′(x) ≈ f ′(x)
when n is large. This can be made rigorous via a probabilistic proof which in
fact does not use the CLT, as follows:

Proposition 2. Assume supx∈[0,1] f(x) = M < ∞. Then for any x such
that f ′(x) exists we have

lim
n→∞

(Bnf)′(x) = f ′(x).

Proof. Define A(n, f)(x) = D(n, f)(x)− f ′(x). Then we can write

(Bnf)′(x) = E

( Sn,x − nx√
nx(1− x)

)2

D(n, f)(x)


= f ′(x) + E

( Sn,x − nx√
nx(1− x)

)2

A(n, f)(x)

 , (8)

since E

(
Sn,x − nx√
nx(1− x)

)2

= 1.

Now, since f ′(x) exists, given ε > 0, there exists δ > 0 such that if
∣∣∣∣Sn,x

n
− x

∣∣∣∣ <
δ then |A(n, f)(x)| < ε. We prove that the absolute value of the second sum-
mand in (8) goes to zero by splitting and bounding it by

E

( Sn,x − nx√
nx(1− x)

)2

|A(n, f)(x)| 1{|Sn,x
n −x|<δ}


+E

( Sn,x − nx√
nx(1− x)

)2

|A(n, f)(x)| 1{|Sn,x
n −x|≥δ}

 , (9)

where 1A stands for the indicator function of the set A. The first summand in
(9) can be bound by

εE

( Sn,x − nx√
nx(1− x)

)2

1{|Sn,x
n −x|<δ}

 ≤ ε, (10)
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whereas the second summand in (9) can be bound by(
2M

δ
+ f ′(x)

)
n

4
E

[(
Sn,x

n
− x

)2

1{|Sn,x
n −x|≥δ}

]

≤
(

2M

δ
+ f ′(x)

)
n

4
P

(∣∣∣∣Sn,x

n
− x

∣∣∣∣ ≥ δ

)
, (11)

where the last inequality uses the fact that the square of the distance of the

points
Sn,x

n
and x in the interval [0, 1] is less than 1. Now (11) can be bound,

using (6) by (
2M

δ
+ f ′(x)

)
n

2
e−2nδ2

,

which goes to zero as n →∞, finishing the proof •
We should mention that a similar result is stated in as a problem 2 of chapter

VII of Feller’s classic [13]. What is not clear is whether a representation like
(7), from which our proof follows, was known to him.
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