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Let φ be a semiflow of holomorphic maps of a bounded domain D in a complex
Banach space. The general question arises under which conditions the existence
of a periodic orbit of φ implies that φ itself is periodic. An answer is provided,
in the first part of this paper, in the case in which D is the open unit ball of a
J∗-algebra and φ acts isometrically. More precise results are provided when the
J∗-algebra is a Cartan factor of type one or a spin factor. The second part of this
paper deals essentially with the discrete semiflow φ generated by the iterates of
a holomorphic map. It investigates how the existence of fixed points determines
the asymptotic behaviour of the semiflow. Some of these results are extended to
continuous semiflows.

1. Introduction

LetD be a bounded domain in a complex Banach space � and let φ : R+×D→D
be a continuous semiflow of holomorphic maps acting on D.

Under which conditions does the existence of a periodic point of φ (with a
positive period) imply that the semiflow φ itself is periodic?

An answer to this question was provided in [22] in the case in which � is a
complex Hilbert space andD is the open unit ball of �, showing that, if the orbit
of the periodic point spans a dense linear subspace of �, then φ is the restriction
to R+ of a continuous periodic flow of holomorphic automorphisms of D.

In the first part of this paper, a somewhat similar result will be established
in the more general case in which � is a J∗-algebra and D is the open unit ball
B of �. The main result in this direction can be stated more easily in the case
in which the periodic point is the center 0 of B. It will be shown that, if the
points of the orbit of 0 which are collinear to extreme points of the closure B
of B span a dense linear subspace of �, then the same conclusion of [22] holds,
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that is, φ is the restriction to R+ of a continuous periodic flow of holomorphic
automorphisms of B.

If the J∗-algebra � is a Cartan factor of type one—that is, it is the Banach
space �(�,�) of all bounded linear operators acting on a complex Hilbert space
� with values in a complex Hilbert space �—it was shown by Franzoni in [4]
that any holomorphic automorphism of B is essentially associated to a linear
continuous operator preserving a Kreı̆n space structure defined on the Hilbert
space direct sum �⊕�; a situation that has been further explored in [19, 20] in
the case in which �⊕� carries the structure of a Pontryagin space.

Starting from a strongly continuous group T : R→ �(�⊕�), inducing a
continuous flow φ of holomorphic automorphisms of B, it will be shown that, if
φ has a periodic point x0, and if the orbit of x0 is “sufficiently ample,” a rescaled
version of T is periodic. A theorem of Bart [1] yields a complete description of
the spectral structure of the infinitesimal generator X of T .

The particular case in which � � C and B is the open unit ball of �, which
was initially explored in [22], will be revisited, showing that the periodic flow φ
fixes some point of B and that, if φ is eventually differentiable, the dimension of
� is finite.

As was shown in [17, 19], in the case in which �⊕� carries the structure of
Pontryagin space, a Riccati equation defined on B is canonically associated to X .
The periodicity of φ implies then the periodicity of the integrals of this Riccati
equation.

A similar investigation to the one carried out in Sections 3 and 4 for a Cartan
factor of type one is developed in Section 5 in the case in which � is a spin factor.
In this case, the norm in � is equivalent to a Hilbert space norm. Assuming
again, for the sake of simplicity, that the periodic point is the center 0 of D, a
hypothesis leading to the periodicity of φ, consists in supposing that the points
of the orbit of 0 which are collinear to scalar multiples of selfadjoint unitary
operators acting on � span a dense linear submanifold of this latter space.

The case of fixed points of the semiflow φ acting on the bounded domain D
is considered in the second part of this paper, where, among other things, some
results which were announced in [16] for discrete semiflows generated iterating
a holomorphic map f : D→ D are established in the general case. (One of the
basic tools in this investigation was the Earle-Hamilton theorem (see [2] or, e.g.,
[5, 6, 9]). This theorem, coupled with the theory of complex geodesics for the
Carathéodory distance, was also used by several authors (see, e.g., [10, 11, 15,
16, 23, 24, 25, 26, 27]) to investigate the geometry of the set of fixed points of f .
Further references to fixed points of holomorphic maps can be found in [13].)
Our main purpose is to obtain some information on the asymptotic behaviour
of φ in terms of “local” properties.

In this direction, extending to the continuous case a result announced in [16]
for the iteration of a holomorphic map, it is shown that, if there is a sequence {tν}
in R+ diverging to infinity and such that {φtν} converges, for the topology of local
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uniform convergence, to a function mapping D into a set completely interior to
D, then there exists a unique point x0 ∈ D which is fixed by the semiflow φ;
moreover, φs(x) tends to x0 as s→ +∞, for all x ∈D.

If some point x0 ∈ D is fixed by the continuous semiflow φ, the map t �→
dφt(x0), where dφt(x0)∈�(�) is the Fréchet differential of φt(x) at x = x0, de-
fines a strongly continuous semigroup of bounded linear operators acting on �.

Some situations are explored in which the behaviour of this semigroup deter-
mines the asymptotic behaviour of the semiflow φ.

It is shown in Sections 7 and 8 that, if the spectral radius ρ(dφt(x0)) of dφt(x0)
is ρ(dφt(x0)) < 1 for some t > 0, then, as s→ +∞, φs converges to the constant
map x �→ x0 for the topology of local uniform convergence.

The case in which ρ(dφt(x0))= 1 at some t > 0 is considered in Sections 9 and
10, under the additional hypothesis that dφt(x0) is an idempotent of �(�). As is
well known, the spectrum σ(dφt(x0)) of dφt(x0) consists of two eigenvalues in 0
and in 1 at most.

If

σ
(
dφt
(
x0
))= {0}, (1.1)

then dφs(x0) = {0} for all s ≥ t. As a consequence of Sections 7 and 8, if s→
+∞, φs converges to the constant map x �→ x0 for the topology of local uniform
convergence.

If

σ
(
dφt
(
x0
))= {1}, (1.2)

then φ is the restriction to R+ of a periodic flow of holomorphic automorphisms
of D.

Finally, if

1∈ σ(dφt(x0
))
, (1.3)

and if there is some t′ > 0, with t′/t 
∈Q, such that also dφt′(x0) is an idempotent
of �(�), then the semiflow φ is constant, that is, φt = id (the identity map) for
all t ≥ 0.

2. The general case of a J∗-algebra

Let � be a complex Banach space, let D be a domain in �, and let

φ : R+×D −→D (2.1)
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be a semiflow of holomorphic maps of D into D, that is, a map such that

φ0 = id, (2.2)

φt1+t2 = φt1φt2 , (2.3)

φt ∈Hol(D), (2.4)

for all t, t1, t2 ∈ R+, where Hol(D) is the semigroup of all holomorphic maps
D→D.

A point x ∈D is said to be a periodic point of φ with period τ > 0 if φτ(x)= x
and φt(x) 
= x for all t ∈ (0,τ). The semiflow φ will be said to be periodic with
period τ if φτ = id and, whenever 0 < t < τ, φt is not the identity map.

We begin by establishing the following elementary lemma, which is a con-
sequence of Cartan’s uniqueness theorem (see, e.g., [5]) and which might have
some interest in itself.

Let D be a hyperbolic domain in the Banach space � (or, more in general, a
domain in � on which either the Carathéodory or the Kobayashi distances define
equivalent topologies to the relative topology) and let x0 ∈D be a fixed point of
the semiflow φ, that is, φt(x0)= x0 for all t ∈R+.

Lemma 2.1. If there is a vector ξ ∈ �\{0}, for which the map t �→ dφt(x0)ξ of R+

into �(�) is periodic with period τ > 0, and there is a set K ⊂ (0,τ) such that
{dφt(x0)ξ : t ∈ K} spans a dense affine subspace K̃ of �, then φτ = id.

Proof. Let x0 = 0. Since

dφτ(0)
(
dφt(0)ξ

)= dφτ+t(0)ξ = dφt(0)ξ ∀t ≥ 0, (2.5)

then dφτ(0)= id on K̃ and therefore on �. Cartan’s identity theorem yields the
conclusion. �

Let � and � be complex Hilbert spaces and let �(�,�) be the complex Ba-
nach space of all continuous linear operators � → �, endowed with the op-
erator norm. For A ∈�(�,�), A∗ ∈�(�,�) will denote the adjoint of A. A
J∗-algebra [7] is a closed linear subspace � of �(�,�) such that

A∈�=⇒ AA∗A∈�. (2.6)

The roles of � and D will now be played by a J∗-algebra � and by the open
unit ball B of �.

Let S be the set of all extreme points of the closure B of B. As was noted by
Harris in [7], if � is weakly closed in �(�,�), then S 
= ∅.

Lemma 2.2. Let S 
= ∅. If 0 is a periodic point of the semiflow φ : R+ × B → B,
with period τ > 0, and if there is a set K ⊂ (0,τ) such that, for every t ∈ K , φt(0)
is collinear to some point of S, and the set {φt(0) : t ∈ K} spans a dense linear
subspace of �, then the semiflow φ is periodic with period τ.
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Proof. Let ∆ be the open unit disc of C. For t ∈ K ,

∆� ζ �−→ ζ∥∥φt(0)
∥∥φt(0) (2.7)

is, up to parametrization, the unique complex geodesic whose support contains
both 0 and φt(0). (For the Kobayashi or Carathéodory metrics on B, for the basic
notions concerning complex geodesics, see, e.g., [14, 15].)

Since φτ(0)= 0 and

φτ
(
φt(0)

)= φt(φτ(0)
)= φt(0), (2.8)

then φτ is the identity on the support of the complex geodesic (2.7). Hence

dφτ(0)
(
φt(0)

)= φt(0) ∀t ∈ K, (2.9)

and therefore dφτ(0) = I�. Thus dφτ(0) maps the set S onto itself. By Harris’
Schwarz lemma [7, Theorem 10], φτ = dφτ(0)= id. �

Let now x0 ∈ B be a periodic point of φ with period τ > 0.
As was shown in [7], the Moebius transformation Mx0 is a holomorphic au-

tomorphism of B which maps any x ∈ B to the point

Mx0 (x)= (I − x0x0
∗)−1/2(

x+ x0
)(
I + x0

∗x
)−1(

I − x0
∗x0
)1/2

= x0 +
(
I − x0x0

∗)1/2x(I + x0
∗x
)−1(

I − x0
∗x0
)1/2

.
(2.10)

Furthermore,

Mx0 (0)= x0, Mx0
−1 =M−x0 , (2.11)

andMx0 is the restriction to B of a holomorphic function on an open neighbour-
hood of B in �, mapping ∂B onto itself.

Applying Lemma 2.2 to the semiflow t �→ ψt =M−x0φtMx0 , we obtain the fol-
lowing theorem.

Theorem 2.3. If x0 ∈ B is a periodic point of φ with period τ > 0 and if there is a
set K ⊂ (0,τ) such that

(i) for any t ∈ K , M−x0 (φt(x0)) is collinear to some point in S;
(ii) the set {φt(x0) : t ∈ K} spans a dense affine subspace of � (as was shown

by Harris in [7, Corollary 8], B is the closed convex hull of S),

then the semiflow φ is periodic with period τ.
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Remark 2.4. Under the hypotheses of Theorem 2.3, setting ψt = φt when t ≥
0, and ψt = φ−t when t ≤ 0, one defines a flow ψ : R× B → B of holomorphic
automorphisms of B, whose restriction to R+ is φ.

The flow ψ is continuous if and only if the semiflow φ is continuous, that is,
the map φ : R+×B→ B is continuous.

In the case in which n = dimC � <∞, a similar statement to Theorem 2.3
holds for a discrete semiflow, that is to say, for the semiflow generated by the
iterates f m = f ◦ f ◦ ··· ◦ f (m= 1,2, . . .) of a holomorphic map f : B→ B.

Theorem 2.5. If f has a periodic point x0 ∈ B, with period p > n (i.e., f p(x0)=
x0, f q(x0) 
= x0 if q = 1, . . . , p− 1), if M−x0 ( f q(x0)) is collinear to some point in the
Shilov boundary of B for q = 1, . . . , p− 1, and if the orbit { f q(x0) : q = 1, . . . , p− 1}
of x0 spans �, then f is periodic with period p.

For example, let f1 : z �→ e2πi/3z and let f2 be another holomorphic function
∆→ ∆ such that f2(0)= 0 but f2 
≡ 0. Let f : ∆×∆→ ∆×∆ be the holomorphic
map defined by

f
(
z1, z2
)= ( f1(z1

)
, f2
(
z2
))
,
(
z1, z2 ∈ ∆

)
. (2.12)

If f2 has a periodic point in ∆\{0}, and therefore is periodic, f is periodic
with period ≥ 3. If f2 is not periodic, f is not periodic. However, every point
(z1,0) with z1 ∈ ∆\{0} is a periodic point of f with period 3.

3. Cartan domains of type one

Let the J∗-algebra � be a Cartan factor of type one, �=�(�,�). Let

J =
(
I� 0
0 −I�

)
, (3.1)

and let Γ(J) be the group of all linear continuous operators A on �⊕� which
are invertible in �(�⊕�) and such that

A∗JA= J. (3.2)

It was shown by Franzoni in [4] that the group of all holomorphic automor-
phisms of the unit ball B of �, which is called a Cartan domain of type one, is
isomorphic to a quotient of Γ(J), up to conjugation when dimC �= dimC �.

To avoid conjugation, we will consider now the case in which∞≥ dimC � 
=
dimC �≤∞.

Let T : R→�(�⊕�) be a strongly continuous group such that

T(t)∗JT(t)= J, (3.3)
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or equivalently

T(t)JT(t)∗ = J, (3.4)

for all t ∈R.
If

T(t)=
(
T11(t) T12(t)
T21(t) T22(t)

)
(3.5)

is the representation of T(t) in �⊕�, with T11(t) ∈�(�), T12(t) ∈�(�,�),
T21(t)∈�(�,�), and T22(t)∈�(�), then (3.3) and (3.4) are equivalent to

T11(t)∗T11(t)−T21(t)∗T21(t)= I�,
T22(t)∗T22(t)−T12(t)∗T12(t)= I�,
T12(t)∗T11(t)−T22(t)∗T21(t)= 0,

(3.6)

T11(t)T11(t)∗ −T12(t)T12(t)∗ = I�,
T22(t)T22(t)∗ −T21(t)T21(t)∗ = I�,
T21(t)T11(t)∗ −T22(t)T21(t)∗ = 0.

(3.7)

Here T11(t)∗ ∈�(�), T12(t)∗ ∈�(�,�), T21(t)∗ ∈�(�,�), and T22(t)∗ ∈
�(�) are the adjoint operators of T11(t), T12(t), T21(t), and T22(t).

From now on, in this section, latin letters x and y indicate elements of
�(�,�) and greek letters ξ and η indicate vectors in � and �.

It was shown in [4], that, if x ∈ B, T21(t)x + T22(t) ∈ �(�) is invertible in
�(�), and the function�T(t), defined on B by

�T(t) : x �−→ (T11(t)x+T12(t)
)(
T21(t)x+T22(t)

)−1
, (3.8)

is, for all t ∈R, a holomorphic automorphism of B.
Setting

φt =�T(t) (3.9)

for t ∈ R, we define a continuous flow φ of holomorphic automorphisms of B.
If x0 ∈ B is a periodic point of φ with period τ > 0, and if the hypotheses of
Theorem 2.3 are satisfied, φ is periodic with period τ.

Since �T(τ)= id, then

T11(τ)x+T12(τ)= xT21(τ)x+ xT22(τ) ∀x ∈�(�,�), (3.10)

whence

T12(τ)= 0, T21(τ)= 0, (3.11)
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and therefore, by (3.6),

T11(τ)∗T11(τ)= T11(τ)T11(τ)∗ = I�,
T22(τ)∗T22(τ)= T22(τ)T22(τ)∗ = I�,

(3.12)

that is, T11(τ) and T22(τ) are unitary operators in the Hilbert spaces � and �.
Furthermore, (3.10) becomes

T11(τ)x = xT22(τ) ∀x ∈�(�,�). (3.13)

Since T22(τ) is unitary, every point eiθτ (θ ∈R) in the spectrum σ(T22(τ)) of
T22(τ) is contained either in the point spectrum or in the continuous spectrum.
In both cases, there exists a sequence {ξν} in � (which may be assumed to be
constant if eiθτ is an eigenvalue), with ‖ξν‖ = 1, such that

lim
ν→+∞

(
T22(τ)ξν− eiθτξν

)= 0. (3.14)

Since, by the Schwarz inequality,

∣∣(T22(τ)ξν|ξν
)− eiθτ∣∣= ∣∣(T22(τ)ξν− eiθτξν|ξν

)∣∣
≤ ∥∥T22(τ)ξν− eiθτξν

∥∥, (3.15)

then

lim
ν→+∞

(
T22(τ)ξν|ξν

)= eiθτ . (3.16)

Hence, letting, for any η ∈�, xν = η⊗ ξν ∈�(�,�), then xν(ξν)= η and

lim
ν→+∞xν

(
T22(τ)ξν

)= lim
ν→+∞

(
T22(τ)ξν|ξν

)
η = eiθτη. (3.17)

Thus, by (3.13),

T11(τ)η= lim
ν→+∞T11(τ)

(
xν
(
ξν
))= lim

ν→+∞xν
(
T22(τ)ξν

)= eiθτη (3.18)

for all η ∈�. Therefore,

T11(τ)= eiθτI�, (3.19)

and (3.13) yields

T22(τ)= eiθτI�. (3.20)
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In conclusion,

T(τ)= eiθτI�⊕�. (3.21)

Thus, the rescaled group L : R→�(�⊕�), defined by

L(t)= e−iθtT(t), (3.22)

is periodic with period τ.
Note that

L(t)∗JL(t)= J ∀t ∈R. (3.23)

If

L(t)=
(
L11(t) L12(t)
L21(t) L22(t)

)
(3.24)

is the representation of L(t) in �⊕�, with L11(t) ∈�(�), L12(t) ∈�(�,�),
L21(t)∈�(�,�), and L22(t)∈�(�), then

Lα,β(t)= e−iθtTα,β(t) (3.25)

for α,β = 1,2. Therefore, setting, for x ∈ B,

L̃(t)(x) : x �−→ (L11(t)x+L12(t)
)(
L21(t)x+L22(t)

)−1
, (3.26)

then

L̃(t)= φt ∀t ∈R. (3.27)

If X : �(X)⊂�⊕�→�⊕� is the infinitesimal generator of the group T , the
operator X − iθI�⊕�, with domain �(X), generates the group L.

The structure of the spectrum σ(X − iθI�⊕�) is described in [1] by a theorem
of Bart, whereby

(i) σ(X − iθI�⊕�)⊂ i(2π/τ)Z;
(ii) σ(X − iθI�⊕�) consists of simple poles of the resolvent function ζ �→

(ζI�⊕�− (X − iθI�⊕�))−1;
(iii) the eigenvectors of X − iθI�⊕� span a dense linear subspace of �⊕�.

According to [1], if X is the infinitesimal generator of a strongly continuous
group T , and if conditions (i), (ii), and (iii) hold, the group L defined by (3.22)
is periodic with period τ.

Summing up, in view of Theorem 2.3, the following result has been estab-
lished.
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Theorem 3.1. If there is a periodic point x0 ∈ B for φ, with period τ > 0, and if
there is a set K ⊂ (0,τ) such that, for any t ∈ K , M−x0 (φt(x0)) is collinear to some
point of S, and the set {φt(x0) : t ∈ K} spans a dense affine subspace of �(�,�),
then there exist a strongly continuous group T : R→�(�,�) and a real number θ
such that the rescaled group R� t �→ L(t) is a periodic group with period τ.

If X : �(X) ⊂ �⊕� → �⊕� is the infinitesimal generator of the group T ,
conditions (i), (ii), and (iii) characterize the periodicity of L with period τ.

Thus, if X generates a strongly continuous group T , and if conditions (i), (ii),
and (iii) hold, the group L defined by (3.22) is periodic with period τ. As was
proved in [19, Proposition 4.1], the group T satisfies (3.3) for all t ∈ R if and
only if the operator iJX is selfadjoint. If that is the case, setting

�′ ⊕ 0= (�⊕ 0)∩�(X), 0⊕�′ = (0⊕�)∩�(X), (3.28)

[19, Lemma 5.3] implies that the linear spaces �′ and �′ are dense in � and �.
We consider now the case in which the semigroup T|R+ is eventually differ-

entiable (i.e., there is t0 ≥ 0 such that the function t �→ T(t)x is differentiable in
(t0,+∞) for all x ∈�⊕�). By (3.22), also L|R+ is eventually differentiable.

According to a theorem by Pazy (see, e.g., [12]), there exist a ∈ R and b > 0
such that the set

{
ζ ∈C :�ζ ≥ a− b log|�ζ|} (3.29)

is contained in the resolvent set of X − iθI�⊕�. Thus, the intersection of σ(X −
iθI�⊕�) with the imaginary axis is bounded. Condition (i) implies then that
σ(X−iθI�⊕�) is finite. But then, by [1, Proposition 3.2],X−iθI�⊕� ∈�(�⊕�),
and therefore X ∈�(�⊕�), proving thereby the following proposition.

Proposition 3.2. Under the hypotheses of Theorem 3.1, if moreover the semigroup
T|R+ is eventually differentiable, the group T is uniformly continuous.

Remark 3.3. The above argument holds for any strongly continuous semigroup
T of linear operators, which is periodic, showing that, if T is eventually differen-
tiable, then T is uniformly continuous.

If T is eventually norm continuous, then (see, e.g., [3]) its infinitesimal gen-
erator X is such that, for every r ∈R, the set

{
ζ ∈ σ(X) :�ζ ≥ r} (3.30)

is bounded.
At this point, [1, Proposition 3.2] implies that, if T is also periodic, then the

operator X is bounded, and therefore T is uniformly continuous.
This conclusion holds, for example, if the periodic semigroup T is eventually

compact.
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4. The unit ball of a Hilbert space

Theorem 3.1 has been established in [22] in the case in which B is the open unit
ball of the Hilbert space � (i.e., when �=C).

In this case,T11(t)∈�(�) is invertible in �(�),T12(t)∈�,T21(t)=(•|T12(t)),
and T22(t)∈C are characterized by the equations

∣∣T22(t)
∣∣2−∥∥T12(t)

∥∥2 = 1,

T11(t)∗T11(t)= I+ 1∣∣T22(t)
∣∣2

(• |T11(t)∗T12(t)
)
T11(t)∗T12(t).

(4.1)

As was shown in [22], there is a neighbourhood U of B such that

(
x|T11(t)∗T12(t)

)
+T22(t) 
= 0 ∀x ∈U, t ∈R. (4.2)

The orbit of x0 ∈ B is described by

φt
(
x0
)=�T(t)

(
x0
)= 1(

x0|T11(t)∗T12(t)
)

+T22(t)

(
T11(t)x0 +T12(t)

)
. (4.3)

The infinitesimal generator X of T is represented in �⊕C by the matrix

X =
(

X11 X12(• |X12
)

iX22

)
, (4.4)

where X12 ∈�, X22 ∈ R, iX11 is a selfadjoint operator, and the domains �(X)
and �(X11) of X and of X11 are related by

�(X)=�
(
X11
)⊕C. (4.5)

Since φτ is the identity, by [17, Proposition 7.3] and by (3.27), the set

Fixφ= {x ∈ B : φt(x)= x ∀t ∈R
}

(4.6)

is nonempty.
The ball B being homogeneous, there is no restriction in assuming 0∈ Fixφ.

Thus, by (3.8), T12(t)= 0 for all t ∈R, and therefore X12 = 0. Furthermore, as a
consequence of (4.1),

T22(t)= eiX22t , (4.7)

and the skew-selfadjoint operator X11 generates the strongly continuous group
T11 : t �→ T11(t) of unitary operators in �.
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Equation (3.9), which now reads

φt(x)= e−iX22tT11(t), (4.8)

yields the following lemma.

Lemma 4.1. The set Fixφ is the intersection of B with a closed affine subspace of �.

Because of (3.21),

X22 = θ +
2nπ
τ

(4.9)

for some n∈ Z, and therefore

φt(x)= e−(2nπ/τ)itL11(t)x (4.10)

for all x ∈ B and some n∈ Z.
The strongly continuous periodic group L11 : t �→ L11(t), with period τ, of

unitary operators in � is generated by

Y11 := X11− iθI� : �
(
X11
)⊂�−→�. (4.11)

By [1], σ(Y11)⊂ i(2π/τ)Z consists entirely of eigenvalues, and the correspond-
ing eigenspaces, which are mutually orthogonal, span a dense linear subspace of
�.

For m ∈ Z, let Pm be the orthogonal spectral projector associated with (2π/
τ)mi. By [1, (3)], L11 is expressed by

L11(t)x =
∑
m

e(2mπ/τ)itPmx (4.12)

for all x ∈� and all t ∈R. Thus L11(t) leaves invariant every space Pm(�), and
acts on it by the rotation

x �−→ e(2mπ/τ)itx. (4.13)

Hence, the following lemma follows.

Lemma 4.2. If the orbit of x0 ∈ B spans a dense affine subspace of �, then
dimCPm(�)≤ 1 for all m∈ Z.

Since, by (3.25),

σ
(
Y11
)= σ(X11− iθI�

)
(4.14)

if σ(X11) is finite, also σ(Y11) is finite.
A similar argument to that leading to Proposition 3.2 yields now the following

theorem.
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Theorem 4.3. If the continuous flow φ of holomorphic automorphisms of the open
unit ball B of � defined by a strongly continuous group T : R→�(�⊕C) has a
periodic point whose orbit spans a dense affine subspace of �, and if moreover T is
eventually differentiable, then dimC � <∞.

According to [17, Theorem VII], for any γ > 0 and every choice of x0 ∈ B∩
�(X11), the function

φ•
(
x0
)|[0,γ] : [0,γ]−→�

(
X11
)
, (4.15)

defined by (4.3) for 0 ≤ t ≤ γ, is the unique continuously differentiable map
[0,γ]→� with x([0,γ])⊂�(X11), which is continuous for the graph norm

x �−→ ‖x‖+
∥∥X11x

∥∥ (4.16)

on �(X11), and satisfies the Riccati equation

d

dt
φt
(
x0
)= X11φt

(
x0
)−((φt(x0

)|X12
)

+ iX22
)
φt
(
x0
)

+X12 (4.17)

with the initial condition φ0(x0)= x0 ∈ B∩�(X11).
Hence, Theorem 3.1 can be rephrased.

Proposition 4.4. If the Riccati equation (4.17) has a periodic integral which spans
a dense affine subspace of �, (4.17) is periodic (i.e., all integrals of (4.17) satisfying
the above regularity conditions are periodic).

We consider now the case in which one of the two spaces � and � has a finite
dimension, and therefore J defines in �⊕� the structure of a Pontryagin space.
Assuming

∞ > dimC � < dimC �≤∞, (4.18)

the extreme points of B are all the linear isometries � →�; by [19, Theorem
III], X is represented by the matrix

X =
(
X11 X12

X12
∗ iX22

)
, (4.19)

where X11 : �(X11) ⊂ � → � and X22 ∈ �(�) are skew-selfadjoint, X12 ∈
�(�,�), and �(X)=�(X11)⊕�.
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The Riccati equation (4.17) is replaced in [19] by the operator-valued Riccati
equation

d

dt
x(t)= X11x(t)−x(t)X22− x(t)X22− x(t)X12

∗x(t) +X12 (4.20)

acting on C1 maps of [0,γ] into

Ď = {x ∈�(�,�) : xξ ∈�
(
X11
)∀ξ ∈�

}
(4.21)

which are continuous for the norm (4.16).
For any γ > 0, any choice of u invertible in �(�) and of v ∈ Ď such that

x0 = vu−1 ∈ B, the function t �→ x(t) expressed by (3.8), with x = x0, for t ∈ [0,γ]
is the unique solution of (4.20) satisfying the conditions stated above, with the
initial condition x(0)= x0.

Theorem 3.1 yields then the following proposition.

Proposition 4.5. Let the integral t �→ x(t) be periodic with period τ > 0, and let
there be a set K ⊂ (0,τ) such that x(K) spans a dense affine subspace of �(�,�).
If, for any t ∈ K , M−x0 (x(t)) is collinear to some linear isometry of � into �, the
Riccati equation (4.20) is periodic.

5. Spin factors

Similar results to some of those of Section 3 will now be established in the case
in which the J∗-algebra � is a spin factor. In this section, � is, as before, a
complex Hilbert space, and C∗ is the adjoint of C ∈�(�). A Cartan factor of
type four, also called a spin factor, is a closed linear subspace � of �(�) which
is ∗-invariant and such that C ∈� implies that C2 is a scalar multiple of I�.

Since, for C1,C2 ∈�, C1C2
∗ +C2

∗C1 is a scalar multiple, 2(C1|C2)I�, of the
identity, then C1,C2 �→ (C1|C2) is a positive-definite scalar product, with respect
to which � is a complex Hilbert space. (For more details concerning spin factors,
see, e.g., [7, 18, 21].) Denoting by |‖ · ‖| and by ‖ · ‖ the operator norm and the
Hilbert space norm on �, then

|‖C‖|2 = ‖C‖2 +
√
‖C‖4−∣∣(C|C∗)∣∣2 ∀C ∈�. (5.1)

The open unit ball B for the norm |‖ · ‖|, also expressed by

B =
{
C ∈� : ‖C‖2 <

1 +
∣∣(C|C∗)∣∣2

2
< 1

}
, (5.2)

is called a Cartan domain of type four. The set S of all extreme points of B is the
set of all multiples, by a constant factor of modulus one, of all selfadjoint unitary
operators acting on the Hilbert space �, which are contained in � [7, 21].
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Changing again notations, we denote by x, y elements of the spin factor �,
and x �→ x stands for the conjugation defined by the adjunction in the Hilbert
space �. For any M ∈�(�), Mt will indicate the transposed of M. The same
notation will be used to indicate the canonical transposition in C2 and the trans-
position in �⊕C2.

According to [7, 21], any holomorphic automorphism f of B can be de-
scribed as follows.

Let

J =
(
I� 0
0 −IC2

)
, (5.3)

and let Λ be the semigroup consisting of all A∈�(�⊕C2) such that

AtJA= J. (5.4)

Every A∈Λ is represented by a matrix

A=
 M q1 q2(• |r1

)
e11 e12(• |r2

)
e21 e22

 , (5.5)

where M ∈�(�) is a real operator, q1, q2, r1, and r2 are real vectors in �, and

E :=
(
e11 e12

e21 e22

)
(5.6)

is a real 2× 2 matrix such that detE > 0, and

MtM−RtR= I�, (5.7)

MtQ−RtE = 0, (5.8)

EtE−QtQ = IC2 . (5.9)

Here R : �→C2 and Q : C2 →� are defined by

Rx =
((
x|r1
)(

x|r2
))∈C2 ∀x ∈�,

Qz = z1q1 + z2q2 ∀z =
(
z1

z2

)
∈C2.

(5.10)

It was shown in [18] that the set Λ0 = {A∈ Λ : detE > 0} is a subsemigroup
of Λ.

For x ∈�, let

δ(A,x)= 2
(
x|r1− r2

)
+
(
e11− e22 + i

(
e12 + e21

))
(x|x) + e11 + e22 + i

(
e21− e12

)
.

(5.11)
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One shows (see [18, 21]) that, if A ∈ Λ0, δ(A,x) 
= 0 for all x in an open
neighbourhood U of B. Hence, the map

Â :U � x �−→ 1
δ(A,x)

(
2Mx+

(
1 + (x|x)

)
q1− i

(
1− (x|x)

)
q2
)

(5.12)

is holomorphic in U . Its restriction to B, which will be denoted by the same
symbol Â, is the most general holomorphic isometry for the Carathéodory-
Kobayashi metric of B [21]. This isometry is a holomorphic automorphism of B
if, and only if, A is invertible in �(�⊕C2).

If Â(0)= 0, then q1− iq2 = 0, and therefore q1 = q2 = 0 because q1 and q2 are
real vectors; (5.9) reads now E ∈ SO(2), and (5.8), which now becomes RtE = 0,
yields r1 = r2 = 0. Thus, by (5.7), M is a real linear isometry of �. Setting

E =
(

cosα −sinα
sinα cosα

)
(5.13)

for some α∈R, then

Â(x)= eiαMx ∀x ∈ B. (5.14)

As a consequence,

Â(x)= x ∀x ∈ B⇐⇒A=
e

−iαI� 0 0
0 cosα −sinα
0 sinα cosα

 . (5.15)

Now, let T : R+ →�(�⊕C2) be a strongly continuous semigroup such that
T(t)∈Λ0 for all t ≥ 0. Setting

φt =�T(t) (5.16)

for t ≥ 0, one defines a continuous semiflow φ : R+ × B → B of holomorphic
isometrics B→ B.

If x0 ∈ B is a periodic point of φ with period τ > 0, and if the hypotheses of
Theorem 2.3 are satisfied, then

(i) φ is the restriction to R+ of a continuous flow R×B→ B, which will be
denoted by the same symbol φ;

(ii) T is the restriction to R+ of a strongly continuous group R→�(�⊕
C2), which will be denoted by the same symbol T ;

(iii) (5.16) holds for all t ∈R.

Since, �T(τ)(x)= x for all x ∈ B, by (5.15), there is some α∈R such that

T(τ)= F(τ), (5.17)
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where

F(τ)=
e

−iατI� 0 0
0 cos(ατ) −sin(ατ)
0 sin(ατ) cos(ατ)

 . (5.18)

Thus,

σ
(
T(τ)
)= σ(F(τ)

)
. (5.19)

Setting

L− =
{

(ζ, iζ) : ζ ∈C
}
, L+ =

{
(ζ,−iζ) : ζ ∈C

}
, (5.20)

if ατ 
∈ πZ, σ(T(τ)) consists of the eigenvalue e−iατ , with the eigenspace �⊕
L− ⊂�⊕C2, and of the eigenvalue eiατ , with the eigenspace 0⊕ L+ ⊂�⊕C2.
If ατ ∈ πZ, T(τ)= I�⊕C2 when ατ/π is even , and T(τ)=−I�⊕C2 when ατ/π is
odd.

In conclusion, the following theorem has been established.

Theorem 5.1. If there is a periodic point x0 ∈ B for φ, with period τ > 0, and
if there is a set K ⊂ (0,τ) such that, for any t ∈ K , M−x0 (φt(x0)) is collinear to
a multiple, by a constant factor of modulus one, of a selfadjoint unitary operator
which acts on the Hilbert space � and is contained in �, and the set {φt(x0) : t ∈
K} spans a dense affine subspace of �, then there exist a strongly continuous group
T : R→�(�⊕C2) and a real number α for which (5.17) and (5.18) hold.

The infinitesimal generator

X : �(X)⊂�⊕C2 −→�⊕C2 (5.21)

of the group T has a pure point spectrum, consisting of at least one and at most two
distinct eigenvalues.

If ατ 
∈ πZ, σ(T(τ)) consists of the eigenvalue e−iατ , with the eigenspace �⊕
L−, and of the eigenvalue eiατ with the one-dimensional eigenspace 0⊕L+.

If ατ ∈ πZ, the group T is periodic with period τ when ατ/π is even, and
period 2τ when ατ/π is odd.

According to [18, Theorem 4.1], �(X) =�⊕C2, where � is a dense linear
subspace of �, and X is expressed by the matrix

X =
 X11 X12 X13(• |X12

)
0 X23(• |X13

) −X23 0

 , (5.22)

where X23 ∈R, X12 and X13 are real vectors in �, and X11 is a real, skew-selfad-
joint operator on � with domain �.
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Similar results to those established in Propositions 4.4 and 4.5 for (4.17) and
(4.20) hold for the Riccati equation

d

dt
φt
(
x0
)= (X11 + iX23I

)
φt
(
x0
)

+
1
2

(
X12 + iX13

)(
φt
(
x0
)|φt(x0

))
− (φt(x0

)|X12− iX13
)
φt
(
x0
)

+
1
2

(
X12− iX13

) (5.23)

with initial conditions φ0(x0)= x0 ∈ B∩�(X11).

6. Fixed points of semiflows

The next sections will be devoted to investigating the fixed points of a continuous
semiflow φ : R+ ×D → D of holomorphic maps of a bounded domain D in a
complex Banach space �, that is to say, the points x ∈D such that φt(x)= x for
all x ∈R+.

Actually, some of the results we are going to establish hold under slightly
weaker conditions. Namely, φ will be a map of R∗

+ ×D into D satisfying (2.3)
and (2.4) for all t, t1, t2 ∈ R∗

+ and such that the map t �→ φt(y) is continuous on
R∗

+ for all y ∈�.
A set S⊂D is said to be completely interior to D, in symbols S�D if inf{‖x−

y‖ : x ∈D, y ∈�\D} > 0.
Since

φt+s = φt
(
φs(D)

)⊂ φt(D) ∀t, s > 0, (6.1)

if

φt(D) �D, (6.2)

then

φr(D) �D ∀r ≥ t. (6.3)

Let φt0 (D) �D for some t0 > 0, and let t ≥ t0. By the Earle-Hamilton theorem
(see [2] or, e.g., [5, Theorem V.5.2]), there is a unique point xt ∈ D such that
φt(xt)= xt. Hence xt is the unique point in D such that

φnt
(
xt
)= xt ∀n= 1,2 . . . . (6.4)

Moreover, by the Earle-Hamilton theorem,

lim
n→+∞φnt(x)= xt ∀x ∈D. (6.5)
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Let p, q be positive integers, with p ≥ q. There is a unique point x(p/q)t ∈ D
such that

φ(p/q)t
(
x(p/q)t

)= x(p/q)t . (6.6)

Since

φn(p/q)t
(
x(p/q)t

)= x(p/q)t (6.7)

for n= 1,2, . . . , choosing n=mq, m= 1,2, . . . yields

φmpt
(
x(p/q)t

)= x(p/q)t . (6.8)

Since, by (6.5),

lim
m→+∞φmpt

(
x(p/q)t

)= xt, (6.9)

then

x(p/q)t = xt (6.10)

for all positive integers p ≥ q = 1,2, . . . .
The continuity of t �→ φt(y) implies that

φrt
(
xt
)= xt (6.11)

for all real numbers r ≥ 1. Hence there is a point x0 ∈ D which is the unique
fixed point of φt for every t ≥ t0.

Let t0 > 0 and choose s∈ (0, t0) and t ≥ t0. Then

φs
(
x0
)= φs(φt(x0

))= φt+s(x0
)= x0 (6.12)

because t+ s > t0.
In conclusion, the first part of the following theorem has been established.

Theorem 6.1. Let φ : R∗
+ ×D→ D satisfy (2.3) and (2.4), and be such that t �→

φt(x) is continuous on R∗
+ for all x ∈D. IfD is bounded, and if φt(D) �D for some

t > 0, there exists x0 ∈D which is the unique fixed point of φs for every s > 0, and

lim
s→+∞φs(x)= x0 ∀x ∈D. (6.13)

Proof. Let kD be the Kobayashi distance in D. To complete the proof of the
theorem note that, given x ∈ D and s > 0, for every ε > 0 there exists a positive
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integer n0 such that, whenever n≥ n0,

kD
(
x0,φns(x)

)
< ε. (6.14)

If n≥ n0 and t > ns,

kD
(
x0,φt(x)

)= kD(x0,φns+t−ns(x)
)

= kD
(
φt−ns

(
x0
)
,φt−ns

(
φns(x)

))
≤ kD
(
x0,φns(x)

)
< ε.

(6.15)

�

Corollary 6.2. Under the hypotheses of Theorem 6.1, x0 is the onlyω-stable point
of φ. (That means that, for every ε > 0 and every τ > 0, there is some t ≥ τ for which
kD(x0,φt(x0)) < ε.)

Theorem 6.3. Let D be bounded and let φ : R∗
+ ×D → D satisfy the hypotheses

of Theorem 6.1. If there exist a sequence {tν} ⊂ R∗
+ diverging to +∞ and a map

g : D→D such that limν→+∞φtν = g for the topology of local uniform convergence
and if g(D) �D, then there exists a unique point x0 ∈D such that φt(x0)= x0 for
all t > 0 and limt→+∞φt(x)= x0 for all x ∈D.

Proof. Since g is holomorphic and g(D) � D, the Earle-Hamilton theorem im-
plies that there is a unique point x0 ∈D which is fixed by g.

If φt(y)= y for some y ∈D and some t > 0, then, if s > t,

φs(y)= φs−t+t(y)= φs−t
(
φt(y)

)= φs−t(y), (6.16)

and therefore

φt
(
φs(y)

)= φt(φs−t(y)
)= φs(y). (6.17)

But then

g(y)= lim
ν→+∞φtν (y)= y, (6.18)

and therefore y = x0. Hence, either Fixφt =∅ for all t > 0, or Fixφt = {x0}when
t� 0.

Let R > 0 be such that

B
(
x0,R
)
�D. (6.19)

Since the Kobayashi distance kD and ‖ · ‖ are equivalent on B(x0,R), there
exist real constants c > b > 0 such that

b‖x− y‖ ≤ kD(x, y)≤ c‖x− y‖ ∀x, y ∈ B(x0,R
)
. (6.20)
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Let r > 0 be such that

BkD
(
x0, r
)⊂ B(x0,R

)
. (6.21)

For every ε > 0, there is ν0 such that

ν≥ ν0 =⇒
∥∥φtν (x)− g(x)

∥∥ < ε ∀x ∈ B(x0,R
)

(6.22)

(because the sequence {φtν} converges to g for the topology of local uniform
convergence).

Since g(D) �D, there exists a∈ (0,1) such that

kD
(
φtν (x),x0

)≤ kD(φtν (x), g(x)
)

+ kD
(
g(x),x0

)
≤ c∥∥φtν (x)− g(x)

∥∥+ akD
(
x,x0
)

< cε+ ar.

(6.23)

Let � ∈ (a,1) and ε be such that

0 < ε <
�− a
c

r. (6.24)

Then

cε+ ar < (�− a)r + ar = �r, (6.25)

and therefore

φtν
(
BkD
(
x0, r
))⊂ BkD(x0, �r

) ∀ν≥ ν0. (6.26)

It turns out that

BkD
(
x0, �r

)
� BkD

(
x0, r
)
. (6.27)

Indeed, if x ∈ BkD(x0, �r) and y ∈ B(x0,R)\BkD(x0, r),

‖x− y‖ ≥ 1
c
kD(x, y)≥ 1

c

(
kD
(
y,x0
)− kD(x0,x

))
>

1− �
c

r. (6.28)

As a consequence of (6.27),

φtν
(
BkD
(
x0, r
))

� BkD
(
x0, r
) ∀ν≥ ν0. (6.29)
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If t > tν0 ,

φt
(
BkD
(
x0, r
))= φt−tν0 +tν0

(
BkD
(
x0, r
))= φtν0

(
φt−tν0

(
BkD
(
x0, r
)))

⊂ φtν0

(
BkD
(
x0, r
))

� BkD
(
x0, r
)
.

(6.30)

Hence,

Fixφt =
{
x0
} ∀t ≥ tν0 . (6.31)

Thus,

lim
t→+∞φt(x)= x0 (6.32)

for all x ∈ BkD(x0, r). In particular,

lim
ν→+∞φtν (x)= x0 (6.33)

for all x ∈ BkD(x0, r). Hence, g(x)= x0 on BkD(x0, r) and therefore also on D (be-
cause the open set D is connected and g is holomorphic on D), and (6.32) holds
for all x ∈D. �

7. Convergence of iterates and its consequences

The following theorem was announced in [16] without proof.

Theorem 7.1. Let D be a bounded domain in the complex Banach space �, and
let f :D→D be a holomorphic map fixing a point x0 ∈D. If the sequence { f n} of
the iterates of f converges for the topology of local uniform convergence on D, then
either

σ
(
df
(
x0
))⊂ ∆ (7.1)

or

σ
(
df
(
x0
))= {1}∪ (∆∩ σ(df (x0

)))
, (7.2)

and 1 is an isolated point of σ(df (x0)) at which the resolvent function (•I−df (x0))−1

has a pole of order one.

Since df n(x0)= (df (x0))n for n= 0,1, . . . , and {df n(x0)} converges in the op-
erator topology, Theorem 7.1 is a consequence of the following proposition, also
announced in [16] without proof.

Proposition 7.2. Let A and P be elements of �(�). If

lim
n→+∞

∥∥An−P∥∥= 0, (7.3)
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there exists k ∈R∗
+ , for which,

∥∥An∥∥≤ k ∀n= 1,2, . . . , (7.4)

and therefore the spectral radius of A is

ρ(A)≤ 1. (7.5)

If ρ(A) < 1, then P = 0. If ρ(A)= 1, then

σ(A)∩ ∂∆= {1}, (7.6)

and 1 is an isolated point of σ(A) which is a pole of order one of the resolvent
function (•I −A)−1. Furthermore, P is the projector associated to the spectral set
{1} in the spectral resolution of A.

Proof. For any integer m≥ 0,

AmP = PAm = P, (7.7)

and therefore

P2 = lim
m→+∞A

mP = P, (7.8)

that is, P is an idempotent of �(�).
For m= 1, (A− I)P = 0, and this fact, together with (7.3), yields

ker(A− I)= RanP. (7.9)

Thus, P 
= 0 if, and only if, 1 is an eigenvalue of A.
Since

∣∣∥∥An∥∥−‖P‖∣∣≤ ∥∥An−P∥∥, (7.10)

(7.3) implies (7.4), for a finite constant k > 0, and therefore implies (7.5) as well.
Recall that σ(P)⊂ {0,1} and that σ(P)= {0} if, and only if, P = 0, σ(P)= {1}

if, and only if, P = I . By the upper semicontinuity of the spectrum, for any open
neighbourhood U of σ(P), there is an integer n0 ≥ 0 such that, whenever n≥ n0,
σ(An) ⊂ U , and therefore the image of σ(A) by the map ζ �→ ζn is contained in
U . Hence,

P = 0=⇒ ρ(A) < 1, (7.11)

and if 1∈ σ(P), then (7.3) and the upper semicontinuity imply (7.6).
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Choosing a neighbourhood U of the pair {0,1} consisting of two mutually
disjoint open discs ∆(0, r1) and ∆(1, r2) centered at the points 0 and 1, with radii
r1 > 0 and r2 > 0, and using again the upper semicontinuity of the spectrum, we
see that 1 is an isolated point of σ(A) and

σ(A)= {1}∪ (σ(A)∩∆
)
. (7.12)

What is left to prove is the final part of the proposition.
(a) It will be shown first that, for any open, relatively compact neighbourhood

U in C of {0,1} and for any compact set K ⊂C such that K ∩U =∅, there exist
a constant k1 > 0 and an integer n1 ≥ 1 such that

sup
{∥∥(ζI −An)−1∥∥ : ζ ∈ K, n≥ n1

}≤ k1. (7.13)

Let now r1 and r2 be such that 0 < r1 < r1 + r2 < 1, so that

∆
(
0, r1
)∪∆

(
1, r2
)⊂U. (7.14)

There is n2 ≥ n1 such that

σ
(
An
)∩∆⊂ ∆

(
0, r1
) ∀n≥ n2. (7.15)

Given n≥ n2, choose r3 ∈ (0, r2) so small that the image by the map ζ �→ ζn of
∆(1, r3) be contained in ∆(1, r2). Then, for any ζ ∈ K ,

(
ζI −An)−1 = 1

2πi

{∫
|τ|=r1

1
ζ − τn (τI −A)−1dτ

+
∫
|τ−1|=r3

1
ζ − τn (τI −A)−1dτ

}
.

(7.16)

Let d be the Euclidean distance in C. If ζ∈ K , then |ζ|>r1 and, for any |τ|=r1,

∣∣ζ − τn∣∣≥ ∣∣|ζ|− |τ|n∣∣= |ζ|− |τ|n
≥ |ζ|− |τ| ≥ d(ζ,∆(0, r1

))≥ d(K,U).
(7.17)

If τ ∈ ∆(1, r3), then

∣∣ζ − τn∣∣≥ d(ζ,∆(1, r2
))≥ d(K,U). (7.18)
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Thus, (7.16) yields

∥∥(ζI −An)−1∥∥≤ 2
d(K,U)

sup
{∥∥(τI −A)−1

∥∥ : τ ∈U} (7.19)

for all ζ ∈ K and all n≥ n1, proving thereby (7.13).
(b) Let

k2 = sup
{‖ζI −P‖ : ζ ∈ K}. (7.20)

For ζ ∈ K ,

∥∥(ζI −An)−1− (ζI −P)−1
∥∥= ∥∥(ζI −An)−1(

ζI −P− (ζI −An))(ζI −P)−1
∥∥

= ∥∥(ζI −An)−1(
An−P)(ζI −P)−1

∥∥
≤ ∥∥(ζI −An)−1∥∥∥∥An−P∥∥∥∥(ζI −P)−1

∥∥
≤ k1k2

∥∥An−P∥∥.
(7.21)

In the following, K = ∂∆(1, r), and r ∈ (0,1) will be chosen in such a way that

∆(1, r)∩ σ(A)=∅. (7.22)

Let

(
ζI −An)−1 =

+∞∑
ν=−∞

(ζ − 1)νAnν, (7.23)

with Anν ∈�(�), be the Laurent expansion of (ζI −An)−1 at 1.
Let Pν ∈�(�) be the coefficient of (ζ − 1)ν in the Laurent expansion of (ζI −

P)−1 at 1.
Then, by (7.21), for ν≥ 1,

∥∥An−ν−P−ν

∥∥≤ 1
2π

∥∥∥∥∫|ζ−1|=r
(ζ − 1)ν−1((ζI −An)−1− (ζI −P)−1)dζ∥∥∥∥

≤ 1
2π

∫
|ζ−1|=r

|ζ − 1|ν−1
∥∥(ζI −An)−1− (ζI −P)−1

∥∥dζ
≤ rν−1k1k2

∥∥An−P∥∥,
(7.24)

and therefore

lim
n→+∞

∥∥An−ν−P−ν

∥∥= 0 (7.25)
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for ν= 1,2, . . . . But, since

(ζI −P)−1 = 1
ζ − 1

P +
1
ζ

(I −P), (7.26)

P−1 = P and P−ν = 0 for ν≥ 2. Hence,

lim
n→+∞

∥∥An−1−P
∥∥= 0, (7.27)

lim
n→+∞

∥∥An−ν

∥∥= 0 (7.28)

for ν= 2,3, . . . .
(c) Choose r1 and r2 in such a way that 0 < r1 < r1 + r2 < 1, and σ(A)∩∆ ⊂

∆(0, r1). For any n ≥ 1, choose r3 such that 0 < r3 < r2 and that the image of
∆(1, r3) by the map ζ �→ ζn be contained in ∆(1, r2).

For any ν≥ 1, Dunford’s integral and Fubini’s theorem yield

An−ν = 1
(2πi)2

∫
|ζ−1|=r2

(ζ − 1)ν−1

×
{∫

|τ|=r1

1
ζ − τn (τI −A)−1dτ

+
∫
|τ−1|=r3

1
ζ − τn (τI −A)−1dτ

}
dζ

= 1
(2πi)2

{∫
|τ|=r1

(∫
|ζ−1|=r2

(ζ − 1)ν−1

ζ − τn dζ

)
(τI −A)−1dτ

+
∫
|τ−1|=r3

(∫
|ζ−1|=r2

(ζ − 1)ν−1

ζ − τn dζ

)
(τI −A)−1dτ

}
.

(7.29)

For |τ| = r1, the function

ζ �−→ (ζ − 1)ν−1

ζ − τn (7.30)

is holomorphic in a neighbourhood of ∆(1, r2). Hence, by the Cauchy integral
theorem, ∫

|ζ−1|=r2

(ζ − 1)ν−1

ζ − τn dζ = 0. (7.31)

On the other hand, the Cauchy integral formula yields

1
2πi

∫
|ζ−1|=r3

(ζ − 1)ν−1

ζ − τn dζ = (τn− 1
)ν−1

. (7.32)
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Hence, for ν≥ 1,

An−ν = 1
2πi

∫
|τ−1|=r3

(
τn− 1

)ν−1
(τI −A)−1dτ = (An− I)ν−1

A−1, (7.33)

and (7.27) yields

An−1 = P for n= 1,2, . . . . (7.34)

Since

A−ν = (A− I)ν−1P ∀ν= 1,2, . . . , (7.35)

(7.9) yields A−ν = 0 for ν= 2,3, . . . . �

A part of Proposition 7.2 follows also from the following lemma.

Lemma 7.3. If (7.4) holds, if ∂∆∩ σ(A) � eiθ for some θ ∈ R, and if eiθ is an
isolated point of σ(A) which is a pole of the resolvent function (•I −A)−1, then eiθ

is a pole of order one.

Proof. There is no restriction in assuming eiθ = 1. If n > 0 is the order of the pole,
the resolvent function is represented in a neighbourhood of 1 by the Laurent
series

(ζI −A)−1 =
+∞∑

ν=−n
(ζ − 1)νAν, (7.36)

and the range Ran(A−1) of A−1 is related to ker(I −A)m by

Ran
(
A−1
)= ker(I −A)m for m= n,n+ 1, . . . . (7.37)

Being

ker(I −A)⊂ ker(I −A)2 ⊂ ··· , (7.38)

(7.37) holds for m= 1 if, and only if,

Ax = x ∀x ∈ Ran
(
A−1
)
. (7.39)

To see that this latter condition actually holds, assume that there is some y ∈
Ran(A−1) such that (A− I)y 
= 0, and let λ be a continuous linear form on �
such that

〈
(A− I)y,λ〉 
= 0. (7.40)
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By (7.35), (A− I)ny = 0, and therefore

AN y = (A− I + I)N y =
N∑
p=0

(
N

p

)
(A− I)p y =

n−1∑
p=0

(
N

p

)
(A− I)p y (7.41)

for all N ≥ n. Thus

〈
AN y,λ

〉= n−1∑
p=0

(
N

p

)〈
(A− I)p y,λ〉, (7.42)

and therefore

lim
N→+∞

∣∣〈AN y,λ〉∣∣=∞, (7.43)

contradicting the fact that, in view of (7.4),

∣∣〈AN y,λ〉∣∣≤ ‖λ‖∥∥AN∥∥‖y‖ ≤ k‖λ‖‖y‖ (7.44)

for all N > 0.
Thus (7.39) holds, and (7.35) yields A−ν = 0 for ν= 2,3, . . . . �

If the hypotheses of Lemma 7.3 are satisfied with eiθ = 1, σ(A) splits as the
union of the two disjoint spectral sets {1} and σ(A)∩ ∆. The corresponding
spectral projectors are P =A−1 and I −P; moreover, (A− I)P = 0.

Setting

C =A(I −P)=A−P, (7.45)

then σ(C)= (σ(A)∩∆)∪{0}.
Since CP = PC, then

An = P +Cn for n= 1,2, . . . . (7.46)

Being ρ(C) < 1, there exist ε ∈ (0,1) and n0 ≥ 1 such that

∥∥Cn∥∥1/n ≤ 1− ε, (7.47)

that is,

∥∥Cn∥∥≤ (1− ε)n ∀n≥ n0, (7.48)

and therefore, by (7.46), (7.3) holds.
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In conclusion, the following proposition has been established.

Proposition 7.4. If (7.4) and (7.6) hold and if 1 is an isolated point of σ(A) which
is also a pole of the resolvent function (•I −A)−1, then (7.3) holds, where P is the
spectral projector associated to the spectral set {1} in the spectral resolution of A.

It will be shown in Section 8 that, if (7.1) holds, Theorem 7.1 can be inverted.

8. Sufficient conditions for the convergence of iterates

Let D be a bounded domain in the complex Banach space �, and let f : D→D
be a holomorphic map fixing a point x0 ∈D. As was noticed already, since D is
bounded, σ(df (x0))⊂ ∆ (see [5]).

Theorem 8.1. If σ(df (x0)) ⊂ ∆, the sequence { f n} of the iterates of f converges
to the constant map x �→ x0 for the topology of local uniform convergence on D.

Obviously, there is no restriction in assuming D to be a bounded, connected,
open neighbourhood of x0 = 0.

Let R > 0 be such that

D ⊂ B(0,R). (8.1)

Let

f (x)=Ax+A2(x,x) + ···+AN (x, . . . ,x) + ··· (8.2)

be the power series expansion of f in 0, whereA∈�(�) andAN is a continuous,
homogeneous, polynomial of degree N = 2,3, . . . on �, with values in �, that is,
the restriction to the diagonal of �×···×� (n times) of a continuous N-linear
symmetric map, which will be denoted by the same symbol AN , of �×···×�
into �. If

r = inf
{‖y‖ : y 
∈D}, (8.3)

the power series (8.2) converges uniformly on B(0, s) whenever 0 < s < r.
The nth iterate f n (n= 2,3, . . .) of f has a power series expansion in 0 which

converges uniformly on B(0, s) and is expressed by

f n(x)= Anx+C(n)
2 (x,x) + ···+C(n)

N (x, . . . ,x) + ··· , (8.4)

where C(n)
N is a continuous homogeneous polynomial of degree N = 2,3, . . . on �

with values in �.
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An induction argument on n will show now that, for all x ∈ �, N = 2,3, . . .
and n= 2,3, . . . ,

C(n)
N (x, . . . ,x)=

n−1∑
q=0

Aq
(
AN
(
An−q−1x, . . . ,An−q−1x

))

+
n−1∑
m=1

N−1∑
q=2

∑
(q,N)

C(m)
q

(
Ap1

(
An−m−1x, . . . ,An−m−1x

)
, . . . ,

Apq

(
An−m−1x, . . . ,An−m−1x

))
,

(8.5)

where x ∈ �, C(1)
q = Aq, and the sum

∑
(q,N) is extended to all positive integers

p1, . . . , pq such that p1 + ···+ pq =N .
First of all, a simple induction on n yields

C(n)
2 (x,x)=

n−1∑
q=0

Aq
(
A2
(
An−q−1x,An−q−1x

))
, (8.6)

which coincides with (8.5) when N = 2.
Assuming (8.5) to hold, then

C(n+1)
N (x, . . . ,x)=An(AN (x, . . . ,x)

)
+

N∑
q=2

∑
(q,N)

C(n)
q

(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)
= An(AN (x, . . . ,x)

)
+C(n)

N (Ax, . . . ,Ax)

+
N−1∑
q=2

∑
(q,N)

C(n)
q

(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)

= An(AN (x, . . . ,x)
)

+
n−1∑
q=0

Aq
(
AN
(
An−q−1Ax, . . . ,An−q−1Ax

))

+
n−1∑
m=1

N−1∑
q=2

∑
(q,N)

C(m)
q

(
Ap1

(
An+1−m−1x, . . . ,An+1−m−1x

)
, . . . ,

Apq

(
An+1−m−1x, . . . ,An+1−m−1x

))
+
N−1∑
q=2

∑
(q,N)

C(n)
q

(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)

=
n+1−1∑
q=0

Aq
(
AN
(
An+1−q−1Ax, . . . ,An+1−q−1Ax

))

+
n+1−1∑
m=1

N−1∑
q=2

∑
(q,N)

C(m)
q

(
Ap1

(
An+1−m−1x, . . . ,An+1−m−1x

)
, . . . ,

Apq

(
An+1−m−1x, . . . ,An+1−m−1x

))
.

(8.7)
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This inductive argument shows that (8.5) holds forN=2,3, . . . and n=2,3, . . . .

Lemma 8.2. If ‖A‖ < 1, for N = 2,3, . . . , there is a positive constant cN such that

∥∥C(n)
N

∥∥≤ cN‖A‖n−N+1 ∀n≥N − 1. (8.8)

Here, ‖C(n)
N ‖ is the norm of the continuous polynomial x �→ C(n)

N (x, . . . ,x)

∥∥C(n)
N

∥∥= sup
{∥∥C(n)

N (x, . . . ,x)
∥∥ : ‖x‖ ≤ 1

}
, (8.9)

and is related to the norm

∣∣∥∥C(n)
N

∥∥∣∣= sup
{∥∥C(n)

N (x, . . . , y)
∥∥ : ‖x‖ ≤ 1, . . . ,‖y‖ ≤ 1

}
(8.10)

of the continuous, symmetric N-linear map (x, . . . , y) �→ C(n)
N (x, . . . , y) by the in-

equalities (see, e.g., [5])

∥∥C(n)
N

∥∥≤ ∣∣∥∥C(n)
N

∥∥∣∣≤ NN

N !

∥∥C(n)
N

∥∥. (8.11)

Proof of Lemma 8.2. By (8.5),

C(n)
2 (x,x)=

n−1∑
q=0

Aq
(
A2
(
An−q−1x,An−q−1x

))
, (8.12)

and therefore

∥∥C(n)
2 (x,x)

∥∥≤ ∥∥A2
∥∥n−1∑
q=0

‖A‖2n−2q−2+q‖x‖2

= ∥∥A2
∥∥‖A‖n−1

n−1∑
q=0

‖A‖n−q+1‖x‖2

= ∥∥A2
∥∥‖A‖n−1 1−‖A‖n

1−‖A‖ ‖x‖
2

≤ ∥∥A2
∥∥ ‖A‖n−1

1−‖A‖‖x‖
2.

(8.13)
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Assuming the lemma to hold for q = 2,3, . . . ,N − 1, and choosing n≥N − 1,
then

∥∥C(n)
N (x, . . . ,x)

∥∥
≤
{∥∥AN∥∥n−1∑

q=0

‖A‖q‖A‖N(n−q−1)

+
n−1∑
m=1

N−1∑
q=2

∑
(q,N)

qq

q!

∥∥C(m)
q

∥∥∥∥Ap1

∥∥···∥∥Apq

∥∥‖A‖N(n−m−1)

}
‖x‖N

≤
{∥∥AN∥∥‖A‖n−1 1−‖A‖n(N−1)

1−‖A‖N−1

+
n−1∑
m=1

N−1∑
q=2

∑
(q,N)

qq

q!
cq‖A‖m−q+1

∥∥Ap1

∥∥···∥∥Apq

∥∥‖A‖N(n−m−1)

}
‖x‖N

=
{∥∥AN∥∥‖A‖n−1 1−‖A‖n(N−1)

1−‖A‖N−1
+

1−‖A‖(n−1)(N−1)

1−‖A‖N−1

+
N−1∑
q=2

cq
qq

q!
‖A‖n−q

∑
(q,N)

∥∥Ap1

∥∥···∥∥Apq

∥∥}‖x‖N
≤
{∥∥AN∥∥‖A‖n−1 +

N−1∑
q=2

(
qq

q!
cq
∑

(q,N)

∥∥Ap1

∥∥···∥∥Apq

∥∥)‖A‖n−q} ‖x‖N
1−‖A‖N−1

.

(8.14)

Since ‖A‖ < 1, then

‖A‖n−q ≤ ‖A‖n−N+1 for q = 1,2, . . . ,N − 1. (8.15)

Hence,

∥∥C(n)
N (x, . . . ,x)

∥∥≤ cN‖A‖n−N+1‖x‖N , (8.16)

with

cN =
∥∥AN∥∥+

N−1∑
q=2

(
qq

q!
cq
∑

(q,N)

∥∥Ap1

∥∥···∥∥Apq

∥∥) 1
1−‖A‖N−1

. (8.17)

�

In view of (8.1), the Cauchy inequalities yield

∥∥C(n)
N

∥∥≤ R

rn
∀N ≥ 1, n≥ 1. (8.18)
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Hence, if s∈ (0,1) is sufficiently small, in such a way that B(0, s)⊂D, and if
x ∈ B(0, s/2), n≥ 1, and N0 ≥ 2,

∥∥ f n(x)
∥∥≤ ∥∥Anx∥∥+

∥∥C(n)
2 (x,x)

∥∥+ ···+
∥∥C(n)

N0
(x, . . . ,x)

∥∥+R
+∞∑

N=N0+1

(‖x‖
s

)N
≤ ∥∥Anx∥∥+

∥∥C(n)
2 (x,x)

∥∥+ ···+
∥∥C(n)

N0
(x, . . . ,x)

∥∥
+R
(‖x‖

s

)N0+1 1
1−‖x‖/s

≤ ‖A‖n‖x‖+ c2‖A‖n−1‖x‖2 + ···+ cN0‖A‖n−N0+1‖x‖N0 +
R

2N0
.

(8.19)

Let c =max{1, c2, . . . , cN0}. Then

∥∥ f n(x)
∥∥≤ ‖A‖n−N0+1(‖A‖N0−1 +‖A‖N0−2 + ···+ 1

)
s+

R

2N0

≤ c‖A‖
n−N0+1

1−‖A‖ s+
R

2N0
.

(8.20)

For ε > 0, choosing N0 � 0 and n0 � 0 in such a way that

RrN0+1

1− r <
ε
2
, c

‖A‖n−N0+1

1−‖A‖ r <
ε
2

∀n≥ n0, (8.21)

then

∥∥ f n(x)
∥∥ < ε ∀x ∈ B

(
0,
s

2

)
, ∀n≥ n0. (8.22)

That proves the following lemma.

Lemma 8.3. If ‖A‖ < 1, for any ε > 0 and any s∈ (0,1) such that B(0, s)⊂D, there
is n0 ≥ 1 such that (8.22) holds.

Proposition 8.4. If σ(A)⊂ ∆, for any ε > 0 and any s∈ (0,1) such that B(0, s)⊂
D, there is n0 ≥ 1 such that (8.22) holds.

Proof. There is n1 ≥ 1 such that ‖An1‖ < 1. By Lemma 8.3, there is n2 ≥ 1 such
that

∥∥ f n1n(x)
∥∥ < ε ∀x ∈ B

(
0,
s

2

)
, n≥ n2. (8.23)
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Let ω be the Poincaré distance in ∆. Since holomorphic maps contract the
Kobayashi distance, for m≥ 1, n≥ n2, and x ∈ B(0, s/2), then

ω
(

0,

∥∥ f n1n+m(x)
∥∥

R

)
= kB(0,R)

(
0, f n1n+m(x)

)≤ kD(0, f n1n+m(x)
)

≤ kD
(
0, f n1n(x)

)≤ kB(0,s)
(
0, f n1n(x)

)
= ω
(

0,

∥∥ f n1n(x)
∥∥

s

)
< ω
(

0,
ε
s

)
.

(8.24)

Thus, the sequence { f n} converges to 0 uniformly on B(0, s/2), and therefore
converges to zero everywhere on D by Vitali’s theorem [8, Theorem 3.18.1]. The
convergence being uniform on B(0, s/2), the sequence { f n} tends to zero for the
topology of local uniform convergence on D [5, page 104].

The proof of Theorem 8.1 is complete. �

As in Section 6, let φ be a map of R∗
+ ×D into D satisfying (2.3) and (2.4)

for all t, t1, t2 ∈R∗
+ , and such that the map t �→ φt(x) is continuous on R∗

+ for all
x ∈�.

Let φt(x0) = x0 for all t > 0 and for some point x0 in the bounded domain
D ⊂�.

If σ(dφt0 (x0)) ⊂ ∆ for some t0 > 0, Theorem 8.1 applied to the function f =
φt0 , implies that, as n→ +∞, the sequence {φnt0 : n = 1,2, . . .} converges to the
constant map x �→ x0 for the topology of local uniform convergence.

Let r > 0 be such that

BkD
(
x0, r
)
�D. (8.25)

Since the distances ‖ ‖ and kD are equivalent on BkD(x0, r), for any ε > 0, there
is n0 ≥ 1 such that

φn0t0

(
BkD
(
x0, r
))⊂ BkD(x0,ε

)
, (8.26)

whenever n≥ n0. For all t > n0t0,

φt
(
BkD
(
x0, r
))= φt−n0t0+n0t0

(
BkD
(
x0, r
))= φt−n0t0

(
φn0t0

(
BkD
(
x0, r
)))

⊂ φt−n0t0

(
BkD
(
x0,ε
))⊂ BkD(x0,ε

) (8.27)

because holomorphic maps contract the Kobayashi distance.
Thus the following theorem holds.



Edoardo Vesentini 251

Theorem 8.5. If φ : R∗
+ ×D → D fixes a point x0 ∈ D of the bounded domain

D, and if σ((dφt0 )(x0)) ⊂ ∆ for some t0 > 0, then, as t→ +∞, φt converges to the
constant map x �→ x0 for the topology of local uniform convergence.

9. Fixed points and idempotents

As at the beginning of Section 8, letD be a bounded domain in � and let f :D→
D be a holomorphic map fixing a point x0 ∈D.

If f is an idempotent of the semigroup Hol(D), a direct inspection of the
power series expansion of f at x0 shows that df (x0) is an idempotent of �(�).

In this section, we show that, if the geometry of D satisfies suitable condi-
tions, the fact that df (x0) is an idempotent of �(�) implies that the iterates of
f converge for the topology of local uniform convergence to an idempotent of
Hol(D).

As before, let D be a bounded, open, connected neighbourhood of 0, and let
f (0)= 0. Let f be expressed in B(0, r) by the power series (8.2) (and r is given
by (8.3)).

Let A= df (0) be an idempotent of �(�).
Since A2 =A, (8.12) reads, for n≥ 2,

C(n)
2 (x,x)= AA2(x,x) +A2(Ax,Ax) + (n− 2)AA2(Ax,Ax) (9.1)

for all x ∈ �. If AA2(Ax,Ax) 
≡ 0, there are y ∈ � and λ ∈ �′ (the topological
dual of �) such that

〈
AA2(Ay,Ay),λ

〉 
= 0. (9.2)

The Cauchy inequalities (8.18) yield, for N = 2 and n= 1,2, . . . ,

∣∣〈AA2(y, y) +A2(Ay,Ay) + (n− 2)AA2(Ay,Ay),λ
〉∣∣≤ R

r2
‖y‖2|λ| (9.3)

for all n= 2,3, . . . , contradicting (9.2). Hence,AA2(Ax,Ax)= 0 for all x ∈�, and
therefore

C(n)
2 (x,x)=AA2(x,x) +A2(Ax,Ax) (9.4)

for all n= 2,3, . . ., and all x ∈�.
Thus, Cn2 (x,x) does not depend on n≥ 2. Proceeding by induction on N , we

show that C(n)
N (x, . . . ,x) is independent of n≥N for all N .

Assuming this fact to hold for C2, . . . ,CN , then

f N (x)= Ax+C2(x,x) + ···+CN (x, . . . ,x) +FN+1(x, . . . ,x) + ··· (9.5)
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for all x ∈ B(0, r), where FN+1 is a homogeneous, continuous polynomial of de-
gree N + 1 from � to �.

Then, setting A1 = A,

f N+1(x)= Ax+
N∑
q=2

Cq(x, . . . ,x) +AAN+1(x, . . . ,x)

+
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)
+FN+1(Ax, . . . ,Ax) + ··· ,

f N+2(x)= Ax+
N∑
q=2

Cq(x, . . . ,x) +AAN+1(x, . . . ,x)

+
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)
+FN+1(Ax, . . . ,Ax) +AAN+1(Ax, . . . ,Ax)

+
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (Ax, . . . ,Ax), . . . ,Apq(Ax, . . . ,Ax)

)
+ ··· ,

...

f N+�(x)= Ax+
N∑
q=2

Cq(x, . . . ,x) +AAN+1(x, . . . ,x)

+
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)
+FN+1(Ax, . . . ,Ax)

+ (�− 1)

[
AAN+1(Ax, . . . ,Ax)

+
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (Ax, . . . ,Ax), . . . ,Apq(Ax, . . . ,Ax)

)]
+ ···

(9.6)

for all x ∈ B(0, r) and all � = 2,3, . . . .
A similar argument to that devised for C2 implies that

AAN+1(Ax, . . . ,Ax) +
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (Ax, . . . ,Ax), . . . ,Apq(Ax, . . . ,Ax)

)= 0

(9.7)
for all x ∈�.
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The inductive argument is now complete, showing that

f n(x)= Ax+C2(x,x) + ···+CN (x, . . . ,x) +O
(‖x‖N+1) (9.8)

for all x ∈ B(0, r) and all n≥N = 1,2, . . . , with

CN+1(x, . . . ,x)= AAN+1(x, . . . ,x)

+
N∑
q=2

∑
(q,N)

Cq
(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . . ,x)

)
+FN+1(Ax, . . . ,Ax).

(9.9)

Since, by the Cauchy inequalities,

∥∥(dN f n)(0)
∥∥≤ R

rN
N ! (9.10)

for all N ≥ 0, n > 0, and therefore

limsup
N

∥∥∥∥ 1
n!

(
dN f n

)
(0)
∥∥∥∥1/N

≤ 1
r
, (9.11)

the Cauchy-Hadamard formula implies that the power series

Ax+
+∞∑
N=2

BN (x, . . . ,x) (9.12)

converges uniformly on B(0, s) whenever 0 < s < r. Let g be the holomorphic
function on B(0, r) represented by this power series.

By the Cauchy inequalities, if ‖x‖ ≤ s < r,

∥∥g(x)− f n(x)
∥∥≤ +∞∑

N=n+1

∥∥CN (x, . . . ,x)−C(n)
N (x, . . . ,x)

∥∥
≤

+∞∑
N=n+1

(∥∥CN (x, . . . ,x)
∥∥+
∥∥C(n)

N (x, . . . ,x)
∥∥)

≤
+∞∑

N=n+1

(∥∥CN∥∥+
∥∥C(n)

N

∥∥)‖x‖N
≤ 2R

+∞∑
N=n+1

(‖x‖
r

)N

≤ 2R
+∞∑

N=n+1

(
s

r

)N

= 2R
(
s

r

)N+1 1
1− s/r .

(9.13)
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Hence, the sequence { f n} converges to g uniformly on B(0, s). By Vitali’s the-
orem [8, Theorem 3.18.1], the sequence { f n(x)} converges for all x ∈D, and the
limit is a holomorphic map h :D→�. Clearly, h|B(0,r) = g.

The convergence being uniform on B(0, s), the sequence { f n} tends to h for
the topology of local uniform convergence.

In conclusion, the following theorem has been established.

Theorem 9.1. Let f be a holomorphic map of a bounded domain D into itself.
If f fixes a point x0 ∈ D, and if df (x0) is an idempotent of �(�), the sequence
{ f n} converges for the topology of local uniform convergence to a holomorphic map
h :D→�.

Obviously, h(D)⊂D, h(x0)= x0,

dh
(
x0
)= df (x0

)
, (9.14)

and h◦ f = h. Furthermore,

f ◦h= h, (9.15)

and therefore Fix f = h(D), provided that h(D)⊂D. This latter condition is ful-
filled if D satisfies the following principle.

Maximum principle. Whenever a holomorphic function h : D→ � is such that
h(D)⊂D and h(D)∩ ∂D 
= ∅, then h(D)⊂ ∂D.

Example 9.2. If the bounded domain D is convex, its support function is pluri-
subharmonic [14]. Thus, D satisfies the maximum principle.

Summing up, the following proposition holds.

Proposition 9.3. Under the hypotheses of Theorem 9.1, and if moreover D satis-
fies the maximum principle, h is an idempotent of the semigroup of all holomorphic
maps of D into D which commute with f and is such that h(D)= Fix f .

If df (x0) is an idempotent of �(�), then

σ
(
df
(
x0
))= pσ

(
df
(
x0
))⊂ {0,1}, (9.16)

σ
(
df
(
x0
))= {0} =⇒ df

(
x0
)= 0, (9.17)

σ
(
df
(
x0
))= {1} =⇒ df

(
x0
)= I. (9.18)

Since D is bounded, by Cartan’s identity theorem, (9.18) holds if, and only if,
f = id.

Theorem 8.1 and (9.17) yield the following proposition.
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Proposition 9.4. IfD is bounded, if f (x0)= x0, and if df (x0) is an idempotent of
�(�) with σ(df (x0))= {0}, then the sequence { f n} converges to the constant map
x �→ x0 for the topology of local uniform convergence on D.

Theorem 9.5 [16]. Let D be a bounded, open, convex neighbourhood of 0, and let
f ∈Hol(D) be such that f (0) = 0 and df (0) is an idempotent of �(�). If ∂D∩
Randf (0) consists of complex extreme points of D, then h(D)=D∩Randf (0).

Proof. LetA= df (0) and �= ker(I−A)= RanA. As a consequence of the strong
maximum principle [15, Corollary 5.4], if x ∈�∩D, f (x)= Ax = x, and with
the same notations of (8.2),

A2(x,x)=A3(x,x,x)= ··· = 0 ∀x ∈�. (9.19)

Therefore,

A2(Ax,Ax)= A3(Ax,Ax,Ax)= ··· = 0 ∀x ∈�. (9.20)

Thus, by (9.4),

C2(x,x)= AA2(x,x) ∀x ∈�. (9.21)

Similarly, for any N = 2,3, . . . , if x ∈�∩D, then f N (x)= Ax = x, and

C2(Ax,Ax)= ··· = CN (Ax, . . . ,Ax)= FN+1(Ax, . . . ,Ax)= 0 ∀x ∈�. (9.22)

Assuming that there are continuous polynomials x �→ C̃2(x,x), . . . ,x �→
C̃N (x, . . . ,x) such that C2 =AC̃2, . . . ,CN =AC̃N , (9.9) yields

CN+1 = AC̃N+1 (9.23)

with

C̃N+1(x, . . . ,x)=AN+1(x, . . . ,x) +
N∑
q=2

∑
(q,N)

C̃q
(
Ap1 (x, . . . ,x), . . . ,Apq(x, . . .x)

)
.

(9.24)

This inductive argument shows that h(B(0, r)) ⊂ �, and therefore h(D) ⊂
�∩D. Since, on the other hand, �∩D ⊂ Fix f = h(D), the conclusion fol-
lows. �

10. Extensions to semiflows

In this section, we apply the results of Section 8 to the case in which f is an ele-
ment of a semiflow. Thus, let x0 ∈D be a fixed point of a semiflow φ : R+×D→
D acting by holomorphic maps φt on a domain D of �. Denoting by dφt(x) ∈
�(�) the Fréchet differential of φt at x, then

dφt1+t2

(
x0
)= dφt1(x0

)
dφt2
(
x0
) ∀t1, t2 ∈R+, dφ0

(
x0
)= I. (10.1)
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Lemma 10.1. If the semiflow φ is continuous, the semigroup dφ•(x0) : R+ →�(�)
is strongly continuous.

If the domain D is bounded, the semigroup is uniformly bounded.

Proof. Choose r > 0 so small that B(x0, r)⊂D.
If ξ ∈�, choose s > 0 in such a way that φt(x0 + ζξ)∈ B(x0, r) whenever |ζ| ≤

s and for any t in a neighbourhood of 0 in R+.
If λ∈�′, the Cauchy integral formula yields

〈
dφt
(
x0
)
ξ,λ
〉= 1

2πi

∫
∂∆(0,s)

〈
φt
(
x0 + ζξ

)
,λ
〉

ζ2
dζ. (10.2)

Since, for ζ ∈ ∂∆(0, s),

∣∣∣∣
〈
φt
(
x0 + ζξ

)
,λ
〉

ζ2

∣∣∣∣≤ r‖λ‖
s2

, (10.3)

the dominated convergence theorem implies that

lim
t↓0

〈
dφt
(
x0
)
ξ − ξ,λ〉= 0, (10.4)

that is, the semigroup dφ•(x0) is weakly, hence strongly, continuous.
The uniform boundedness of the semigroup follows from the Cauchy in-

equalities. �

Let Z : �(Z)⊂ �→ � be the infinitesimal generator of the strongly continu-
ous semigroup dφ•(x0) : R+ →�(�).

Let D be a bounded domain in �, and let φ : R+ ×D → D be a continuous
semiflow of holomorphic maps of D into D fixing a point x0 ∈D.

If φ2t0 = φt0 , for some t0 > 0, then dφt0 is an idempotent of �(�).
If σ(dφt0 (x0)) = {0}, (9.17) applied to f = φt0 shows that the semigroup

dφ•(x0) is nilpotent. Theorem 8.5 implies that, as t → +∞, φt converges to the
constant map x �→ x0 for the topology of local uniform convergence.

If σ(dφt0 (x0)) = {1}, (9.18) applied to f = φt0 , coupled with Cartan’s iden-
tity theorem, implies that φt0 = id, and therefore φ is the restriction to R+ of a
continuous periodic flow with period t0/p for some positive integer p.

How many values of the semigroup dφ•(x0) can be idempotent in �(�)?
Clearly, if dφt0 (x0) is an idempotent of �(�), then dφnt0 (x0) is an idempotent

of �(�) for n= 1,2, . . . .
If dφt0 (x0) is an idempotent of �(�) for some t0 > 0, and if 1 ∈ σ(dφt0 (x0)),

then 2nπi/t0 ∈ pσ(Z) for some n∈ Z. Letting

V :=
{
n∈ Z :

2nπi
t0

∈ pσ(Z)
}
, (10.5)
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then V 
= ∅,

σ(Z)\{0} = pσ(Z)\{0} = 2πi
t0
V,

ker
(
I −dφt0

(
x0
))= ∨

n∈Z

ker
(

2nπi
t0

I −Z
)
.

(10.6)

For any t > 0 and n∈V

e2nπit/t0 ∈ pσ
(
dφt
(
x0
))
. (10.7)

Hence, if dφt1 (x0) is an idempotent of �(�) for some t1 > 0, for any n∈V ,

e2nπit1/t0 = 1, (10.8)

that is, there is m∈ Z such that

2nπit1
t0

= 2πim, (10.9)

that is,

nt1 =mt0. (10.10)

As a consequence, if t1/t0 
∈Q, then n=m= 0. Hence, V = {0}, therefore

pσ
(
dφt
(
x0
))= {1}, (10.11)

Randφt
(
x0
)= ker

(
I −dφt

(
x0
))= kerZ ∀t ∈R+. (10.12)

Thus, since dφt0 (x0) is an idempotent,

�= ker
(
dφt0
(
x0
))⊕ kerZ. (10.13)

Let Π and Λ = I −Π be the projectors, with ranges kerdφt(x0) and kerZ,
associated to this direct sum decomposition of �.

Since, for any x ∈� and any t ≥ t0,

dφt
(
x0
)
Πx = dφt−t0

(
x0
)(
dφt0
(
x0
)
Πx
)= 0, (10.14)

then, by (10.12),

dφt
(
x0
)
x = dφt

(
x0
)
Λx =Λx, (10.15)

and therefore

dφ2t
(
x0
)
x = dφt

(
x0
)
Λx =Λx = dφt

(
x0
)
x. (10.16)
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Hence, if dφt0 (x0) and dφt1 (x0) are idempotents of �(�), and if t1/t0 
∈ Q,
then

dφt
(
x0
)= dφt0(x0

) ∀t ≥min
{
t0, t1
}
. (10.17)

Let 0 < t < t0. If x ∈ kerdφt0 (x0) and dφt(x0)x 
= 0, then

Λdφt
(
x0
)
x ∈ kerZ\{0}, (10.18)

and therefore

0= dφt0+t
(
x0
)
x = dφt

(
x0
)(
Λdφt

(
x0
)
x
)=Λdφt

(
x0
)
x 
= 0. (10.19)

This contradiction proves that if x ∈ kerdφt0 (x0), then x ∈ dφt(x0) for all t ∈
(0, t0].

Summing up, if 1∈ σ(dφt0 (x0)) and if t1/t0 
∈Q, then dφt(x0) is an idempo-
tent of �(�) which is independent of t > 0. The strong continuity of the semi-
group dφ•(x0) implies then that dφt(x0)= I for all t ≥ 0.

Since D is a bounded domain, Cartan’s identity theorem yields the following
theorem.

Theorem 10.2. If dφt0 (x0) and dφt1 (x0), with t1/t0 
∈Q, are idempotents of �(�),
and if 1∈ σ(dφt0 (x0)), then φt = id for all t ∈R+.

As in Section 4, and with the same notations, let D be the open unit ball B
of the complex Hilbert space �, and let φ be the periodic continuous semiflow,
with period τ, of holomorphic automorphisms of B, defined by the group T .

If 0∈ Fixφ, (4.8) shows that φ is (the restriction to B of) a strongly continu-
ous group of linear operators on �,

φt = dφt(0)|B, (10.20)

and Z = X11− iX22I�.
If 0∈ pσ(Z) and x ∈ kerZ\{0}, then

φt(x)= dφt(0)x = x ∀t ∈R. (10.21)

Vice versa, if φt(x) = x for some x ∈ B\{0} and all t ∈ R, Bart’s theorem in
[1] implies that 0∈ pσ(Z). That proves the following lemma.

Lemma 10.3. Let 0∈ Fixφ. Then {0} = Fixφ if, and only if, 0 
∈ pσ(Z).
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