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An efficient approach based on homotopy perturbation method by using sumudu transform is proposed to solve nonlinear
fractional Harry Dym equation. This method is called homotopy perturbation sumudu transform (HPSTM). Furthermore, the
same problem is solved by Adomian decomposition method (ADM). The results obtained by the two methods are in agreement,
and, hence, this technique may be considered an alternative and efficient method for finding approximate solutions of both linear
and nonlinear fractional differential equations. The HPSTM is a combined form of sumudu transform, homotopy perturbation
method, and He’s polynomials. The nonlinear terms can be easily handled by the use of He’s polynomials. The numerical solutions
obtained by the HPSTM show that the approach is easy to implement and computationally very attractive.

1. Introduction

Fractional differential equations have gained importance
and popularity, mainly due to its demonstrated applications
in science and engineering. For example, these equations
are increasingly used to model problems in fluid mechan-
ics, acoustics, biology, electromagnetism, diffusion, signal
processing, and many other physical processes. The most
important advantage of using fractional differential equations
in these and other applications is their nonlocal property. It
is well known that the integer order differential operator is a
local operator but the fractional order differential operator is
nonlocal. This means that the next state of a system depends
not only upon its current state but also upon all of its
historical states.This ismore realistic and it is one reasonwhy
fractional calculus has becomemore andmore popular [1–9].

In this paper, we consider the following nonlinear time-
fractional Harry Dym equation of the form

𝐷
𝛼

𝑡
𝑈 (𝑥, 𝑡) = 𝑈

3

(𝑥, 𝑡) 𝐷
3

𝑥
𝑈 (𝑥, 𝑡) , 0 < 𝛼 ≤ 1, (1)

with the initial condition

𝑈 (𝑥, 0) = (𝑎 −
3√𝑏

2
𝑥)

2/3

, (2)

where 𝛼 is parameter describing the order of the fractional
derivative and 𝑈(𝑥, 𝑡) is a function of 𝑥 and 𝑡. The fractional
derivative is understood in the Caputo sense. The general
response expression contains a parameter describing the
order of the fractional derivative that can be varied to obtain
various responses. In the case of 𝛼 = 1, the fractional Harry
Dym equation reduces to the classical nonlinear Harry Dym
equation. The exact solution of the Harry Dym equation is
given by [10]

𝑈 (𝑥, 𝑡) = (𝑎 −
3√𝑏

2
(𝑥 + 𝑏𝑡))

2/3

, (3)

where 𝑎 and 𝑏 are suitable constants. The Harry Dym is
an important dynamical equation which finds applications
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in several physical systems. The Harry Dym equation first
appeared in Kruskal and Moser [11] and is attributed in an
unpublished paper by Harry Dym in 1973-1974. It represents
a system in which dispersion and nonlinearity are coupled
together. Harry Dym is a completely integrable nonlinear
evolution equation.TheHarry Dym equation is very interest-
ing because it obeys an infinite number of conversion laws;
it does not posses, the Painleve property. The Harry Dym
equation has strong links to the Korteweg-de Vries equation,
and applications of this equation were found to the problems
of hydrodynamics [12]. The Lax pair of the Harry Dym
equation is associated with the Sturm-Liouville operator.The
Liouville transformation transforms this operator spectrally
into the Schrödinger operator [13]. Recently, a fractional
model of Harry Dym equation was studied by Kumar et al.
[14], and approximate analytical solution was obtained by
using homotopy perturbation method (HPM).

In the present paper, the homotopy perturbation sumudu
transform method (HPSTM) basically illustrates how the
sumudu transform can be used to approximate the solutions
of the linear and nonlinear fractional differential equations
by manipulating the homotopy perturbation method. The
homotopy perturbation method (HPM) was first introduced
and developed by He [15–17]. The HPM was also studied
by many authors to handle linear and nonlinear equations
arising in various scientific and technological fields [18–
24]. The homotopy perturbation sumudu transform method
(HPSTM) is a combination of sumudu transform method,
HPM, and He’s polynomials and is mainly due to Ghorbani
[25, 26]. In recent years, many authors have paid attention
to study the solutions of linear and nonlinear partial differ-
ential equations by using various methods combined with
the Laplace transform [27–30] and sumudu transform [31,
32].

In this paper, we apply the homotopy perturbation
sumudu transform method (HPSTM) and Adomian decom-
position method (ADM) to solve the nonlinear time-
fractional Harry Dym equation. The objective of the present
paper is to extend the application of the HPSTM to obtain
analytic and approximate solutions to the nonlinear time-
fractional Harry Dym equation. The advantage of the
HPSTM is its capability of combining two powerful methods
for obtaining exact and approximate analytical solutions for
nonlinear equations. It provides the solutions in terms of con-
vergent series with easily computable components in a direct
way without using linearization, perturbation, or restrictive
assumptions. It is worth mentioning that the HPSTM is
capable of reducing the volume of the computational work
as compared to the classical methods while still maintaining
the high accuracy of the numerical result; the size reduction
amounts to an improvement of the performance of the
approach.

2. Sumudu Transform

In early 1990s, Watugala [33] introduced a new integral
transform, named the sumudu transform and applied it
to the solution of ordinary differential equation in control
engineering problems.The sumudu transform is defined over

the set of functions

𝐴 = {𝑓 (𝑡) | ∃ 𝑀, 𝜏
1
, 𝜏
2
> 0,

󵄨󵄨󵄨󵄨𝑓 (𝑡)
󵄨󵄨󵄨󵄨 < 𝑀𝑒

|𝑡|/𝜏𝑗 , if 𝑡 ∈ (−1)
𝑗

× [0,∞)}

(4)

by the following formula:

𝑓 (𝑢) = 𝑆 [𝑓 (𝑡)] = ∫

∞

0

𝑓 (𝑢𝑡) 𝑒
−𝑡

𝑑𝑡, 𝑢 ∈ (−𝜏
1
, 𝜏
2
) . (5)

Some of the properties were established byWeerakoon in [34,
35]. Furthermore, fundamental properties of this transform
were also established by Asiru [36]. This transform was
applied to the one-dimensional neutron transport equation
in [37] by Kadem. In fact it was shown that there is strong
relationship between sumudu and other integral transform
methods; see Kılıçman et al. [38]. In particular the relation
between sumudu transform and Laplace transforms was
proved in Kılıçman and Gadain [39]. Next, in Eltayeb et al.
[40], the sumudu transformwas extended to the distributions
and some of their properties were also studied in Kılıçman
and Eltayeb [41]. Recently, this transform is applied to solve
the system of differential equations; see Kılıçman et al. [42].
Note that a very interesting fact about sumudu transform is
that the original function and its sumudu transform have the
same Taylor coefficients except for the factor 𝑛; see Zhang
[43]. Thus, if 𝑓(𝑡) = ∑

∞

𝑛=0
𝑎
𝑛
𝑡
𝑛, then 𝑓(𝑢) = ∑

∞

𝑛=0
𝑛!𝑎
𝑛
𝑢
𝑛;

see Kılıçman et al. [38]. Similarly, the sumudu transform
sends combinations, 𝐶(𝑚, 𝑛), into permutations, 𝑃(𝑚, 𝑛),
and, hence, it will be useful in the discrete systems.

3. Basic Definitions of Fractional Calculus

In this section, we mention the following basic definitions of
fractional calculus.

Definition 1. TheRiemann-Liouville fractional integral oper-
ator of order 𝛼 > 0, of a function𝑓(𝑡) ∈ 𝐶

𝜇
, 𝜇 ≥ −1, is defined

as [3]

𝐽
𝛼

𝑓 (𝑡) =
1

Γ (𝛼)
∫

𝑡

0

(𝑡 − 𝜏)
𝛼−1

𝑓 (𝜏) 𝑑𝜏 (𝛼 > 0) ,

𝐽
0

𝑓 (𝑡) = 𝑓 (𝑡) .

(6)

For the Riemann-Liouville fractional integral, we have

𝐽
𝛼

𝑡
𝛾

=
Γ (𝛾 + 1)

Γ (𝛾 + 𝛼 + 1)
𝑡
𝛼+𝛾

. (7)

Definition 2. The fractional derivative of 𝑓(𝑡) in the Caputo
sense is defined as [6]

𝐷
𝛼

𝑡
𝑓 (𝑡) = 𝐽

𝑚−𝛼

𝐷
𝑛

𝑓 (𝑡)

=
1

Γ (𝑛 − 𝛼)
∫

𝑡

0

(𝑡 − 𝜏)
𝑚−𝛼−1

𝑓
(𝑚)

(𝜏) 𝑑𝜏,

(8)

for𝑚 − 1 < 𝛼 ≤ 𝑚,𝑚 ∈ 𝑁, 𝑡 > 0.
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For the Riemann-Liouville fractional integral and the
Caputo fractional derivative, we have the following relation:

𝐽
𝛼

𝑡
𝐷
𝛼

𝑡
𝑓 (𝑡) = 𝑓 (𝑡) −

𝑚−1

∑

𝑘=0

𝑓
(𝑘)

(0+)
𝑡
𝑘

𝑘!
. (9)

Definition 3. The sumudu transform of the Caputo fractional
derivative is defined as follows [44]:

𝑆 [𝐷
𝛼

𝑡
𝑓 (𝑡)] = 𝑢

−𝛼

𝑆 [𝑓 (𝑡)]

−

𝑚

∑

𝑘=0

𝑢
−𝛼+𝑘

𝑓
(𝑘)

(0+) , (𝑚 − 1 < 𝛼 ≤ 𝑚) .

(10)

4. Solution by Homotopy Perturbation
Sumudu Transform Method (HPSTM)

4.1. Basic Idea of HPSTM. To illustrate the basic idea of
this method, we consider a general fractional nonlinear
nonhomogeneous partial differential equationwith the initial
condition of the form

𝐷
𝛼

𝑡
𝑈 (𝑥, 𝑡) + 𝑅𝑈 (𝑥, 𝑡) + 𝑁𝑈 (𝑥, 𝑡) = 𝑔 (𝑥, 𝑡) , (11)

𝑈 (𝑥, 0) = 𝑓 (𝑥) , (12)

where 𝐷
𝛼

𝑡
𝑈(𝑥, 𝑡) is the Caputo fractional derivative of the

function 𝑈(𝑥, 𝑡), 𝑅 is the linear differential operator, 𝑁
represents the general nonlinear differential operator and
𝑔(𝑥, 𝑡) is the source term.

Applying the sumudu transform (denoted in this paper
by 𝑆) on both sides of (11), we get

𝑆 [𝐷
𝛼

𝑡
𝑈 (𝑥, 𝑡)] + 𝑆 [𝑅𝑈 (𝑥, 𝑡)] + 𝑆 [𝑁𝑈 (𝑥, 𝑡)] = 𝑆 [𝑔 (𝑥, 𝑡)] .

(13)

Using the property of the sumudu transform, we have

𝑆 [𝑈 (𝑥, 𝑡)] = 𝑓 (𝑥) + 𝑢
𝛼

𝑆 [𝑔 (𝑥, 𝑡)]

− 𝑢
𝛼

𝑆 [𝑅𝑈 (𝑥, 𝑡) + 𝑁𝑈 (𝑥, 𝑡)] .

(14)

Operatingwith the sumudu inverse on both sides of (14) gives

𝑈 (𝑥, 𝑡) = 𝐺 (𝑥, 𝑡) − 𝑆
−1

[𝑢
𝛼

𝑆 [𝑅𝑈 (𝑥, 𝑡) + 𝑁𝑈 (𝑥, 𝑡)]] ,

(15)

where 𝐺(𝑥, 𝑡) represents the term arising from the source
term and the prescribed initial conditions. Now we apply the
HPM

𝑈 (𝑥, 𝑡) =

∞

∑

𝑛=0

𝑝
𝑛

𝑈
𝑛
(𝑥, 𝑡) , (16)

and the nonlinear term can be decomposed as

𝑁𝑈(𝑥, 𝑡) =

∞

∑

𝑛=0

𝑝
𝑛

𝐻
𝑛
(𝑈) , (17)

for some He’s polynomials𝐻
𝑛
(𝑈) [26, 45] that are given by

𝐻
𝑛
(𝑈
0
, 𝑈
1
, . . . , 𝑈

𝑛
) =

1

𝑛!

𝜕
𝑛

𝜕𝑝𝑛
[𝑁(

∞

∑

𝑖=0

𝑝
𝑖

𝑈
𝑖
)]

𝑝=0

,

𝑛 = 0, 1, 2, . . . .

(18)

Substituting (16) and (17) in (15), we get
∞

∑

𝑛=0

𝑝
𝑛

𝑈
𝑛
(𝑥, 𝑡)

= 𝐺 (𝑥, 𝑡)

− 𝑝(𝑆
−1

[𝑢
𝛼

𝑆 [𝑅

∞

∑

𝑛=0

𝑝
𝑛

𝑈
𝑛
(𝑥, 𝑡) +

∞

∑

𝑛=0

𝑝
𝑛

𝐻
𝑛
(𝑈)]]) ,

(19)

which is the coupling of the sumudu transform and the HPM
using He’s polynomials. Comparing the coefficients of like
powers of 𝑝, the following approximations are obtained:

𝑝
0

: 𝑈
0
(𝑥, 𝑡) = 𝐺 (𝑥, 𝑡) ,

𝑝
1

: 𝑈
1
(𝑥, 𝑡) = −𝑆

−1

[𝑢
𝛼

𝑆 [𝑅𝑈
0
(𝑥, 𝑡) + 𝐻

0
(𝑈)]] ,

𝑝
2

: 𝑈
2
(𝑥, 𝑡) = −𝑆

−1

[𝑢
𝛼

𝑆 [𝑅𝑈
1
(𝑥, 𝑡) + 𝐻

1
(𝑈)]] ,

𝑝
3

: 𝑈
3
(𝑥, 𝑡) = −𝑆

−1

[𝑢
𝛼

𝑆 [𝑅𝑈
2
(𝑥, 𝑡) + 𝐻

2
(𝑈)]] ,

...

(20)

Proceeding in this same manner, the rest of the components
𝑈
𝑛
(𝑥, 𝑡) can be completely obtained and the series solution

is thus entirely determined. Finally, we approximate the
analytical solution 𝑈(𝑥, 𝑡) by truncated series

𝑈 (𝑥, 𝑡) = lim
𝑁→∞

𝑁

∑

𝑛=0

𝑈
𝑛
(𝑥, 𝑡) . (21)

The previous series solutions generally converge very rapidly.
A classical approach of convergence of this type of series is
already presented by Abbaoui and Cherruault [46].

4.2. Solution of the Problem. Consider the following nonlin-
ear time-fractional Harry Dym equation:

𝐷
𝛼

𝑡
𝑈 (𝑥, 𝑡) = 𝑈

3

(𝑥, 𝑡) 𝐷
3

𝑥
𝑈 (𝑥, 𝑡) , 0 < 𝛼 ≤ 1, (22)

with the initial condition

𝑈 (𝑥, 0) = (𝑎 −
3√𝑏

2
𝑥)

2/3

. (23)

Applying the sumudu transformon both sides of (22), subject
to initial condition (23), we have

𝑆 [𝑈 (𝑥, 𝑡)] = (𝑎 −
3√𝑏

2
𝑥)

2/3

+ 𝑢
𝛼

𝑆 [𝑈
3

(𝑥, 𝑡) 𝐷
3

𝑥
𝑈 (𝑥, 𝑡)] .

(24)
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The inverse Sumudu transform implies that

𝑈 (𝑥, 𝑡) = (𝑎 −
3√𝑏

2
𝑥)

2/3

+ 𝑆
−1

[𝑢
𝛼

𝑆 [𝑈
3

(𝑥, 𝑡) 𝐷
3

𝑥
𝑈 (𝑥, 𝑡)]] .

(25)

Now applying the HPM, we get

∞

∑

𝑛=0

𝑝
𝑛

𝑈
𝑛
(𝑥, 𝑡) = (𝑎 −

3√𝑏

2
𝑥)

2/3

+ 𝑝(𝑆
−1

[𝑢
𝛼

𝑆 [

∞

∑

𝑛=0

𝑝
𝑛

𝐻
𝑛
(𝑈)]]) ,

(26)

where𝐻
𝑛
(𝑈) are He’s polynomials that represent the nonlin-

ear terms. So, the He’s polynomials are given by

∞

∑

𝑛=0

𝑝
𝑛

𝐻
𝑛
(𝑈) = 𝑈

3

𝐷
3

𝑥
𝑈. (27)

The first few components of He’s polynomials are given by

𝐻
0
(𝑈) = 𝑈

3

0
𝐷
3

𝑥
𝑈
0
,

𝐻
1
(𝑈) = 𝑈

3

0
𝐷
3

𝑥
𝑈
1
+ 3𝑈
2

0
𝑈
1
𝐷
3

𝑥
𝑈
0
,

𝐻
2
(𝑈) = 𝑈

3

0
𝐷
3

𝑥
𝑈
2
+ 3𝑈
2

0
𝑈
1
𝐷
3

𝑥
𝑈
1
+ (3𝑈

0
𝑈
2

1
+ 3𝑈
2

0
𝑈
2
)𝐷
3

𝑥
𝑈
0
,

...
(28)

Comparing the coefficients of like powers of 𝑝, we have

𝑝
0

: 𝑈
0
(𝑥, 𝑡) = (𝑎 −

3√𝑏

2
𝑥)

2/3

,

𝑝
1

: 𝑈
1
(𝑥, 𝑡) = 𝑆

−1

[𝑢
𝛼

𝑆 [𝐻
0
(𝑈)]]

= −𝑏
3/2

(𝑎 −
3√𝑏

2
𝑥)

−1/3

𝑡
𝛼

Γ (𝛼 + 1)
,

𝑝
2

: 𝑈
2
(𝑥, 𝑡) = 𝑆

−1

[𝑢
𝛼

𝑆 [𝐻
1
(𝑈)]]

= −
𝑏
3

2
(𝑎 −

3√𝑏

2
𝑥)

−4/3

𝑡
2𝛼

Γ (2𝛼 + 1)
,

𝑝
3

: 𝑈
3
(𝑥, 𝑡) = 𝑆

−1

[𝑢
𝛼

𝑆 [𝐻
2
(𝑈)]]

= 𝑏
9/2

(𝑎 −
3√𝑏

2
𝑥)

−7/3

× (
15

2

Γ (2𝛼 + 1)

2(Γ(𝛼 + 1))
2
− 16)

𝑡
3𝛼

Γ (3𝛼 + 1)
,

...

(29)

In thismanner the rest of components of theHPSTMsolution
can be obtained.Thus, the solution𝑈(𝑥, 𝑡) of the (22) is given
as

𝑈 (𝑥, 𝑡) = (𝑎 −
3√𝑏

2
𝑥)

2/3

− 𝑏
3/2

(𝑎 −
3√𝑏

2
𝑥)

−1/3

𝑡
𝛼

Γ (𝛼 + 1)

−
𝑏
3

2
(𝑎 −

3√𝑏

2
𝑥)

−4/3

𝑡
2𝛼

Γ (2𝛼 + 1)

+ 𝑏
9/2

(𝑎 −
3√𝑏

2
𝑥)

−7/3

× (
15

2

Γ (2𝛼 + 1)

2(Γ(𝛼 + 1))
2
− 16)

𝑡
3𝛼

Γ (3𝛼 + 1)
+ ⋅ ⋅ ⋅ .

(30)

The series solution converges very rapidly. The rapid conver-
gence means that only few terms are required to get analytic
function. Now, we calculate numerical results of the approx-
imate solution 𝑈(𝑥, 𝑡) for different values of 𝛼 = 1/3, 1/2, 1

and for various values of 𝑡 and 𝑥. The numerical results for
the approximate solution obtained by using HPSTM and the
exact solution given by Mokhtari [10] for constant values of
𝑎 = 4 and 𝑏 = 1 for various values of 𝑡, 𝑥, and 𝛼 are shown
in Figures 1(a)–1(d), and those for different values of 𝑥 and 𝛼
at 𝑡 = 1 are depicted in Figure 2. It is observed from Figures
1(a)–1(c) that𝑈(𝑥, 𝑡)decreaseswith the increase in both𝑥 and
𝑡 for 𝛼 = 1/3, 1/2, and 𝛼 = 1. Figures 1(c)-1(d) clearly shows
that, when 𝛼 = 1, the approximate solution obtained by the
HPSTM is very near to the exact solution. It is also seen from
Figure 2 that as the value of 𝛼 increases, the displacement
𝑈(𝑥, 𝑡) increases. It is to be noted that only the third order
term of the HPSTM was used in evaluating the approximate
solutions for Figure 1. It is evident that the efficiency of the
present method can be dramatically enhanced by computing
further terms of 𝑈(𝑥, 𝑡) when the HPSTM is used.

5. Solution by Adomian Decomposition
Method (ADM)

5.1. Basic Idea of ADM. To illustrate the basic idea of Ado-
mian decomposition method [47, 48], we consider a general
fractional nonlinear nonhomogeneous partial differential
equation with the initial condition of the form

𝐷
𝛼

𝑡
𝑈 (𝑥, 𝑡) + 𝑅𝑈 (𝑥, 𝑡) + 𝑁𝑈 (𝑥, 𝑡) = 𝑔 (𝑥, 𝑡) , (31)

where 𝐷
𝛼

𝑡
𝑈(𝑥, 𝑡) is the Caputo fractional derivative of the

function 𝑈(𝑥, 𝑡), 𝑅 is the linear differential operator, 𝑁
represents the general nonlinear differential operator, and
𝑔(𝑥, 𝑡) is the source term.

Applying the operator 𝐽𝛼
𝑡
on both sides of (31) and using

result (9), we have

𝑈 (𝑥, 𝑡) =

𝑚−1

∑

𝑘=0

(
𝜕
𝑘

𝑈

𝜕𝑡𝑘
)

𝑡=0

𝑡
𝑘

𝑘!
+ 𝐽
𝛼

𝑡
𝑔 (𝑥, 𝑡)

− 𝐽
𝛼

𝑡
[𝑅𝑈 (𝑥, 𝑡) + 𝑁𝑈 (𝑥, 𝑡)] .

(32)
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Figure 1: The behaviour of the 𝑈(𝑥, 𝑡) with respect to 𝑥 and 𝑡 being obtained, with (a) 𝛼 = 1/3; (b) 𝛼 = 1/2; (c) 𝛼 = 1; (d) exact solution.

Next, we decompose the unknown function 𝑈(𝑥, 𝑡) into
sum of an infinite number of components given by the
decomposition series

𝑈 =

∞

∑

𝑛=0

𝑈
𝑛
, (33)

and the nonlinear term can be decomposed as

𝑁𝑈 =

∞

∑

𝑛=0

𝐴
𝑛
, (34)

where 𝐴
𝑛
are Adomian polynomials that are given by

𝐴
𝑛
=

1

𝑛!
[

𝑑
𝑛

𝑑𝜆𝑛
𝑁(

𝑛

∑

𝑖=0

𝜆
𝑖

𝑈
𝑖
)]

𝜆=0

, 𝑛 = 0, 1, 2, . . . . (35)
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Figure 2: Plots of 𝑈(𝑥, 𝑡) versus 𝑥 at 𝑡 = 1 for different values of 𝛼.

The components𝑈
0
, 𝑈
1
, 𝑈
2
, . . . are determined recursively by

substituting (33) and (34) into (32) leading to

∞

∑

𝑛=0

𝑈
𝑛
=

𝑚−1

∑

𝑘=0

(
𝜕
𝑘

𝑈

𝜕𝑡𝑘
)

𝑡=0

𝑡
𝑘

𝑘!
+ 𝐽
𝛼

𝑡
𝑔 (𝑥, 𝑡)

− 𝐽
𝛼

𝑡
[𝑅(

∞

∑

𝑛=0

𝑈
𝑛
) +

∞

∑

𝑛=0

𝐴
𝑛
] .

(36)

This can be written as

𝑈
0
+ 𝑈
1
+ 𝑈
2
+ ⋅ ⋅ ⋅

=

𝑚−1

∑

𝑘=0

(
𝜕
𝑘

𝑈

𝜕𝑡𝑘
)

𝑡=0

𝑡
𝑘

𝑘!
+ 𝐽
𝛼

𝑡
𝑔 (𝑥, 𝑡)

− 𝐽
𝛼

𝑡
[𝑅 (𝑈
0
+ 𝑈
1
+ 𝑈
2
+ ⋅ ⋅ ⋅ ) + (𝐴

0
+ 𝐴
1
+ 𝐴
2
+ ⋅ ⋅ ⋅ )] .

(37)

Adomian method uses the formal recursive relations as

𝑈
0
=

𝑚−1

∑

𝑘=0

(
𝜕
𝑘

𝑈

𝜕𝑡𝑘
)

𝑡=0

𝑡
𝑘

𝑘!
+ 𝐽
𝛼

𝑡
𝑔 (𝑥, 𝑡) ,

𝑈
𝑛+1

= −𝐽
𝛼

𝑡
[𝑅 (𝑈
𝑛
) + 𝐴
𝑛
] , 𝑛 ≥ 0.

(38)

5.2. Solution of the Problem. To solve the nonlinear time-
fractional Harry Dym equation (22)-(23), we apply the
operator 𝐽𝛼

𝑡
on both sides of (22) and use result (9) to obtain

𝑈 =

1−1

∑

𝑘=0

𝑡
𝑘

𝑘!
[𝐷
𝑘

𝑡
𝑈]
𝑡=0

+ 𝐽
𝛼

𝑡
[𝑈
3

𝐷
3

𝑥
𝑈] . (39)

This gives the following recursive relations using (38):

𝑈
0
=

0

∑

𝑘=0

𝑡
𝑘

𝑘!
[𝐷
𝑘

𝑡
𝑈]
𝑡=0

,

𝑈
𝑛+1

= 𝐽
𝛼

𝑡
[𝐴
𝑛
] , 𝑛 = 0, 1, 2, . . . ,

(40)

where

∞

∑

𝑛=0

𝐴
𝑛
(𝑈) = 𝑈

3

𝐷
3

𝑥
𝑈. (41)

The first few components of Adomian polynomials are given
by

𝐴
0
(𝑈) = 𝑈

3

0
𝐷
3

𝑥
𝑈
0
,

𝐴
1
(𝑈) = 𝑈

3

0
𝐷
3

𝑥
𝑈
1
+ 3𝑈
2

0
𝑈
1
𝐷
3

𝑥
𝑈
0
,

𝐴
2
(𝑈) = 𝑈

3

0
𝐷
3

𝑥
𝑈
2
+ 3𝑈
2

0
𝑈
1
𝐷
3

𝑥
𝑈
1

+ (3𝑈
0
𝑈
2

1
+ 3𝑈
2

0
𝑈
2
)𝐷
3

𝑥
𝑈
0
,

...

(42)

The components of the solution can be easily found by using
the previous recursive relations as

𝑈
0
(𝑥, 𝑡) = (𝑎 −

3√𝑏

2
𝑥)

2/3

,

𝑈
1
(𝑥, 𝑡) = −𝑏

3/2

(𝑎 −
3√𝑏

2
𝑥)

−1/3

𝑡
𝛼

Γ (𝛼 + 1)
,

𝑈
2
(𝑥, 𝑡) = −

𝑏
3

2
(𝑎 −

3√𝑏

2
𝑥)

−4/3

𝑡
2𝛼

Γ (2𝛼 + 1)
,

𝑈
3
(𝑥, 𝑡) = 𝑏

9/2

(𝑎 −
3√𝑏

2
𝑥)

−7/3

× (
15

2

Γ (2𝛼 + 1)

2(Γ(𝛼 + 1))
2
− 16)

𝑡
3𝛼

Γ (3𝛼 + 1)
,

...

(43)

and so on. In this manner the rest of components of the
decomposition solution can be obtained. Thus, the ADM
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Table 1: Comparison study between HPSTM, ADM, and the exact solution, when 𝛼 = 1 and for constant values of 𝑎 = 4 and 𝑏 = 1.

𝑥 𝑡 HPSTM ADM Exact solution
0 1 1.843946953 1.843946953 1.843946953
0.2 1 1.694117377 1.694117377 1.691538112
0.4 1 1.537581542 1.537581542 1.534036644
0.6 1 1.373028020 1.373028020 1.367980757
0.8 1 1.198654865 1.198654865 1.191138425
1.0 1 1.011880649 1.011880649 1.000000000

solution 𝑈(𝑥, 𝑡) of (22) is given as

𝑈 (𝑥, 𝑡) = (𝑎 −
3√𝑏

2
𝑥)

2/3

− 𝑏
3/2

(𝑎 −
3√𝑏

2
𝑥)

−1/3

𝑡
𝛼

Γ (𝛼 + 1)

−
𝑏
3

2
(𝑎 −

3√𝑏

2
𝑥)

−4/3

𝑡
2𝛼

Γ (2𝛼 + 1)

+ 𝑏
9/2

(𝑎 −
3√𝑏

2
𝑥)

−7/3

× (
15

2

Γ (2𝛼 + 1)

2(Γ (𝛼 + 1))
2
− 16)

𝑡
3𝛼

Γ (3𝛼 + 1)
+ ⋅ ⋅ ⋅ ,

(44)

which is the same solution as obtained by using HPSTM.
From Table 1, it is observed that the values of the

approximate solution at different grid points obtained by the
HPSTMandADMare close to the values of the exact solution
with high accuracy at the third term approximation. It can
also be noted that the accuracy increases as the order of
approximation increases.

6. Conclusions

In this paper, the homotopy perturbation sumudu transform
method (HPSTM) and the Adomian decomposition method
(ADM) are successfully applied for solving nonlinear time-
fractional Harry Dym equation. The comparison between
the third order terms solution of the HPSTM, ADM, and
exact solution is given in Table 1. It is observed that for
𝑡 = 1 and 𝛼 = 1, there is a good agreement between
the HPSTM, ADM, and exact solution. Therefore, these
two methods are very powerful and efficient techniques for
solving different kinds of linear and nonlinear fractional
differential equations arising in different fields of science and
engineering. However, HPSTM has an advantage over the
Adomian decomposition method (ADM) such that it solves
the nonlinear problemswithout usingAdomian polynomials.
In conclusion, the HPSTM may be considered as a nice
refinement in existing numerical techniques and might find
wide applications.
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