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We consider a degenerate equation with a memory condition at the boundary. For a wider class of relaxation functions, we establish
a more general decay result, from which the usual exponential and polynomial decay rates are only special cases.

1. Introduction

The main purpose of this paper is to investigate the asymp-
totic behavior of the solutions of the degenerate equation with
a memory condition at the boundary

K@)u" +ANu+fw)=0 inQ=0Qx(0,00), (1)

ou
u=—=90

= on T, x (0,00), (2)

—u+J;g1(t—s)%2u(s)ds=0 on I} x (0,00), (3)

t
%+jg2(t—s)931u(s)ds=0 on I} x (0,00), (4)
0

u(0,x) =uy(x), ' (0,x)=u,(x) inQ, (5

where Q) is a bounded domain of R” with a smooth boundary
T and let us assume that I, can be divided into two nonnull
partsT = T,UT, and T, N T, = #and K € C'(Q) and
K(x) = 0 for all x € Q which satisfies some appropriate
conditions. v is the unit outward normal toT'and 7 = (-v,, v,)
the corresponding unit tangent vector. Here, the relaxation

functions g; (i = 1,2) are positive and nondecreasing, the
function f € CY(R) and

0Au 0B,u
Bu=Au+(1-u)Bu, Bou=—+(1- 27
1 ( #) 1 2 av ( AM) aT
Boyu=2 2 2
U= v1v2uxy - 7/11’{;\/)/ — Volsx>
2 2
Byu = (”1 - vz) Uy + V175 (uy}, - uxx) ,
(6)

and the constant y, 0 < y < 1/2, represents Poisson’s ratio.

From the physical point of view, we know that the mem-
ory effect described in integral equations (3) and (4) can be
caused by the interaction with another viscoelastic element.
In fact, the boundary conditions (3) and (4) mean that Q is
composed of a material which is clamped in a rigid body in
I, and is clamped in a body with viscoelastic properties in
the complementary part of its boundary named I';. Problems
related to (1)-(5) are interesting not only from the point of
view of PDE general theory, but also due to its applications in
mechanics.

The existence of global solutions and exponential decay to
the degenerate equation with 0Q = I}; has been investigated
by several authors. See Cavalcanti et al. [1] and Menezes
et al. [2]. For instance, when K(x) is equal to 1, (1) describes
the transverse deflection u(x,t) of beams. There exists a
large body of literature regarding viscoelastic problems with
the memory term acting in the domain or at the boundary



(see [3-17]). Santos et al. [18] studied the asymptotic behavior
of the solutions of a nonlinear wave equation of Kirchhoft
type with boundary condition of memory type. Cavalcanti
et al. [19] proved the uniform decay rates of solutions to a
degenerate system with a memory condition at the boundary.
Santos and Junior [20] investigated the stability of solutions
for Kirchhoff plate equations with a boundary memory
condition. Rivera et al. [21] showed the asymptotic behavior
to a von Karman plate with boundary memory conditions.
Park and Kang [22] studied the exponential decay for the
Kirchhoft plate equations with nonlinear dissipation and
boundary memory condition. They proved that the energy
decays uniformly exponentially or algebraically with the same
rate of decay as the relaxation functions. In the present work,
we generalize the earlier decay results of the solution of
(1)-(5). More precisely, we show that the energy decays at
the rate similar to the relaxation functions, which are not
necessarily decaying like polynomial or exponential func-
tions. In fact, our result allows a larger class of relaxation
functions. Recently, Messaoudi and Soufyane [23], Mustafa
and Messaoudi [24], and Santos and Soufyane [25] proved
the general decay for the wave equation, Timoshenko system,
and von Karman plate system with viscoelastic boundary
conditions, respectively.

The organization of this paper is as follows. In Section 2,
we present some notations and material needed for our work
and state the existence result to system (1)-(5). In Section 3,
we prove the general decay of the solutions to the degenerate
equation with a memory condition at the boundary.

2. Preliminaries

In this section, we introduce some notations and establish the
existence of solutions of the problem (1)-(5).

Note that, because of condition (2), the solution of system
(1)-(5) must belong to the following space:

o _

W:{VGHZ(Q):Vz
ov

0 on 1"0} . (7)
Let us define the bilinear form a(, -) as follows:

a(u,v) = J;) {uxxvxx Uy vy, + U (uxxvyy + uyyvxx)

(8)
+2(1-p) uxyvxy} dxdy.

Since I, # 0, we know that a(u, u) is equivalent to the H 2(Q)
norm on W; that is,

2 2
CO”u"HZ(Q) <a(u,u) < CO|Iu||H2(Q)) )

and here and in the sequel, we denote by ¢, and C, generic
positive constants. Simple calculation, based on the integra-
tion by parts formula, yields

(Azu, v) =a(u,v)+(Byu,v) - (%lu, a_v> . (10)
v/
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We assume that there exists x, € R” such that
Ih={xel:v(x) (x-x) <0}, (11)
I, ={xel:v(x) (x-xy) >0}. (12)

If we denote the compactness of I'; by m(x) = x — x,, condi-
tion (12) implies that there exists a small positive constant &,
such that 0 < §, < m(x) - »(x), for all x € I;.

Next, we will use (3) and (4) to estimate the values %, and
3, onI;. Denoting by

@*@@:LgaﬂW@Ms (13)

the convolution product operator and differentiating (3) and
(4), we arrive at the following Volterra equations:

|

1y
B+ ———g, * Byu=——u,
My (0)91 =50
1 1 o o
B+ ——ghx Biu=——— 2,
M0 Zp) 1 9, (0) v
Applying the Volterra inverse operator, we get
1 ! !
PBou=——u +k *up,
= gy W ke
(15)

1 ou' ou'
Bu=— — +k,x — ¢,
1 gz(O){av+2*av}

where the resolvent kernels satisfy

1 1
g:(0) g (0)

Denoting that 7, = 1/g,(0) and 7, = 1/g,(0), we have

ki + g: * ki = g:, Vi = 1, 2. (16)

By =1y {u' +ky ()i~ ky (g + K} *u},

ou'

ou ou ou
93@;:—72{5+k2(0)$—k2(t)a—;’+k; * —}.

o0v

(17)
Therefore, we use (17) instead of the boundary conditions (3)
and (4).

Let us denote that

t
(gowar=Lgu—9wm—v@Wm. (18)

The following lemma states an important property of the
convolution operator.

Lemmal. Forg,v e C ([0, 00) : R), one has
14
2dt

oor([oow)]

(g#v)v = —%g(t) lv ()] + %g’ ov—
(19)
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The proof of this lemma follows by differentiating the
term g & .

Lemma 2 (see [26]). Suppose that f € L*(Q), g € H'*(I)
and h € H**(T)); then, any solution of

a(v,w) = J fwdx + J gwdl + J ha—wdr, Yw e W,
Q I . 0V
(20)
satisfies v € H*(Q) and also
ov
A2v=f, v=—=0 onl,
ov 0 (21)
Bv =h, B,yv=g onl.
We formulate the following assumptions.
(A1) Let f € C'(R) satisfy
f(s)s=0, VseR. (22)

Additionally, we suppose that f is superlinear; that is,

F(z) = LZ F(s)ds, VseR,
(23)

f(s)s=(2+n)F(s),

for some # > 0 with the following growth condition:

f@=fD e+ + [y )x =y, VxyeR
(24)

for some ¢ > 0 and p > 1 such that (n —2)p < n.

(A2) K € C'(Q); HX(Q) N L®(Q) with K(x) > 0, for all
x € (), and satisfy the following condition

VK-m>0 in Q. (25)

The well-posedness of system (1)-(5) is given by the
following theorem.

Theorem 3 (see [27]). Consider assumptions (Al)-(A2) and let
k; € C*(R") be such that

ki, —ki,ki 20 (i=1,2). (26)

Ifu, € Wn HYQ), u, € W, satisfying the compatibility
condition

ou,

RBuy = T Byug =1uy only, (27)

then there is only one solution u of the system (1)-(5) satisfying
uel®(0,T:WnH" (), u € L®0,T: W),

u" e L% (0,T: L* ().
(28)

3. General Decay

In this section, we show that the solution of system (1)-
(5) may have a general decay not necessarily of exponential
or polynomial type. For this we consider that the resolvent
kernels satisfy the following hypothesis.

(H) k; : R, — R, is twice differentiable function such
that

k(0)>0,  limk () =0, k, (t) <0, (29)

and there exists a nonincreasing continuous function &; :
R, — R, satisfying

k' (t)=-& @)k (t), i=1,2, Vt=0. (30)

The following identity will be used later.

Lemma 4 (see [26]). For every v € H*(Q) and for every u €
R, one has

J. (m - Vv) Avdx
Q
=a(v,v)
1 2 2 2
*3 L m-v [vxx + V20V vy, +2(1 - ) ny] dr

0
+ J.r [(@Zv) m-Vv—(AB,v) 3 (m- Vv)] dr.
(31

Let us introduce the energy function
1 2 1

E(t)= = J K (x) 'u" dx + —a(u,u)
2 Ja 2

+ [ F@dxs 2 [ (Ol =K ou)dr
Q 2

)
+ 7 Jrl (k2 (t)

Now, we establish some inequalities for the strong solution of
system (1)-(5).

oul> ., ou
ko 2 )ar.
v kZOaV)d

(32)

Lemma 5. The energy functional E satisfies, along the solution
of (1)-(5), the estimate

E' @) < —% J-r (|u'|2_kf ) |u0|2—k; ) uP+K" & u) dr

2 2
o (]2 [%
2 Jrl< ov k0 ov
—k'(t)a—u2+k"<>a—u dr
2 oy 2 o )

(33)



Proof. Multiplying (1) by u', integrating over Q, and using
(10), we get

%% {L K'u'|2dx+a(u,u) +2 JQF(“) dx}

(34)
!
:—J@%mwa+j@%mgia.
r, I ov

Substituting the boundary terms by (17) and using Lemma 1
and the Young inequality, our conclusion follows. O

Let us consider the following binary operator:

(kou)(t) := Jo k(t—s)(u(t)—u(s)ds. (35)

Then applying the Holder inequality for 0 < o < 1 we have

KMMUWS“”MMMM%MWMOWG% (36)
0
Let us define the functional

y(t) = J [m Vu + (5 - 6) ] Ku'dx. (37)

The following lemma plays an important role in the construc-
tion of the desired functional.

Lemma 6. Suppose that the initial data (uy, u,) € (HY(Q) n
W) x W, satisfying the compatibility condition (27). Then, the
solution of system (1)-(5) satisfies

v () < % J m - vK|u'|'dr
L

—GJ K’u’|2dx—(1+ n —G—EAO)a(u,u)
Q 2

2

2
—<ﬂ—29—q0)J' F(u)dx+i
2 Q €

x J ' + 2 )14 + K2 (0 o] + K, o} dr
r

27,2
+—2J
€ T,

ou' 2

2 2
3, + k5

2
+ k5

ou
k o —
ov

far
1 EAO 2 2
- (E - 6_0> Ll m-vy [uxx Uy, 20U Uy,

+2(1-p)us, | dr.
(38)
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Proof. Differentiating y using (1) and Lemma 4, we get

J [m V' + <E —0) u'] Ku'dx
Q 2

[m -Vu + <g - 9) u] Ku''dx

v (1)

+
)

lJ. m'vK'u'|2dF—9J K|u'|2dx
2 Jr, Q

VK - m'u | dx - <1+§—9)a(u,u)

I
+nj F(u)dx - (g—@) Lf(u)udx
|

m- v[u +u y 20y, +2 (1 —P‘)”iy]dr

;
L %Zu) (m- Vu)+<——0> ]d
+L 1”)[ (m - VM)+(g—9>g—:l]dr-

(39)

Let us next examine the integrals over I in (39). Since u =
ou/0v = 0 on I), we have B;u = B,u = 0 on [}, and

0
— (m-Vu) = (m-v) Au,
ov
2 2 2 2
U T U, + 20Uy, + 2 (1-n) Uy = (Au)*  on I,
(40)
since
Uy lyy = uiy =0 on I (41)

Therefore, from (39) and (40), we have
1

v (t) < —J m-vK|u/'2dl"— GJ K|u'|2dx
2 Jr, Q

—lj VK-m|u’|2dx—(1+E—9>a(u,u)
2 Ja 2

+nJ F(u)dx—(%—@)]ﬂf(u)udx

J m - v(Au)*dT

I

l\.)l»—t

+2(1-p) uxy] dr

2
- J m- v[u U, F2uu U,

o}

1

;
L (.%zu) (m- Vu)+<——0> ]d
+L 1“)[ (m- VH)+<g—9>%]dr-

(42)
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Using the Young inequality, we get

L (%B,u) [(m - Vu) + (g - 9) u] dl"‘

2
— |932u| dr+e| (Im-vuP+(2-6) [uf)dr
2 I 2

(43)
0 ou
L (%B,u) [a/ (m-Vu) + (— - 6) = ] dl"’
1
<o L | B u|’dr (44)

ou
E

2+(f—9) )dr,

where € is a positive constant. Since the bilinear form a(u, u)
is strictly coercive on W, using the trace theory, we obtain

L <|m Vul + (g —9)2|u|2>dr
L (‘% (m-Vu) 2 + <g —6)

+€L (‘%(M'Vu)

ou
E

ar

A
< Aoa (yu) + =2
So

2 2 2
X L m-v [uxx + U+ 2puu,, + 2 (1 - p) uxy] dr,
(45)
where A is a constant depending on Q, g, 6 and . Substitut-

ing inequalities (43)-(45) into (42) and taking into account
that m - v < 0 on [, as well as (23) and (25), we have

ll/’(t)Slj m-vK|u'|2dF—OJ K|u'|2dx
2 Jp, Q
—(1+g—0—6/\0>a(u,u)

—<? —26—;76) JQF(u)dx

1
' j (|B,uf* + | B,ul*) dr

1 el 2 2
- (5 - 8_0> L m-vy [uxx Uy, 2uu Uy,

uiy] dr.
(46)

+2(1-u)

Since the boundary conditions (17) can be written as

Bu =1, {u'+k1 B u—k (t)“o_k;”‘}’

5
Bu = -1, {%—’:’ +ky (8) g k() 52 a”O Ko g—’:},
(47)
our conclusion follows. O
Let us introduce the Lyapunov functional
Z(t)=NE(@) +y (1), (48)

with N > 0. Now, we are in a position to show the main result
of this paper.

Theorem 7. Let (ug,u,) € W x L*(Q). Suppose that the
resolvent kernels k,, k, satisfy the condition (H). Then, there
exist constants w,C > 0 such that, for some t,, large enough,
the solution of (1)-(5) satisfies

t
~ 0
E(t)<CE(0)e b9y > to, if g = % =0 onlT,.

(49)

Otherwise,
t s t
E(t) < C<E(o) +j Ko (5) ¢ ho f“)dfds)e*wlo % (50)
0

forallt > t,, where

§(t) =min{§, (1),&, (O},

auo (51)

ko () = L K (1) [u T +J K1) |2 ar.

Proof. Applying inequality (36) with« = 1/2in Lemma 6 and
from Lemma 5, we obtain

7)< - I oK ][ dx
Q

N
2

_ﬂj
2

L {'”I'Z_kf OINE A0 |u|2+k;'<>u} dr

a_ulz i ’
ov| 2

ou
k —tdr
, oa}

n ny
—<1+£—G—eko)a(u,u)—<7—29—r]0>
2T12 "2, 2 2,12 2
x | Fu)dx+ 20 {|u [+ (1) ul+K] (1) |u|
Q € Jn

~k, (0) k| o u} dr



ou' 2 2

+ K5 (t) ‘a—” 2
ov 2 v

21,2
+—ZJ
€ I,

0

+ lj- m-vK|u'|2dF— <l - GA—0>
2 ) 24,

2 2
X J m-v [uxx+uyy+2yu
1y

~k, (0) K, oa—”}dr

exthyy +2 (1= p) uiy] dr.
(52)
We take 6 and € so small such that
n
— -20-50 >0, 1+—--0-€Ay >0,
2 2
1 el (53)
)
24,

Since K € L®(Q) and then choosing N large enough, we
obtain

2
! (t) < —,E(t) + ¢ L kf t) |u0|2dr +c L k§ (1) ’% ar

—CJ k; Oudr—cj k;og—”dr, vVt > t,.
I, T v
(54)

On the other hand, we can choose N even larger so that
Z(t)~E(t). (55)

If &(t) = min{&,(t),&,(t)}, t > t,, then, using (30) and (33),
we have

EDZ (1) < —aE (O E () + (1) jr K2 (¢) [u T

2

+c5(t)j K (1) | 2| ar
I

—c& (1) L k! & udl - c&, (t)J K, og—udr

—6E () E () + cE (t) L K2 (£) [uo|dT

+cE(t) L 2

+CJ k;’oudncj Ko Mar
I, av
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< —E (M) E(t) + cE (1) L K2 () |uo|dT

+c£(t)J K2 Ar_cE (), Vist,

(56)
which gives
EW) L' (1) +cE (1) < —68 () E(8) +cE (1) L ki (1) [uo|*dr

au(,

+cE(t) j K ()

dr, V>t
(57)

Using the fact that & is a nonincreasing continuous function
as & and &, are nonincreasing, and so & is differentiable, with

& (t) <0, for a.e. t, then we infer that

EL +cE) (t) <&@) L (t) + cE (t)
< —E () E(t) +cE(t) L K2 (£) |uo|dT

8u0

+cE(t) I K () dr, Vt>t,.

(58)
Since using (55),
F=(S+cE~E, (59)

we obtain, for some positive constant w,

F'(t) < -wE)F(t) +c L K2 (t) |uo | dT

: (60)
2 1 | Otho
+c| kK@) =|dl, Vt=>t,
L

Case 1. If uy = 0uy/0v = 0 on I'}, then (60) reduces to

F' (t) < -wE@)E(t), Vt=t, (61)
A simple integration over (¢, t) yields

F(t) < F(tg)e bt vesi,. (62)

By using (33) and (59), we then obtain for some positive
constant C
E(t) < CE(0)e ht®% vt (63)

Thus, estimate (49) is proved.
Case 2. If (uy, (Ouy/0v)) #(0,0) on I, then (60) gives

F'(t) < —wE () F(t) + cky (t), Vt>t,, (64)
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where

2 2 2 ou, ?
ko (f) = Jr K (t) [uo T + L Bo|S2dr. (6

In this case, we introduce
o[ &sds [* [ &
G(t):= F(t)—ce /" SJ ko (s)e“ 0" ds.  (66)
ty

A simple differentiation of G, using (64), leads to
G (1) = F' (1) + w (1) ce™Jo 9%
t s
X J ko (s) e’ Jiy @47 g _ cky (t) (67)
to

<-wE()G(t), Vt=t,.

Again, a simple integration over (¢, ) yields

G(t) <G(ty)e “ho % wrsy, (68)

which implies, for all ¢ > ¢,

F(t) < (F (t,) + Jt ky (s) ¢ Jo “”"Tds> RS

to

By using (59), we deduce that

t s t
B@) < C(E0+ [ Kok i as) b,
’ (70)

Vt >t

Consequently, by the boundedness of &, (50) is established.
O

Remark 8. Note that the exponential and polynomial decay
estimates are only particular cases of (49) and (50). More
precisely, we have exponential decay for &, (t) = ¢, and &,(¢) =
¢, and polynomial decay for &,(t) = ¢,(1+t) ™" and &,(t) = ¢,,
where ¢; and ¢, are positive constants.

Example 9. As in [24], we give some examples to illustrate the
energy decay rates given by (49).

(1) I ky () = ky(t) = ae?™*", 0 < p < 1, then, fori =
1,2,k (t) = —E(t)k|(t), where E(t) = bp(1 + )" For
suitably chosen positive constants a and b, k; satisfies
(H) and (49) gives

E(t) < ce”?0", (71)

Q) If k(t) = a/1 + 1), g > 0, and k,(t)

a0 0 < p < 1, then, fori = 1,2,k/(t) >
—E(t)k;(t), where £(t) = q(1 + £)"!. Then
Cc
E(t) < ———.
(t) N (72)

The aforementioned two examples are included in the
following more general one.

7
(3) For any nonincreasing functions k;(t),i = 1,2,
which satisfy (H), §; = —k'/k are also nonincreasing

differentiable functions, and c&,(¢) < &,(¢), for some
0 < ¢ <1, and (49) gives

E(t) < clk, 1] (73)
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