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We investigate the controllability of impulsive neutral functional differential inclusions in Banach spaces. Ourmain aim is to find an
effective method to solve the controllability problem of impulsive neutral functional differential inclusions with multivalued jump
sizes in Banach spaces. Based on a fixed point theorem with regard to condensing map, sufficient conditions for the controllability
of the impulsive neutral functional differential inclusions in Banach spaces are derived. Moreover, a remark is given to explain less
conservative criteria for special cases, and work is improved in the previous literature.

1. Introduction

During the last decade, differential inclusions [1–3] were well
known for applications to mechanics, engineering, and so
on. Impulsive differential equations [4–9] were important
in the study of physical fields. Ahmed [10] first introduced
three different models of impulsive differential inclusions
and studied the existence of them, respectively. From then
on, there have been many focuses on various properties of
impulsive differential inclusions, see [11–17] and references
therein.

Controllability is one of the primary problems in con-
trol theory [11, 13, 14, 17–24]. Study on controllability has
always been considered as a hot topic given its numerous
applications to mechanics, electrical engineering, medicine,
biology, and so forth. Because of their various application
backgrounds, there were a number of researches on control-
lability of differential inclusions, see [11, 13, 14, 17]. Control-
lability of impulsive functional differential inclusions is an
attractive subject, thanks to their outstanding performance in
applications. But as far as we are concerned, there were very
few results on controllability of the model with multivalued
jump sizes [13]. As for the third model initiated by Ahmed
[10], we were impressed by the statement that the model
of differential inclusions with multi-valued jump sizes may
arise under many different situations, for example, in case of

a control problem where one wishes to control the jump sizes
in order to achieve certain objectives. In this paper, we aim to
find an effective method to solve the controllability problem
of impulsive neutral functional differential inclusions with
multi-valued jump sizes in Banach spaces.

Liu [11] studied impulsive neutral functional differential
inclusions in Banach spaces. However, to the best of our
knowledge, there has not any result considering the control-
lability of the impulsive neutral functional differential inclu-
sions with multi-valued jump sizes in Banach spaces. This
work is both challenging and interesting, since our systems
are more general than those studied ever before. Based on
a fixed point theorem with regard to condensing map, we
work out the sufficient conditions for the controllability of
impulsive neutral functional differential inclusions in Banach
spaces. In [11], Liu considered the controllability basing on
Martelli’s fixed point theorem [25]. He took advantage of the
statement that a completely continuous map is a condensing
map. However, condensing map may not be completely
continuous. We notice this inequality and consider the con-
trollability on the strength of a special property of Kuratowski
measure of noncompactness in Banach spaces. Due to the
property, we are allowed to prove that a map is condensing
according to its definition. When jumps are single-valued
maps in our system, the system degenerates into the system
(1.1) in [11]. At this time, less conservative criteria can be
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given for controllability of system (1.1) [11] after appropriate
degeneration. Work in [11] is improved.

The content of this paper is organized as follows. In
Section 2, some preliminaries are recalled; the impulsive
neutral functional differential inclusions is proposed. In
Section 3, the results on controllability of impulsive neu-
tral functional differential inclusions in Banach spaces are
derived, as well as strictly proof; a remark is given to show
our criteria are less conservative. In Section 4, conclusions are
given to explain our work in this paper.

2. Preliminaries

Definition 1. Let 𝑋 be a Banach space, a multi-valued map
F : 𝑋 → 2

𝑋 is called convex valued, ifF(𝑥) is convex for all
𝑥 ∈ 𝑋.

F is called closed valued, ifF(𝑥) is closed for all 𝑥 ∈ 𝑋.
F is called bounded on bounded set, ifF(𝐸) = ∪

𝑥∈𝐸
F(𝑥)

is bounded in𝑋 for any bounded subset 𝐸 ⊂ 𝑋.
F is called upper semicontinuous on 𝑋, if for every 𝑥̂ ∈

𝑋, the set F(𝑥̂) is a nonempty and closed subset of 𝑋, and
for every open set 𝐸 of 𝑋 containing F(𝑥̂), there is an open
neighborhood 𝐵 of 𝑥̂, such thatF(𝐵) ⊆ 𝐸.

We make the following notations:B
ℎ
= {𝜒 : (−∞, 0] →

𝑋; for any 𝜀 > 0, 𝜒 is a bounded and measurable function
on [−𝜀, 0], and ∫

0

−∞
ℎ(𝑠)sup

[𝑠,0]
|𝜒|𝑑𝑠 < +∞}, where ℎ :

(−∞, 0] → (0, +∞) is a continuous function. Define norm
on B
ℎ
, as ‖𝜒‖Bℎ = ∫

0

−∞
ℎ(𝑠)sup

[𝑠,0]
|𝜒|𝑑𝑠. (B

ℎ
, ‖ ⋅ ‖Bℎ

) is a
Banach space [11].

𝐻
𝑑
(𝐴, 𝐵) = max{sup

𝑎∈𝐴
𝑑(𝑎, 𝐵), sup

𝑏∈𝐵
𝑑(𝐴, 𝑏)}, where 𝐴, 𝐵

are subsets of 𝑋, 𝑑(𝑎, 𝐵) = inf
𝑏∈𝐵

𝑑(𝑎, 𝑏), 𝑑(𝐴, 𝑏) = inf
𝑎∈𝐴

𝑑(𝑎, 𝑏),
𝑃
𝑏𝑑
(𝑋) = {𝐸 ⊂ 𝑋 : 𝐸 is bounded in𝑋},

𝑃
𝑐V(𝑋) = {𝐸 ⊂ 𝑋 : 𝐸 is convex in𝑋},
𝑃
𝑐𝑙
(𝑋) = {𝐸 ⊂ 𝑋 : 𝐸 is closed in𝑋},

𝑃
𝑏𝑑,𝑐V,𝑐𝑙(𝑋) = {𝐸 ⊂ 𝑋 : 𝐸 is bounded, convex, and closed in
𝑋}.

In this paper, we consider the neutral functional differen-
tial inclusions in Banach space𝑋 as follows:

{{{{{{{{{{{

{{{{{{{{{{{

{

𝑑

𝑑𝑡
[𝑥 (𝑡) − 𝑔 (𝑡, 𝑥𝑡)] ∈ 𝐴𝑥 (𝑡)

+𝐹 (𝑡, 𝑥
𝑡
) + 𝐵𝑢 (𝑡) , 𝑡 ∈ 𝐽 \ {𝑡

𝑘
}
𝑚

𝑘=1
,

Δ𝑥|
𝑡=𝑡𝑘

= 𝑥 (𝑡
+

𝑘
) − 𝑥 (𝑡

−

𝑘
) ∈ 𝐼
𝑘
(𝑥 (𝑡
−

𝑘
)) ,

𝑘 = 1, 2, . . . , 𝑚,

𝑥
0
= 𝜙 ∈ B

ℎ
,

(1)

where 𝑥 ∈ 𝑋. For 𝑡 ∈ 𝐽, 𝑥
𝑡
represents the 𝑥

𝑡
: (−∞, 0] → B

ℎ

defined by 𝑥
𝑡
(𝜃) = 𝑥(𝑡 + 𝜃), 𝜃 ∈ (−∞, 0] which belongs to

some abstract phase space B
ℎ
; 𝑔 : 𝐽 × B

ℎ
→ 𝑋; 𝐽 = [0, 𝑏],

where 𝑏 is a positive constant;𝐴 is the infinitesimal generator
of a strongly continuous operator semigroup (𝑇(𝑡))

𝑡>0
[26];

𝐹 : 𝐽 × B
ℎ
→ 2
𝑋 is a closed, bounded, and convex valued

multivaluedmap;𝐵 : 𝑈 → 𝑋 is a continuous linear operator,

where𝑈 is a Banach space with 𝑢(⋅) ∈ 𝐿2(𝐽, 𝑈), here 𝑢(⋅) is the
control function; {𝐼

𝑘
: 𝑋 → 2

𝑋
}
𝑚

𝑘=1
are closed, bounded, and

convex valued multi-valued maps, 𝑥(𝑡+
𝑘
), and 𝑥(𝑡−

𝑘
) represent

the left and right limits of 𝑥(⋅) at 𝑡 = 𝑡
𝑘
, respectively. The

histories 𝑥
𝑡
: (−∞, 0] → 𝑋, 𝑥

𝑡
(𝜃) = 𝑥(𝑡 + 𝜃).

We introduce definitions the following.

Definition 2. A function 𝑥 : (−∞, 𝑏] → 𝑋 is called a mild
solution of system (1) if the following holds: 𝑥

0
= 𝜙 ∈ B

ℎ
on

(−∞, 0] and for each 𝑠 ∈ [0, 𝑡), the function 𝐴𝑇(𝑡 − 𝑠)𝑔(𝑠, 𝑥
𝑠
)

is integrable, and there existsI
𝑘
(𝑥(𝑡
−

𝑘
)) ∈ 𝐼
𝑘
(𝑥(𝑡
−

𝑘
)), such that

the integral equation

𝑥 (𝑡) = 𝑇 (𝑡) [𝜙 (0) − 𝑔 (0, 𝜙)]

+ 𝑔 (𝑡, 𝑥
𝑡
) + ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓 (𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) (𝐵𝑢) (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
)) , 𝑡 ∈ 𝐽,

(2)

is satisfied, where 𝑓 ∈ 𝑆
𝐹,𝑥

= {𝑓 ∈ 𝐿
1
(𝐽, 𝑋) : 𝑓(𝑡) ∈ 𝐹(𝑡, 𝑥

𝑡
),

for a.e. 𝑡 ∈ 𝐽}.

Definition 3. The system (1) is said to be controllable on the
interval 𝐽, if for every initial function 𝜙 ∈ B

ℎ
and every 𝑥

1
∈

𝑋, there exists a control function 𝑢 ∈ 𝐿
2
(𝐽, 𝑈), such that the

mild solution 𝑥 of (1) satisfies 𝑥(𝑏) = 𝑥
1
.

Definition 4 (see [27]). A map 𝑁 : 𝑋 → 𝑋 is called 𝛼-con-
densing, if for any bounded subset 𝑆 of 𝑋, 𝑁(𝑆) is bounded
and 𝛼(𝑁(𝑆)) < 𝛼(𝑆), 𝛼(𝑆) > 0.

Remark 5. The 𝛼(⋅) in the Definition 4 is called the Kura-
towski measure of noncompactness, which is defined as
𝛼(𝑆) = inf{𝑑 > 0 : there exist finitely many sets of diameter
at most 𝑑 which cover 𝑆}. Measures of noncompactness are
useful in the study of infinite-dimensional Banach spaces,
where any ballB of diameter 𝑑 has 𝛼(B) = 𝑑.

Lemma 6 (see [25]). Let 𝐸 be a Banach space, and𝑁 : 𝐸 →

𝑃
𝑏𝑑,𝑐V,𝑐𝑙(𝐸) is a condensing map. If the set

Ω = {𝑥 ∈ 𝐸 : 𝜆𝑥 ∈ 𝑁𝑥, 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝜆 > 1} (3)

is bounded, then𝑁 has a fixed point.

3. Main Results

In order to study system (1), we introduce hypotheses here-
inafter:

(𝐴
0
) 𝑇(𝑡) is bounded, that is to say there are constants𝑀

1
,

such that ‖𝑇‖ ≤ 𝑀
1
.
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(𝐴
1
) The linear operator𝑊: 𝐿

2
(𝐽, 𝑈) → 𝑋 defined by

𝑊𝑢 = ∫

𝑏

0

𝑇 (𝑏 − 𝑠) 𝐵𝑢 (𝑠) 𝑑𝑠 (4)

has an inverse operator 𝑊−1, which takes value in
𝐿
2
(𝐽, 𝑈)/ ker𝑊. And 𝑊

−1 is bounded. There exist
positive constants 𝑀

2
and 𝑀

3
satisfying ‖𝐵‖ ≤ 𝑀

2

and ‖𝑊−1‖ ≤ 𝑀
3
.

(𝐴
2
) For each 𝑘 ∈ {1, 2, . . . , 𝑚}, there is a positive con-
stant 𝛼

𝑘
, such that ‖𝐼(𝑥(𝑡−

𝑘
))‖ = sup{|I

𝑘
(𝑥(𝑡
−

𝑘
))| :

I(𝑥(𝑡
−

𝑘
)) ∈ 𝐼(𝑥(𝑡

−

𝑘
))} ≤ 𝛼

𝑘
for all 𝑥 ∈ 𝑋.

(𝐴
3
) There exist constants 𝑎

1
, 𝑎
2
, 𝑏
1
, and 𝑏

2
, satisfying

‖𝐴𝑔(𝑡, 𝜒)‖ ≤ 𝑎
1
‖𝜒‖Bℎ

+ 𝑎
2
, |𝑔(𝑡, 𝜒)| ≤ 𝑏

1
‖𝜒‖Bℎ

+ 𝑏
2
,

and 𝑡 ∈ 𝐽, 𝜒 ∈ B
ℎ
.

(𝐴
4
) 𝐹 : 𝐽 × B

ℎ
→ 𝑃
𝑏𝑑,𝑐V,𝑐𝑙(𝑋); (𝑡, 𝜒) 󳨃󳨀→ 𝐹(𝑡, 𝜒) is meas-

urable with respect to 𝑡 for every 𝜒 ∈ B
ℎ
, upper

semicontinuous with respect to 𝜒 for every 𝑡 ∈ 𝐽, and
for every fixed 𝜒 ∈ B

ℎ

𝑆
𝐹,𝜒

= {𝑓 ∈ 𝐿
1
(𝐽, 𝑋) : 𝑓 (𝑡) ∈ 𝐹 (𝑡, 𝜒) , a.e. 𝑡 ∈ 𝐽} (5)

is nonempty, or equivalently, inf{|𝑓| : 𝑓(𝑡) ∈

𝐹(𝑡, 𝜒)} ∈ 𝐿
1
{𝐽, 𝑋}.

(𝐴
5
) There is an integrable function 𝜑 : 𝐽 → [0,∞)

and a continuous and nondecreasing function 𝜓 :

[0,∞) → (0,∞), such that

󵄩󵄩󵄩󵄩𝐹 (𝑡, 𝜒)
󵄩󵄩󵄩󵄩 = sup {󵄨󵄨󵄨󵄨𝑓

󵄨󵄨󵄨󵄨 : 𝑓 ∈ 𝐹 (𝑡, 𝜒)} ≤ 𝜑 (𝑡) 𝜓 (
󵄩󵄩󵄩󵄩𝜒
󵄩󵄩󵄩󵄩Bℎ

) , (6)

𝑡 ∈ 𝐽, 𝜒 ∈ B
ℎ
.

Lemma7 (see [28]). Let 𝐼 be a compact real interval, and let,𝐸
be a Banach space. Let 𝐹 be a multivalued map satisfying (𝐴

4
),

and let Γ be a linear continuous mapping from 𝐿
1
(𝐼, 𝐸) →

𝐶(𝐼, 𝐸). Then the operator

Γ ∘ 𝑆
𝐹
: 𝐶 (𝐼, 𝐸) 󳨀→ 𝑃

𝑏𝑑,𝑐V,𝑐𝑙 (𝐶 (𝐼, 𝐸)) , 𝑥

󳨃󳨀→ (Γ ∘ 𝑆
𝐹
) (𝑥) = Γ (𝑆

𝐹,𝑥
)

(7)

is a closed graph operator in 𝐶(𝐼, 𝐸) × 𝐶(𝐼, 𝐸).

We denote the Banach space B
𝑏
= {𝑥(𝑡) : (−∞, 𝑏] →

𝑋 : 𝑥
𝑘

∈ 𝐶(𝐽
𝑘
, 𝑋), 𝑘 = 1, 2, . . . , 𝑚, such that 𝑥 is

left continuous and right limits}, with seminorm defined by
‖𝑥‖B𝑏

:= ‖𝑥
0
‖Bℎ

+ sup
0≤𝑠≤𝑏

|𝑥(𝑠)|, where 𝑥
𝑘
is the restriction

of 𝑥 to 𝐽
𝑘
= (𝑡
𝑘
, 𝑡
𝑘+1

].

Lemma 8. If 𝑥 ∈ B
𝑏
and 𝜂 = ∫

0

−∞
ℎ(𝑠)𝑑𝑠 < +∞, then for

𝑥
𝑡
∈ B
ℎ
, 𝜂|𝑥(𝑡)| ≤ ‖𝑥

𝑡
‖Bℎ

≤ ‖𝑥
0
‖Bℎ

+ 𝜂sup
0≤𝑠≤𝑡

|𝑥(𝑠)| holds.

Proof. On the one hand, we have

󵄩󵄩󵄩󵄩𝑥𝑡
󵄩󵄩󵄩󵄩Bℎ

= ∫

0

−∞

ℎ (𝑠) sup
𝑠≤𝜃≤0

󵄨󵄨󵄨󵄨𝑥𝑡 (𝜃)
󵄨󵄨󵄨󵄨 𝑑𝑠

= ∫

0

−∞

ℎ (𝑠) sup
𝑡+𝑠≤𝜃≤𝑡

|𝑥 (𝜃)| 𝑑𝑠

= ∫

−𝑡

−∞

ℎ (𝑠) sup
𝑡+𝑠≤𝜃≤𝑡

|𝑥 (𝜃)| 𝑑𝑠

+ ∫

0

−𝑡

ℎ (𝑠) sup
𝑡+𝑠≤𝜃≤𝑡

|𝑥 (𝜃)| 𝑑𝑠

≤ ∫

−𝑡

−∞

ℎ (𝑠) [ sup
𝑡+𝑠≤𝜃≤0

|𝑥 (𝜃)| + sup
0≤𝜃≤𝑡

|𝑥 (𝜃)|] 𝑑𝑠

+ ∫

0

−𝑡

ℎ (𝑠) sup
0≤𝜃≤𝑡

|𝑥 (𝜃)| 𝑑𝑠

≤ ∫

−𝑡

−∞

ℎ (𝑠) sup
𝑡+𝑠≤𝜃≤0

|𝑥 (𝜃)| 𝑑𝑠

+ ∫

0

−∞

ℎ (𝑠) sup
0≤𝜃≤𝑡

|𝑥 (𝜃)| 𝑑𝑠

≤ ∫

−𝑡

−∞

ℎ (𝑠) sup
𝑠≤𝜃≤0

|𝑥 (𝜃)| 𝑑𝑠 + 𝜂 sup
0≤𝑠≤𝑡

|𝑥 (𝑠)|

≤ ∫

0

−∞

ℎ (𝑠) sup
𝑠≤𝜃≤0

|𝑥 (𝜃)| 𝑑𝑠 + 𝜂 sup
0≤𝑠≤𝑡

|𝑥 (𝑠)|

=
󵄩󵄩󵄩󵄩𝑥0

󵄩󵄩󵄩󵄩Bℎ
+ 𝜂 sup
0≤𝑠≤𝑡

|𝑥 (𝑠)| .

(8)

On the other hand, ‖𝑥
𝑡
‖Bℎ

= ∫
0

−∞
ℎ(𝑠)sup

𝑠≤𝜃≤0
|𝑥
𝑡
(𝜃)|𝑑𝑠 ≥

|𝑥
𝑡
(0)| ∫
0

−∞
ℎ(𝑠)𝑑𝑠 = 𝜂|𝑥(𝑡)|.

The proof is thus completed.

For any 𝑥
1
∈ 𝑋, we design the control function 𝑢(𝑡) in

system (1) as

𝑢 (𝑡) = 𝑊
−1
{𝑥
1
− 𝑇 (𝑏) [𝜙 (0) − 𝑔 (0, 𝜙)] − 𝑔 (𝑏, 𝑥𝑏)

− ∫

𝑏

0

𝐴𝑇 (𝑏 − 𝜉) 𝑔 (𝜉, 𝑥𝜉) 𝑑𝜉

− ∫

𝑏

0

𝑇 (𝑏 − 𝜉) 𝑓 (𝜉) 𝑑𝜉

−

𝑚

∑

𝑘=1

𝑇 (𝑏 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
))} (𝑡) .

(9)
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Then we consider the multi-valued functionF : B
𝑏
→ 2

B𝑏 ,
for any 𝑥 ∈ B

𝑏
,

F𝑥 (𝑡)

=

{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{

{

𝜙 (𝑡) , 𝑡 ∈ (−∞, 0]

𝑇 (𝑡) [𝜙 (0) − 𝑔 (0, 𝜙)] + 𝑔 (𝑡, 𝑥𝑡)

+∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓 (𝑠) 𝑑𝑠

+∫

𝑡

0

𝑇 (𝑡 − 𝑠) (𝐵𝑢) (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
)) , 𝑡 ∈ 𝐽,

(10)

where 𝑢(𝑡) is described by (9), 𝑓(𝑡) ∈ 𝑆
𝐹,𝑥

, I
𝑘
(𝑥(𝑡
−

𝑘
)) ∈

𝐼
𝑘
(𝑥(𝑡
−

𝑘
)).

If we define function 𝜙̃ : (−∞, 𝑏] → B
𝑏
as

𝜙̃ (𝑡) = {
𝜙 (𝑡) , 𝑡 ∈ (−∞, 0] ,

𝑇 (𝑡) 𝜙 (0) , 𝑡 ∈ [0, 𝑏] ,
(11)

where 𝜙(𝑡) ∈ B
ℎ
, and denote 𝑦(𝑡) = 𝑥(𝑡) − 𝜙̃(𝑡), then 𝑥(𝑡) is a

mild solution of system (1) if and only if 𝑦
0
= 0 and

𝑦 (𝑡) = − 𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+ ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓 (𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) (𝐵𝑢) (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
)) , 𝑡 ∈ 𝐽,

(12)

where 𝑥
𝑡
= 𝑦
𝑡
+ 𝜙̃
𝑡
, 𝑥(𝑡−
𝑘
) = 𝑦(𝑡

−

𝑘
) + 𝜙̃(𝑡

−

𝑘
).

Now we denote B0
𝑏
= {𝑦(𝑡) ∈ B

𝑏
: 𝑦
0
= 0 ∈ B

ℎ
}, and

define norm ‖𝑦(𝑡)‖B0
𝑏

= sup
0≤𝑡≤𝑏

|𝑦(𝑡)|, thus B0
𝑏
is a Banach

space. Then we can define another multi-valued function
F
1
: B0
𝑏
→ 2

B0
𝑏 ; F
1
𝑦(𝑡) = F𝑥(𝑡) − 𝜙̃(𝑡), so

F
1
𝑦 (𝑡)

=

{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{

{

0, 𝑡 ∈ (−∞, 0]

−𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓 (𝑠) 𝑑𝑠

+∫

𝑡

0

𝑇 (𝑡 − 𝑠) (𝐵𝑢) (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
)) , 𝑡 ∈ 𝐽,

(13)

where 𝑢(𝑡) is the same as that in (10).ThusF has a fixed point
inB
𝑏
if and only ifF

1
has a fixed point inB0

𝑏
, 𝑦(𝑡) = 𝑥(𝑡) −

𝜙̃(𝑡).
LetB

𝑟
= {𝑦(𝑡) ∈ B0

𝑏
: ‖𝑦(𝑡)‖B0

𝑏

= sup
0≤𝑠≤𝑏

|𝑦(𝑠)| ≤ 𝑟}, and
𝑟 is a positive constant. It is true thatB

𝑟
is a closed subspace

of B0
𝑏
, so B

𝑟
is also a Banach space. Next we show that F

1

has a fixed point inB
𝑟
.

Lemma 9. F
1
is bounded, convex, and closed onB

𝑟
.

Proof. (I) F
1
is bounded on B

𝑟
. Let 𝑦 ∈ B

𝑟
, thanks to

Lemma 8,
󵄩󵄩󵄩󵄩𝑥𝑡

󵄩󵄩󵄩󵄩Bℎ
≤
󵄩󵄩󵄩󵄩𝑦𝑡

󵄩󵄩󵄩󵄩Bℎ
+
󵄩󵄩󵄩󵄩󵄩
𝜙̃
𝑡

󵄩󵄩󵄩󵄩󵄩Bℎ

≤ 𝜂 sup
0≤𝑠≤𝑡

󵄨󵄨󵄨󵄨𝑦 (𝑠)
󵄨󵄨󵄨󵄨 +

󵄩󵄩󵄩󵄩𝑦0
󵄩󵄩󵄩󵄩Bℎ

+ 𝜂 sup
0≤𝑠≤𝑡

󵄨󵄨󵄨󵄨󵄨
𝜙̃ (𝑠)

󵄨󵄨󵄨󵄨󵄨
+
󵄩󵄩󵄩󵄩󵄩
𝜙̃
0

󵄩󵄩󵄩󵄩󵄩Bℎ

≤ 𝜂 (𝑟 +𝑀
1

󵄨󵄨󵄨󵄨𝜙 (0)
󵄨󵄨󵄨󵄨) +

󵄩󵄩󵄩󵄩𝜙
󵄩󵄩󵄩󵄩Bℎ

≜ 𝑟
1
,

(14)

|𝑢 (𝑡)| =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑊
−1
{𝑥
1
− 𝑇 (𝑏) [𝜙 (0) − 𝑔 (0, 𝜙)]

− 𝑔 (𝑏, 𝑥
𝑏
) − ∫

𝑏

0

𝐴𝑇 (𝑏 − 𝜉) 𝑔 (𝜉, 𝑥𝜉) 𝑑𝜉

− ∫

𝑏

0

𝑇 (𝑏 − 𝜉) 𝑓 (𝜉) 𝑑𝜉

−

𝑚

∑

𝑘=1

𝑇 (𝑏 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
))} (𝑡)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 𝑀
3
[
󵄨󵄨󵄨󵄨𝑥1

󵄨󵄨󵄨󵄨 + 𝑀1 (
󵄨󵄨󵄨󵄨𝜙 (0)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)

󵄨󵄨󵄨󵄨)

+
󵄨󵄨󵄨󵄨𝑔 (𝑏, 𝑥𝑏)

󵄨󵄨󵄨󵄨 + 𝑀1𝑏 (𝑎1𝑟1 + 𝑎2)

+𝑀
1
∫

𝑏

0

󵄨󵄨󵄨󵄨𝑓 (𝜉)
󵄨󵄨󵄨󵄨 𝑑𝜉 +𝑀1

𝑚

∑

𝑘=1

󵄨󵄨󵄨󵄨I𝑘 (𝑥 (𝑡
−

𝑘
))
󵄨󵄨󵄨󵄨]

≤ 𝑀
3
[
󵄨󵄨󵄨󵄨𝑥1

󵄨󵄨󵄨󵄨 + 𝑀1 (
󵄨󵄨󵄨󵄨𝜙 (0)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)

󵄨󵄨󵄨󵄨)

+ 𝑏
1
𝑟
1
+ 𝑏
2
+𝑀
1
𝑏 (𝑎
1
𝑟
1
+ 𝑎
2
)

+𝑀
1
∫

𝑏

0

𝜑 (𝜉) 𝜓 (
󵄩󵄩󵄩󵄩󵄩
𝑥
𝜉

󵄩󵄩󵄩󵄩󵄩Bℎ
) 𝑑𝑠 +𝑀

1

𝑚

∑

𝑘=1

𝛼
𝑘
] .

(15)

Then we have
󵄨󵄨󵄨󵄨F1𝑦 (𝑡)

󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨𝑇 (𝑡) 𝑔 (0, 𝜙)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑔 (𝑡, 𝑥𝑡)

󵄨󵄨󵄨󵄨

+ ∫

𝑡

0

󵄨󵄨󵄨󵄨𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠)
󵄨󵄨󵄨󵄨 𝑑𝑠

+ ∫

𝑡

0

󵄨󵄨󵄨󵄨𝑇 (𝑡 − 𝑠) 𝑓 (𝑠)
󵄨󵄨󵄨󵄨 𝑑𝑠
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+ ∫

𝑡

0

|𝑇 (𝑡 − 𝑠) (𝐵𝑢) (𝑠)| 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

󵄨󵄨󵄨󵄨𝑇 (𝑡 − 𝑡𝑘)I𝑘 (𝑥 (𝑡
−

𝑘
))
󵄨󵄨󵄨󵄨

≤ 𝑀
1

󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)
󵄨󵄨󵄨󵄨 + 𝑀1𝑏 (𝑎1𝑟1 + 𝑎2)

+ 𝑀
1
∫

𝑏

0

𝜑 (𝑠) 𝜓 (
󵄩󵄩󵄩󵄩𝑥𝑠

󵄩󵄩󵄩󵄩Bℎ
) 𝑑𝑠

+ 𝑏𝑀
1
𝑀
2
𝑀
3

× [
󵄨󵄨󵄨󵄨𝑥1

󵄨󵄨󵄨󵄨 + 𝑀1 (
󵄨󵄨󵄨󵄨𝜙 (0)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)

󵄨󵄨󵄨󵄨)

+ (1 + 𝑏𝑀
2
) (𝑎
1

󵄩󵄩󵄩󵄩𝑥𝑏
󵄩󵄩󵄩󵄩Bℎ

+ 𝑎
2
)

+𝑀
1
∫

𝑏

0

𝜑 (𝑠) 𝜓 (
󵄩󵄩󵄩󵄩𝑥𝑠

󵄩󵄩󵄩󵄩Bℎ
) 𝑑𝑠

+𝑀
1

𝑚

∑

𝑘=1

𝛼
𝑘
] +𝑀

1

𝑚

∑

𝑘=1

𝛼
𝑘

≤ 𝑀
1

󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)
󵄨󵄨󵄨󵄨 + (1 + 𝑏𝑀2) (𝑎1𝑟1 + 𝑎2)

+ 𝑀
1
𝜓 (𝑟
1
) ∫

𝑏

0

𝜑 (𝑠) 𝑑𝑠 + 𝑏𝑀1𝑀2𝑀4

× [
󵄨󵄨󵄨󵄨𝑥1

󵄨󵄨󵄨󵄨 + 𝑀1 (
󵄨󵄨󵄨󵄨𝜙 (0)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)

󵄨󵄨󵄨󵄨)

+ 𝑏
1
𝑟
1
+ 𝑏
2
+𝑀
1
𝑏 (𝑎
1
𝑟
1
+ 𝑎
2
)

+𝑀
1
𝜓 (𝑟
1
) ∫

𝑏

0

𝜑 (𝑠) 𝑑𝑠 +𝑀1

𝑚

∑

𝑘=1

𝛼
𝑘
]

+𝑀
1

𝑚

∑

𝑘=1

𝛼
𝑘

≜ 𝑀
4
.

(16)

Consequently, ‖F
1
𝑦(𝑡)‖B𝑏

≤ 𝑀
4
.

(II)F
1
is convex onB

𝑟
. Let 𝑦 ∈ {B

𝑟
} and 𝑧

1
, 𝑧
2
∈ F
1
𝑦,

there must be 𝑓
1
, 𝑓
2
∈ 𝑆
𝐹,𝑥

andI1
𝑘
,I2
𝑘
∈ 𝐼
𝑘
(𝑥(𝑡
−

𝑘
)), such that

𝑧
𝛾
= − 𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+ ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓𝛾 (𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝐵𝑊
−1

× {𝑥
1
− 𝑇 (𝑏) [𝜙 (0) − 𝑔 (0, 𝜙)]

− 𝑔 (𝑏, 𝑥
𝑏
) − ∫

𝑏

0

𝐴𝑇 (𝑏 − 𝜉) 𝑔 (𝜉, 𝑥𝜉) 𝑑𝜉

− ∫

𝑏

0

𝑇 (𝑏 − 𝜉) 𝑓𝛾 (𝜉) 𝑑𝜉

−

𝑚

∑

𝑘=1

𝑇 (𝑏 − 𝑡
𝑘
)I
𝛾

𝑘
(𝑥 (𝑡
−

𝑘
))} 𝑠𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
) I
𝛾

𝑘
(𝑥 (𝑡
−

𝑘
)) ,

(17)
for 𝛾 = 1, 2. Then for any 𝜏 ∈ [0, 1], we have

[𝜏𝑧
1
+ (1 − 𝜏) 𝑧2] (𝑡)

= −𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+ ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) [𝜏𝑓1 + (1 − 𝜏) 𝑓2] (𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝐵𝑊
−1

× {𝑥
1
− 𝑇 (𝑏) [𝜙 (0) − 𝑔 (0, 𝜙)]

− 𝑔 (𝑏, 𝑥
𝑏
) − ∫

𝑏

0

𝐴𝑇 (𝑏 − 𝜉) 𝑔 (𝜉, 𝑥𝜉) 𝑑𝜉

− ∫

𝑏

0

𝑇 (𝑏 − 𝜉) [𝜏𝑓1 + (1 − 𝜏) 𝑓2] (𝜉) 𝑑𝜉

−

𝑚

∑

𝑘=1

𝑇 (𝑏 − 𝑡
𝑘
)

× [𝜏I
1

𝑘
+ (1 − 𝜏)I

2

𝑘
] (𝑥 (𝑡

−

𝑘
))} (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
) [𝜏I

1

𝑘
+ (1 − 𝜏)I

2

𝑘
] (𝑥 (𝑡

−

𝑘
)) (𝑠) 𝑑𝑠.

(18)

Combining 𝑆
𝐹,𝑥

and 𝐼
𝑘
(𝑥(𝑡
−

𝑘
)) is convex, andF

1
is convex.

(III) F
1
is closed on B

𝑟
. Let 𝑦 ∈ {B

𝑟
}. Here we should

proof that if there are sequences {𝑧
𝑛
} satisfying 𝑧

𝑛
→ 𝑧
∗ and

𝑧
𝑛
∈ F
1
𝑦, then 𝑧∗ ∈ F

1
𝑦 holds.

For every 𝑧
𝑛
∈ F
1
𝑦, there is a 𝑓

𝑛
∈ 𝑆
𝐹,𝑥

and a I𝑛
𝑘
∈

𝐼
𝑘
(𝑥(𝑡
−

𝑘
)), such that

𝑧
𝑛
= − 𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+ ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓𝑛 (𝑠) 𝑑𝑠
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+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝐵𝑊
−1

× {𝑥
1
− 𝑇 (𝑏) [𝜙 (0) − 𝑔 (0, 𝜙)]

− 𝑔 (𝑏, 𝑥
𝑏
) − ∫

𝑏

0

𝐴𝑇 (𝑏 − 𝜉) 𝑔 (𝜉, 𝑥𝜉) 𝑑𝜉

− ∫

𝑏

0

𝑇 (𝑏 − 𝜉) 𝑓𝑛 (𝜉) 𝑑𝜉

−

𝑚

∑

𝑘=1

𝑇 (𝑏 − 𝑡
𝑘
)I
𝑛

𝑘
(𝑥 (𝑡
−

𝑘
))} (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
𝑛

𝑘
(𝑥 (𝑡
−

𝑘
)) .

(19)

And for 𝑧∗, we should prove that theremust be some𝑓∗ ∈
𝑆
𝐹,𝑥

and someI∗
𝑘
∈ 𝐼
𝑘
(𝑥(𝑡
−

𝑘
)), such that

𝑧
∗
= − 𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+ ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓
∗
(𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝐵𝑊
−1

× {𝑥
1
− 𝑇 (𝑏) [𝜙 (0) − 𝑔 (0, 𝜙)]

− 𝑔 (𝑏, 𝑥
𝑏
) − ∫

𝑏

0

𝐴𝑇 (𝑏 − 𝜉) 𝑔 (𝜉, 𝑥𝜉) 𝑑𝜉

− ∫

𝑏

0

𝑇 (𝑏 − 𝜉) 𝑓
∗
(𝜉) 𝑑𝜉

−

𝑚

∑

𝑘=1

𝑇 (𝑏 − 𝑡
𝑘
)I
∗

𝑘
(𝑥 (𝑡
−

𝑘
))} (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
∗

𝑘
(𝑥 (𝑡
−

𝑘
)) .

(20)

Considering calculation of (20) subtracting (19), we get

𝑧
∗
− 𝑧
𝑛

= ∫

𝑡

0

𝑇 (𝑡 − 𝑠)

× [𝐵𝑊
−1
(∫

𝑏

0

𝑇 (𝑏 − 𝜉) (𝑓𝑛 (𝜉) − 𝑓
∗
(𝜉)) 𝑑𝜉)

+

𝑚

∑

𝑘=1

𝑇 (𝑡 − 𝑡
𝑘
) (I
𝑛

𝑘
(𝑥 (𝑡
−

𝑘
)) −I

∗

𝑘
(𝑥 (𝑡
−

𝑘
)))

+ (𝑓
𝑛
− 𝑓
∗
) ] (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
) (I
𝑛

𝑘
(𝑥 (𝑡
−

𝑘
)) −I

∗

𝑘
(𝑥 (𝑡
−

𝑘
))) 󳨀→ 0,

𝑛 󳨀→ +∞.

(21)

Meanwhile 𝐼
𝑘
is a closed multi-valued map, there truly exists

someI∗
𝑘
∈ 𝐼
𝑘
(𝑥(𝑡
−

𝑘
)) for (20).

Accordingly, (21) can be transformed to

∫

𝑡

0

𝑇 (𝑡 − 𝑠) [𝐵𝑊
−1
(∫

𝑏

0

𝑇 (𝑏 − 𝜉) (𝑓𝑛 − 𝑓
∗
) (𝜉) 𝑑𝜉)

+ (𝑓
𝑛
− 𝑓
∗
) ] (𝑠) 𝑑𝑠 󳨀→ 0, 𝑛 󳨀→ +∞.

(22)

We construct a linear and continuous operator like

Γ : 𝐿
1
(𝐽, 𝑋)

󳨀→ 𝐶 (𝐽,𝑋) ; Γ ∘ 𝑆𝐹 (𝑥)

= Γ (𝑓) (𝑡) = ∫

𝑡

0

𝑇 (𝑡 − 𝑠) [𝐵𝑊
−1
(∫

𝑏

0

𝑇 (𝑏 − 𝜉) 𝑓 (𝜉) 𝑑𝜉)

× (𝑠) +𝑓 (𝑠) ] 𝑑𝑠,

(23)

moreover,

󵄩󵄩󵄩󵄩Γ (𝑓) (𝑡)
󵄩󵄩󵄩󵄩𝐿1

≤ (𝑏𝑀
1
𝑀
2
𝑀
3
+ 1)𝑀

1

󵄩󵄩󵄩󵄩𝑓
󵄩󵄩󵄩󵄩𝐿1

. (24)

From Lemma 7, Γ ∘ 𝑆
𝐹
is a closed graph operator. Then

(22) implies that ∫𝑡
0
𝑇(𝑡 − 𝑠)[𝐵𝑊

−1
(∫
𝑏

0
𝑇(𝑏 − 𝜉)𝑓

∗
(𝜉)𝑑𝜉)(𝑠) +

𝑓
∗
(𝑠)]𝑑𝑠 ∈ Γ(𝑆

𝐹,𝑥
), with 𝑓∗ ∈ 𝑆

𝐹,𝑥
.

From the foregoing, (20) holds, which means 𝑧∗ ∈ F
1
𝑦.

ThusF
1
is closed.

The proof is thus completed.
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Theorem 10. Assume that hypotheses (𝐴
0
)–(𝐴
5
) hold, and

𝑀
1

󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)
󵄨󵄨󵄨󵄨 + 𝑏1𝑟1 + 𝑏2 +𝑀1𝑏 (𝑎1𝑟1 + 𝑎2)

+ 𝑀
1
𝜓 (𝑟
1
) ∫

𝑏

0

𝜑 (𝑠) 𝑑𝑠 + 𝑏𝑀1𝑀2𝑀3

× [
󵄨󵄨󵄨󵄨𝑥1

󵄨󵄨󵄨󵄨 + 𝑀1 (
󵄨󵄨󵄨󵄨𝜙 (0)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑔 (0, 𝜙)

󵄨󵄨󵄨󵄨)

+ 𝑏
1
𝑟
1
+ 𝑏
2
+𝑀
1
𝑏 (𝑎
1
𝑟
1
+ 𝑎
2
)

+𝑀
1
𝜓 (𝑟
1
) ∫

𝑏

0

𝜑 (𝑠) 𝑑𝑠 +𝑀1

𝑚

∑

𝑘=1

𝛼
𝑘
]

+𝑀
1

𝑚

∑

𝑘=1

𝛼
𝑘
< 𝑟,

(25)

then system (1) is controllable on 𝐽 under control function (9).

Proof. First, F
1
is a condensing map on B0

𝑏
. Considering

Remark 5, we just have to prove that for any bounded subset
𝐸 of B0

𝑏
, diam(F

1
(𝐸)) < diam(𝐸). It is obvious, because

‖F
1
𝑥(𝑡)‖ ≤ 𝑀

4
< 𝑟 = diam(B

𝑟
) for any 𝑥(𝑡) ∈ B

𝑟
by

combining inequalities (19) and (25).
Second, here we show that the set Ω = {𝑦 ∈ B0

𝑏
: 𝜆𝑦 ∈

F
1
𝑦 for some 𝜆 > 1} is bounded. Let 𝑦 ∈ Ω, then there are

𝑓 ∈ 𝑆
𝐹,𝑥

andI
𝑘
∈ 𝐼
𝑘
(𝑥(𝑡
−

𝑘
)), such that

𝑦 (𝑡) =
1

𝜆
[ − 𝑇 (𝑡) 𝑔 (0, 𝜙) + 𝑔 (𝑡, 𝑥𝑡)

+ ∫

𝑡

0

𝐴𝑇 (𝑡 − 𝑠) 𝑔 (𝑠, 𝑥𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) 𝑓 (𝑠) 𝑑𝑠

+ ∫

𝑡

0

𝑇 (𝑡 − 𝑠) (𝐵𝑢) (𝑠) 𝑑𝑠

+ ∑

0<𝑡𝑘<𝑡

𝑇 (𝑡 − 𝑡
𝑘
)I
𝑘
(𝑥 (𝑡
−

𝑘
))] .

(26)

So |𝑦(𝑡)| ≤ (1/𝜆)𝑀
4
< 𝑀
4
. Due to Lemma 6,F

1
has a fixed

point inB
𝑟
. Consequently,F has a fixed point, which means

system (1) is controllable.
The proof is thus completed.

Remark 11. In case {𝐼
𝑘
} in system (1) are single-valued

maps, then the system (1) degenerates into the system (1.1)
in [11]. Accordingly, our degenerated assumptions for the
controllability Theorem 3.1 [11] are less conservative, which
means the following: firstly, the hypothesis (𝐻

4
)(𝑖) [11] is

unnecessary; secondly, the very complex hypothesis (𝐻
6
) [11]

can be replaced by inequality (25); finally, the assumption
|𝐴𝑇| ≤ 𝑀

2
[11] is replaced by ‖𝐴𝑔(𝑡, 𝜒)‖ ≤ 𝑎

1
‖𝜒‖Bℎ

+ 𝑎
2
, so

𝐴 is not necessary to be bounded; otherwise, our results can
only be applied to finite Banach spaces [29].

4. Conclusion

In this paper, we have investigated the controllability of
impulsive neutral functional differential inclusions in Banach
spaces. Based on a fixed point theorem with regard to
condensing map, sufficient conditions for the controllability
of the impulsive neutral functional differential inclusions in
Banach spaces have been derived. Moreover, a remark has
been given to explain less conservative criteria for special
cases.We have found an effectivemethod to solve the control-
lability problem of impulsive neutral functional differential
inclusions with multi-valued jump sizes in Banach spaces.
Work has been improved in the previous literature.
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