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Recursively compressed inverse preconditioning (RCIP) is a numerical method for obtaining highly accurate solutions to integral
equations on piecewise smooth surfaces. The method originated in 2008 as a technique within a scheme for solving Laplace’s
equation in two-dimensional domains with corners. In a series of subsequent papers, the technique was then refined and extended
as to apply to integral equation formulations of a broad range of boundary value problems in physics and engineering.The purpose
of the present paper is threefold: first, to review the RCIP method in a simple setting; second, to show how easily the method can
be implemented inMATLAB; third, to present new applications of RCIP to integral equations of scattering theory on planar curves
with corners.

1. Introduction

This paper is about an efficient numerical solver for elliptic
boundary value problems in piecewise smooth domains.
Such a solver is useful for applications in physics and engi-
neering, where computational domains of interest often have
boundaries that contain singular points such as corners and
triple junctions. Furthermore, elliptic boundary value prob-
lems in nonsmooth domains are difficult to solve irrespective
of what numericalmethod is used.The reason is that the solu-
tion, or the quantity representing the solution, often exhibits
a nonsmooth behavior close to boundary singularities. That
behavior is hard to resolve by polynomials, which underly
most approximation schemes. Mesh refinement is needed.
This is costly and may lead to artificial ill-conditioning and
the loss of accuracy.

The numerical solver we propose takes its starting point
in an integral equation reformulation of the boundary value
problem at hand. We assume that the problem can be mod-
eled as a Fredholm second kind integral equation with inte-
gral operators that are compact away from singular boundary
points and whose solution is a layer density representing the
solution to the original problem. We then seek a discrete
approximation to the layer density using a modification of

the Nyström method [1, Chapter 4]. At the heart of the
solver lie certain integral transforms whose inverses modify
the kernels of the integral operators in such a way that the
layer density becomes piecewise smooth and simple to resolve
by polynomials. The discretizations of these inverses are
constructed recursively on locally refined temporary meshes.
Conceptually, this corresponds to applying a fast direct solver
[2] locally to regions with troublesome geometry. Finally,
a global iterative method is applied. This gives us many
of the advantages of fast direct methods, for example, the
ability to deal with certain classes of operators whose spectra
make them unsuitable for iterative methods. In addition, the
approach is typically much faster than using only a fast direct
solver.

Our method, or scheme, has previously been referred to
as recursive compressed inverse preconditioning [3–6], and
there is a good reason for that name. The scheme relies on
applying a relieving right inverse to the integral equation, on
compressing this inverse to a low-dimensional subspace, and
on carrying out the compression in a recursive manner. Still,
the name recursive(ly) compressed inverse preconditioning is a
bit awkward, and we will here simply use the acronym RCIP.

A strong motivation for writing the present paper is that
the original references [3–6] are hard to read for nonexperts
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and that efficient codes, therefore, could be hard to imple-
ment. Certain derivations in [3–6] use complicated interme-
diary constructions, application specific issues obscure the
general picture, and the notation has evolved from paper to
paper. In the present paper, we focus on the method itself,
on how it works and how it can be implemented, and refer
to the original research papers for details. Demo codes, in
Matlab, are part of the exposition and can be downloaded
from http://www.maths.lth.se/na/staff/helsing/Tutor/.

Section 2 provides some historical background. The
basics of the RCIP method are then explained by solving a
simple model problem in Sections 3–6. Sections 7–15 review
various extensions and improvements. Some of this material
is new, for example, the simplified treatment of composed
operators in Section 14. The last part of the paper, Sections
16–18, contains new applications to scattering problems.

2. Background

The line of research on fast solvers for elliptic boundary value
problems in piecewise smooth domains, leading up to the
RCIP method, grew out of work in computational fracture
mechanics. Early efforts concerned finding efficient inte-
gral equation formulations. Corner singularities were either
resolved with brute force or by using special basis functions;
see [7–9] for examples. Such strategies, in combination with
fast multipole [10] accelerated iterative solvers, work well for
simple small-scale problems.

Real world physics is more complicated and, for example,
the study [11] on a high-order time-stepping scheme for
crack propagation (a series of biharmonic problems for
an evolving piecewise smooth surface) shows that radically
better methods are needed. Special basis functions are too
complicated to construct, and brute force is not economical—
merely storing the discretized solution becomes too costly in
a large-scale simulation.

A breakthrough came in 2007, when a schemewas created
that resolves virtually any problem for Laplace’s equation
in piecewise smooth two-dimensional domains in a way
that is fully automatic, fast, stable, memory efficient, and
whose computational cost scales linearly with the number
of corners in the computational domain. The resulting paper
[5] constitutes the origin of the RCIP method. Unfortunately,
however, there are some flaws in [5]. The expressions in [5,
Section 9] are not generally valid, and the paper fails to apply
RCIP in its entirety to the biharmonic problem of [5, Section
3], which was the ultimate goal.

The second paper on RCIP [6] deals with elastic grains.
The part [6, Appendix B], on speedup, is particularly useful.

The third paper on RCIP [3] contains improvement
relative to the earlier papers, both in the notation and in
the discretization of singular operators. The overall theme is
mixed boundary conditions, which pose similar difficulties as
piecewise smooth boundaries do.

The paper [4], finally, solves the problem of [5, Section
3] in a broad setting, and one can view the formalism of
[4] as the RCIP method in its most general form, at least in
two dimensions. Further work on RCIP has been devoted

to more general boundary conditions [12], to problems in
three dimension [13], and to solving elliptic boundary value
problems in special situations, such as for aggregates of
millions of grains, where special techniques are introduced
to deal with problem specific issues [14, 15].

We end this retrospection by pointing out that several
research groups in recent years have proposed numerical
schemes for integral equations stemming from elliptic partial
differential equations in piecewise smooth domains. See, for
example, [16–21]. There is also a widespread notion that a
slight rounding of corners is a good idea for numerics. While
roundingmaywork in particular situations, we do not believe
it is a generally viable method. For one thing, how does one
round a triple junction?

3. A Model Problem

Let Γ be the closed contour of Figure 1 with the parameteri-
zation

𝑟 (𝑠) = sin (𝜋𝑠) (cos ((𝑠 − 0.5) 𝜃) , sin ((𝑠 − 0.5) 𝜃)) ,

𝑠 ∈ [0, 1] .

(1)

Let𝐺(𝑟, 𝑟󸀠) be the fundamental solution to Laplace’s equation
which in the plane can be written as

𝐺(𝑟, 𝑟
󸀠
) = −

1

2𝜋
log 󵄨󵄨󵄨󵄨󵄨𝑟 − 𝑟

󸀠󵄨󵄨󵄨󵄨󵄨
. (2)

We will solve the integral equation

𝜌 (𝑟) + 2𝜆∫
Γ

𝜕

𝜕]
𝑟

𝐺(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 = 2𝜆 (𝑒 ⋅ ]

𝑟
) , 𝑟 ∈ Γ,

(3)

numerically for the unknown layer density 𝜌(𝑟). Here, ] is the
exterior unit normal of the contour, 𝑑𝜎 is an element of arc
length, 𝜆 is a parameter, and 𝑒 is a unit vector. Equation (3)
models an electrostatic inclusion problem [5].

Using complex notation, where vectors 𝑟, 𝑟󸀠, and ] in the
real planeR2 correspond to points 𝑧, 𝜏, and 𝑛 in the complex
plane C, one can express (3) as

𝜌 (𝑧) +
𝜆

𝜋
∫
Γ

𝜌 (𝜏)I{
𝑛
𝑧
𝑛
𝜏
𝑑𝜏

𝜏 − 𝑧
} = 2𝜆R {𝑒𝑛

𝑧
} , 𝑧 ∈ Γ,

(4)

where the “bar” symbol denotes complex conjugation. Equa-
tion (4) is a simplification over (3) from a programming point
of view.

From an algorithmic point of view, it is advantageous to
write (3) in the abbreviated form

(𝐼 + 𝜆𝐾) 𝜌 (𝑧) = 𝜆𝑔 (𝑧) , 𝑧 ∈ Γ, (5)

where 𝐼 is the identity. If Γ is smooth, then (5) is a Fredholm
second kind integral equation with a compact, non-self-
adjoint, integral operator 𝐾 whose spectrum is discrete,
bounded by one in modulus, and accumulates at zero.
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Figure 1: The contour Γ of (1) with a corner at the origin. The solid
curve corresponds to opening angle 𝜃 = 𝜋/3. The dashed curve has
𝜃 = 4𝜋/3.

We also need a way to monitor the convergence of solu-
tions 𝜌(𝑧) to (5). For this purpose, we introduce a quantity 𝑞,
which corresponds to dipole moment or polarizability [13]

𝑞 = ∫
Γ

𝜌 (𝑧)R {𝑒𝑧} 𝑑 |𝑧| . (6)

Remark 1. Existence issues are important. Loosely speaking,
the boundary value problem modeled by (3) has a unique
finite energy solution for a large class of nonsmooth Γ when
𝜆 is either off the real axis or when 𝜆 is real and 𝜆 ∈ [−1, 1).
See [13] for sharper statements. The precise meaning of a
numerical solution to an integral equation such as (3) also
deserves comment. In this paper, a numerical solution refers
to approximate values of 𝜌(𝑟) at a discrete set of points 𝑟

𝑖
∈

Γ. The values 𝜌(𝑟
𝑖
) should, in a postprocessor, enable the

extraction of quantities of interest including values of 𝜌(𝑟) at
arbitrary points 𝑟 ∈ Γ, functionals of 𝜌(𝑟) such as 𝑞 of (6),
and the solution to the underlying boundary value problem
at points in the domain where that problem was set.

4. Discretization on Two Meshes

We discretize (5) using the original Nyström method based
on composite 16-point Gauss-Legendre quadrature on two
different meshes: a coarse mesh with 𝑛pan quadrature panels
and a fine mesh which is constructed from the coarse mesh
by 𝑛sub times subdividing the panels closest to the corner
in a direction toward the corner. The discretization is in
parameter.The four panels on the coarsemesh that are closest
to the corner should be equi-sized in parameter.These panels
form a subset of Γ called Γ

⋆. See Figure 2.
The linear systems resulting from discretization on the

coarse mesh and on the fine mesh can be written formally
as

(Icoa + 𝜆Kcoa)𝜌coa = 𝜆gcoa, (7)

(Ifin + 𝜆Kfin)𝜌fin = 𝜆gfin, (8)

Γ∗

(a) (b)

Figure 2: (a) A coarse mesh with ten panels on the contour Γ of
(1) with opening angle 𝜃 = 𝜋/2. A subset of Γ, called Γ

⋆, covers
four coarse panels as indicated by the dashed curve. (b) A fine mesh
created from the coarse mesh by subdividing the panels closest to
the corner 𝑛sub = 3 times.

where I and K are square matrices and 𝜌 and g are column
vectors.The subscripts fin and coa indicate what type ofmesh
is used. Discretization points on a mesh are said to constitute
a grid. The coarse grid has 𝑛p = 16𝑛pan points. The fine grid
has 𝑛p = 16(𝑛pan + 2𝑛sub) points.

The discretization of (5) is carried out by first rewriting
(4) as

𝜌 (𝑧 (𝑠)) +
𝜆

𝜋
∫

1

0

𝜌 (𝜏 (𝑡))R{

𝑛
𝑧(𝑠)

󵄨󵄨󵄨󵄨󵄨
𝜏
󸀠
(𝑡)

󵄨󵄨󵄨󵄨󵄨
𝑑𝑡

𝜏 (𝑡) − 𝑧 (𝑠)
}

= 2𝜆R {𝑒𝑛
𝑧(𝑠)

} , 𝑠 ∈ [0, 1] .

(9)

ThenNyström discretization with 𝑛p points 𝑧𝑖 and weights𝑤𝑖
on Γ gives

𝜌
𝑖
+
𝜆

𝜋

𝑛p

∑

𝑗=1

𝜌
𝑗
R

{

{

{

𝑛
𝑖

󵄨󵄨󵄨󵄨󵄨
𝑧
󸀠

𝑗

󵄨󵄨󵄨󵄨󵄨
𝑤
𝑗

𝑧
𝑗
− 𝑧
𝑖

}

}

}

= 2𝜆R {𝑒𝑛
𝑖
} , 𝑖 = 1, 2, . . . , 𝑛p.

(10)

The program demo1.m sets up the system (8), solves it
using the GMRES iterative solver [22] incorporating a low-
threshold stagnation avoiding technique [23, Section 8], and
computes 𝑞 of (6). The user has to specify the opening angle
𝜃, the parameter 𝜆, the number 𝑛pan of coarse panels on Γ,
the unit vector 𝑒 and the number of subdivisions 𝑛sub. The
opening angle should be in the interval 𝜋/3 ≤ 𝜃 ≤ 5𝜋/3. We
choose 𝜆 = 0.999, 𝜃 = 𝜋/2, 𝑛pan = 10, and 𝑒 = 1.The quantity
𝑞 converges initially as 𝑛sub is increased, but for 𝑛sub > 44 the
results start to get worse. See Figure 3. This is related to the
fact, pointed out by Bremer [17], that the original Nyström
method captures the 𝐿∞ behavior of the solution 𝜌, while our
𝜌 is unbounded. See, further, Appendix D.

5. Compressed Inverse Preconditioning

Let us split the matrices Kcoa and Kfin of (7) and (8) into two
parts each

Kcoa = K⋆coa + K∘coa, (11)

Kfin = K⋆fin + K∘fin. (12)

Here, the superscript ⋆ indicates that only entries of a matrix
𝐾
𝑖𝑗
whose indices 𝑖 and 𝑗 correspond to points 𝑧

𝑖
and 𝑧
𝑗
that
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Figure 3: Convergence for 𝑞 of (6) using (8) and the program demo1b.m (a loop of demo1.m) with lambda = 0.999, theta = pi/2,
npan = 10, and evec = 1. The reference value is 𝑞 = 1.1300163213105365. There are 𝑛p = 160 + 32𝑛sub unknowns in the main linear
system. (a) Convergence with 𝑛sub. (b) The number of iterations needed to meet an estimated relative residual of 𝜖mach.

both belong to the boundary segment Γ⋆ are retained. The
remaining entries are zero.

Now, we introduce two diagonal matrices Wcoa and
Wfin which have the quadrature weights 𝑤

𝑖
on the diago-

nal. Furthermore, we need a prolongation matrix P which
interpolates functions known at points on the coarse grid
to points on the fine grid. The construction of P relies on
panelwise 15-degree polynomial interpolation in parameter
using Vandermonde matrices. We also construct a weighted
prolongation matrix P

𝑊
via

P
𝑊

= WfinPW
−1

coa. (13)

The matrices P and P
𝑊
share the same sparsity pattern. They

are rectangular matrices, similar to the the identity matrix,
but with one full (4 + 2𝑛sub)16 × 64 block. Let superscript 𝑇
denote the transpose. Then,

P𝑇
𝑊
P = Icoa (14)

holds exactly. See Appendix A and [4, Section 4.3].
Equipped with P and P

𝑊
, we are ready to compress (8)

on the fine grid to an equation essentially on the coarse
grid.This compression is done without the loss of accuracy—
the discretization error in the solution is unaffected and no
information is lost. The compression relies on the variable
substitution

(Ifin + 𝜆K⋆fin)𝜌fin = P𝜌̃coa. (15)

Here, 𝜌̃coa is the discretization of a piecewise smooth trans-
formed density. The compression also uses the low-rank
decomposition

K∘fin = PK∘coaP
𝑇

𝑊
, (16)

which should hold to about machine precision.
The compressed version of (8) reads

(Icoa + 𝜆K∘coaR) 𝜌̃coa = 𝜆gcoa, (17)

where the compressed weighted inverse R is given by

R = P𝑇
𝑊
(Ifin + 𝜆K⋆fin)

−1P. (18)

See Appendix B for details on the derivation.The compressed
weighted inverse R, for Γ of (1), is a block diagonal matrix
with one full 64 × 64 block and the remaining entries
coinciding with those of the identity matrix.

After having solved (17) for 𝜌̃coa, the density𝜌fin can easily
be reconstructed from 𝜌̃coa in a postprocessor; see Section 9.
It is important to observe, however, that 𝜌fin is not always
needed. For example, the quantity 𝑞 of (6) can be computed
directly from 𝜌̃coa. Let 𝜁coa be a column vector which contains
the absolute values of the boundary derivatives 𝑧󸀠

𝑖
multiplied

with weights 𝑤
𝑖
, positions 𝑧

𝑖
, and the complex scalar 𝑒. Then,

𝑞 = R{𝜁coa}
𝑇R𝜌̃coa. (19)

6. The Recursion for R

Thecompressed weighted inverseR is costly to compute from
its definition (18). As we saw in Section 4, the inversion of
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Figure 4: (a)The prolongation operator Pbc performs panelwise interpolation from a grid on a four-panel mesh to a grid on a six-panel mesh.
(b) The sparsity pattern of Pbc.

large matrices (I+K) on highly refined grids could also be
unstable. Fortunately, the computation of R can be greatly
sped up and stabilized via a recursion. This recursion is
derived in a roundabout way and using a refined grid that
differs from that of the present tutorial in [5, Section 7.2]. A
better derivation can be found in [4, Section 5], but there the
setting is more general so that text could be hard to follow.
Here, we focus on results.

6.1. Basic Prolongation Matrices. Let Pbc be a prolongation
matrix, performing panelwise 15-degree polynomial interpo-
lation in parameter froma64-point grid on a four-panelmesh
to a 96-point grid on a six-panel mesh as shown in Figure 4.
Let P
𝑊bc be a weighted prolongation matrix in the style of

(13). If T16 and W16 are the nodes and weights of 16-point
Gauss-Legendre quadrature on the canonical interval [−1, 1],
then Pbc and P

𝑊bc can be constructed as

T32 = [T16 − 1; T16 + 1]/2

W32 = [W16; W16]/2

A = ones(16)

AA = ones(32, 16)

for k = 2 : 16

A(:, k) = A(:, k − 1). ∗ T16

AA(:, k) = AA(:, k − 1). ∗ T32

end

IP = AA/A

IPW = IP. ∗ (W32 ∗ (1./W16)󸀠)

%
Pbc = zeros(96, 64)

Pbc(1 : 16, 1 : 16) = eye(16)

Pbc(17 : 48, 17 : 32) = IP

Pbc(49 : 96, 33 : 64)

= flipud(fliplr(Pbc(1 : 48, 1 : 32)))

%
PWbc = zeros(96, 64)

PWbc(1 : 16, 1 : 16) = eye(16)

PWbc(17 : 48, 17 : 32) = IPW

PWbc(49 : 96, 33 : 64)

= flipud(fliplr(PWbc(1 : 48, 1 : 32))).

See [23, Appendix A] for an explanation of why high-
degree polynomial interpolation involving ill-conditioned
Vandermonde systems gives accurate results for smooth
functions.

6.2. Discretization onNestedMeshes. Let Γ⋆
𝑖
, 𝑖 = 1, 2, . . . , 𝑛sub,

be a sequence of subsets of Γ
⋆ with Γ

⋆

𝑖−1
⊂ Γ
⋆

𝑖
and

Γ
⋆

𝑛sub
= Γ
⋆. Let there also be a six-panel mesh and a

corresponding 96-point grid on each Γ
⋆

𝑖
. The construction

of the subsets and their meshes should be such that if 𝑧(𝑠),
𝑠 ∈ [−2, 2], is a local parameterization of Γ

⋆

𝑖
, then the

breakpoints (locations of panel endpoints) of its mesh are at
𝑠 ∈ {−2, −1, −0.5, 0, 0.5, 1, 2}, and the breakpoints of the mesh
on Γ
⋆

𝑖−1
are at 𝑠 = {−1, −0.5, −0.25, 0, −0.25, 0.5, 1}. We denote

this type of nested six-panel meshes type b. The index 𝑖 is the
level. An example of a sequence of subsets and meshes on Γ

⋆

is shown in Figure 5 for 𝑛sub = 3. Compare [3, Figure 2] and
[4, Figure 5.1].

Let K
𝑖b denote the discretization of 𝐾 on a type b mesh

on Γ
⋆

𝑖
. In the spirit of (11) and (12), we write

K
𝑖b = K⋆

𝑖b + K∘
𝑖b, (20)
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∗

Γ∗2 Γ∗1

Figure 5: The boundary subsets Γ⋆
3
, Γ⋆
2
, and Γ

⋆

1
along with their

corresponding type b meshes for 𝑛sub = 3.

where the superscript ⋆ indicates that only entries with both
indices corresponding to points on the four inner panels are
retained.

6.3. The Recursion Proper. Now, let R
𝑛sub

denote the full 64 ×
64 diagonal block of R. The recursion for R

𝑛sub
is derived in

Appendix C, and it reads

R
𝑖
= P𝑇
𝑊bc(F {R

−1

𝑖−1
} + I∘b + 𝜆K∘

𝑖b)
−1

Pbc, 𝑖 = 1, . . . , 𝑛sub,

(21)

F {R−1
0
} = I⋆b + 𝜆K⋆

1b, (22)

where the operator F{⋅} expands its matrix argument by zero-
padding (adding a frame of zeros of width 16 around it). Note

that the initializer (22) makes the recursion (21) take the first
step

R
1
= P𝑇
𝑊bc(Ib + 𝜆K

1b)
−1Pbc. (23)

The program demo2.m sets up the linear system (17), runs
the recursion of (21) and (22), and solves the linear system
using the same techniques as demo1.m; see Section 4. In fact,
the results produced by the two programs are very similar, at
least up to 𝑛sub = 40. This supports the claim of Section 5
that the discretization error in the solution is unaffected by
compression.

Figure 6 demonstrates the power of RCIP: fewer
unknowns and faster execution, better conditioning (the
number of GMRES iterations does not grow), and higher
achievable accuracy. Compare Figure 3. We emphasize that
the number 𝑛sub of recursion steps (levels) used in (21)
corresponds to the number of subdivisions 𝑛sub used to
construct the fine mesh.

7. Schur-Banachiewicz Speedup of
the Recursion

The recursion (21) can be sped up using the Schur-
Banachiewicz inverse formula for partitioned matrices [24],
which in this context can be written [6, Appendix B] as

[
P⋆𝑇
𝑊

0
0 I] [

A−1 U
V D]

−1

[
P⋆ 0
0 I]

= [
P⋆𝑇
𝑊
AP⋆ + P⋆𝑇

𝑊
AU(D − VAU)−1VAP⋆ −P⋆𝑇

𝑊
AU(D − VAU)−1

−(D − VAU)−1VAP⋆ (D − VAU)−1 ] ,

(24)

where A plays the role of R
𝑖−1

, P⋆ and P⋆
𝑊
are submatrices of

Pbc and P
𝑊bc, and U, V, andD refer to blocks of 𝜆K∘

𝑖b.
The program demo3.m is based on demo2.m, but has (24)

incorporated. Besides, the integral equation (3) is replaced
with

𝜌 (𝑟) + 2𝜆∫
Γ

𝜕

𝜕]
𝑟

𝐺(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠

+ ∫
Γ

𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 = 2𝜆 (𝑒 ⋅ ]

𝑟
) , 𝑟 ∈ Γ,

(25)

which has the same solution 𝜌(𝑟) but ismore stable for 𝜆 close
to one. For the discretization of (25) to fit the form (17), the
last term on the left hand side of (25) is added to the matrix
𝜆K∘coa of (17).

The execution of demo3.m is faster than that of demo2.m.
Figure 7 shows that a couple of extra digits are gained by using
(25) rather than (3) and that fullmachine accuracy is achieved
for 𝑛sub > 60.

8. Various Useful Quantities

Let us introduce a new discrete density 𝜌̂coa via

𝜌̂coa = R𝜌̃coa. (26)

Rewriting (17) in terms of 𝜌̂coa gives

(R−1 + 𝜆K∘coa) 𝜌̂coa = 𝜆gcoa, (27)

which resembles the original equation (7). We see that
K∘coa, which is discretized using Gauss-Legendre quadrature,
acts on 𝜌̂coa. Therefore, one can interpret 𝜌̂coa as pointwise
values of the original density 𝜌(𝑟), multiplied with weight
corrections suitable for integration against polynomials. We
refer to 𝜌̂coa as a weight-corrected density. Compare [6,
Section 5.4].

Assume now that there is a square matrix S which maps
𝜌̃coa to discrete values 𝜌coa of the original density on the
coarse grid

𝜌coa = S𝜌̃coa. (28)
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Figure 6: Same as Figure 3, but using (17) and the program demo2b.m (a loop of demo2.m). There are only 𝑛p = 160 unknowns in the main
linear system.
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Figure 7: Same as Figure 6, but the program demo3b.m is used.

The matrix S allows us to rewrite (17) as a system for the
original density

(S−1 + 𝜆K∘coaRS
−1
)𝜌coa = 𝜆gcoa. (29)

We can interpret the composition RS−1 as a matrix of multi-
plicative weight corrections that compensate for the singular

behavior of 𝜌(𝑟) on Γ
⋆ when Gauss-Legendre quadrature is

used.
Let Y denote the rectangular matrix

Y = (Ifin + 𝜆K⋆fin)
−1P, (30)

and letQ be a restriction operator which performs panelwise
15-degree polynomial interpolation in parameter from a grid
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Figure 8: Output from demo4.m and demo5.m. (a) A comparison of 𝜌fin from the unstable equation (8) and 𝜌fin reconstructed from 𝜌̃coa of
(17) via (33). (b) Relative accuracy in 𝑞 of (6) from part-way reconstructed solutions 𝜌̂part.

on the fine mesh to a grid on a the coarse mesh. We see from
(15) that Y is the mapping from 𝜌̃coa to 𝜌fin. Therefore the
columns of Y can be interpreted as discrete basis functions
for 𝜌(𝑟). It holds by definition that

QP = Icoa, (31)

QY = S. (32)

The quantities and interpretations of this section come in
handy in various situations, for example, in 3D extensions of
the RCIP method [13]. An efficient scheme for constructing
S will be presented in Section 10.

9. Reconstruction of 𝜌fin from 𝜌̃coa

The action of Y on 𝜌̃coa, which gives 𝜌fin, can be obtained by,
in a sense, running the recursion (21) backwards.The process
is described in detail in [3, Section 7]. Here, we focus on
results.

The backward recursion on Γ
⋆ reads

𝜌⃗coa,𝑖 = [Ib − 𝜆K∘
𝑖b(F {R

−1

𝑖−1
} + I∘b + 𝜆K∘

𝑖b)
−1

]Pbc𝜌̃coa,𝑖,

𝑖 = 𝑛sub, . . . , 1.

(33)

Here, 𝜌̃coa,𝑖 is a column vector with 64 elements. In particular,
𝜌̃coa,𝑛sub is the restriction of 𝜌̃coa to Γ

⋆, while 𝜌̃coa,𝑖 are taken

as elements {17 : 80} of 𝜌⃗coa,𝑖+1 for 𝑖 < 𝑛sub. The elements
{1 : 16} and {81 : 96} of 𝜌⃗coa,𝑖 are the reconstructed values of
𝜌fin on the outermost panels of a type b mesh on Γ

⋆

𝑖
. Outside

of Γ⋆, 𝜌fin coincides with 𝜌̃coa.
When the recursion is completed, the reconstructed

values of 𝜌fin on the four innermost panels are obtained from

R
0
𝜌̃coa,0. (34)

Should one wish to interrupt the recursion (33) prematurely,
say at step 𝑖 = 𝑗, then

R
𝑗−1
𝜌̃coa,(𝑗−1) (35)

gives values of a weight-corrected density on the four inner-
most panels of a type b mesh on Γ

⋆

𝑗
. That is, we have a part-

way reconstructed weight-corrected density 𝜌̂part on a mesh
that is 𝑛sub − 𝑗 + 1 times refined. This observation is useful
in the context of evaluating layer potentials close to their
sources.

If the memory permits, one can store the matrices K∘
𝑖b

and R
𝑖
in the forward recursion (21) and reuse them in the

backward recursion (33). Otherwise, they may be computed
afresh.

The program demo4.m builds on the program demo3.m,
using (17) for (25). After the main linear system is solved
for 𝜌̃coa, a postprocessor reconstructs 𝜌fin via (33). Then,
a comparison is made with a solution 𝜌fin obtained by
solving the uncompressed system (8). Figure 8 shows that for
𝑛sub < 10, the results are virtually identical. This verifies the
correctness of (33). For 𝑛sub > 10, the results start to deviate.
That illustrates the instabilities associated with solving (8) on
a highly refined mesh. Compare Figure 3.
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Figure 9: (a)The identities (14) and (31) hold to high accuracy in our implementation, irrespective of the degree of mesh refinement. (b)The
solution 𝜌 to (25) on (1) with parameters as specified in Section 4. The solution with RCIP (17) and (28), shown as blue stars, agrees with the
solution from (8), shown as a red solid line. The solution diverges in the corner.

The program demo5.m investigates the effects of prema-
ture interruption of (33). The number of recursion steps is
set to 𝑛sub = 100, and the recursion is interrupted at different
levels. The density 𝜌fin is reconstructed on outer panels up
to the level of interruption. Then, a weight-corrected density
is produced at the innermost four panels according to (35).
Finally, 𝑞 of (6) is computed from this part-way reconstructed
solution. Figure 8(b) shows that the quality of 𝑞 is unaffected
by the level of interruption.

10. The Construction of S
This section discusses the construction of S and other auxil-
iary matrices. Note that in many applications, these matrices
are not needed.

The entries of the matrices P, P
𝑊
,Q, R, S, and Y can only

differ from those of the identity matrix when both indices
correspond to discretization points on Γ

⋆. For example, the
entries of R only differ from the identity matrix for the
64 × 64 block denoted R

𝑛sub
in (21). In accordance with this

notation, we introduce P
𝑛sub

, P
𝑊𝑛sub

, Q
𝑛sub

, S
𝑛sub

, and Y
𝑛sub

for
the restriction of P, P

𝑊
,Q, S, andY to Γ⋆. In the codes of this

section, we often use this restricted type of matrices, leaving
the identity part out.

We observe that S
𝑛sub

is a square 64 × 64 matrix, P
𝑛sub

,
P
𝑊𝑛sub

and Y
𝑛sub

are rectangular 16(4 + 2𝑛sub) × 64 matrices,
and Q

𝑛sub
is a rectangular 64 × 16(4 + 2𝑛sub) matrix. Fur-

thermore, Q
𝑛sub

is very sparse for large 𝑛sub. All columns of

Q
𝑛sub

with column indices corresponding to points on panels
that result from more than eight subdivisions are identically
zero.

The program demo6.m sets up P
𝑛sub

, P
𝑊𝑛sub

, and Q
𝑛sub

,
shows their sparsity patterns, and verifies the identities (14)
and (31). The implementations for P

𝑛sub
and P

𝑊𝑛sub
rely on

repeated interpolation from coarser to finer intermediate
grids. The implementation of Q

𝑛sub
relies on keeping track

of the relation between points on the original coarse and
fine grids. Output from demo6.m is depicted in Figure 9(a).
Note that the matrices P

𝑛sub
and P

𝑊𝑛sub
are never needed in

applications.
We are now ready to construct S. Section 9 presented a

scheme for evaluating the action ofY
𝑛sub

on discrete functions
on the coarse grid on Γ

⋆. The matrix Y
𝑛sub

, itself, can be
constructed by applying this scheme to a 64 × 64 identity
matrix. The matrix Q

𝑛sub
was set up in demo6.m. Composing

these two matrices gives S
𝑛sub

; see (32). This is done in the
program demo7.m, where the identity part is added as to get
the entire matrix S. In previous work on RCIP, we have found
use for S in complex situations where (29) is preferable over
(17); see [13, Section 9]. If onemerely needs𝜌coa from 𝜌̃coa in a
postprocessor, setting up S and using (28) are not worthwhile.
It is cheaper to let Y act on 𝜌̃coa and then let Q act on the
resulting vector. Anyhow, demo7.m builds on demo4.m and
gives as output 𝜌coa computed via (28); see Figure 9(b). For
comparison, 𝜌fin, computed from the uncompressed system
(8), is also shown.
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Figure 10: Same as Figure 7, but the program demo8b.m is used.

11. Initiating R Using Fixed-Point Iteration

It often happens that Γ⋆
𝑖
is wedge-like. A corner of a polygon,

for example, has wedge-like Γ
⋆

𝑖
at all levels. If Γ⋆ is merely

piecewise smooth, then the Γ
⋆

𝑖
are wedge-like to double

precision accuracy for 𝑖 ≪ 𝑛sub.
Wedge-like sequences of Γ⋆

𝑖
open up for simplifications

and speedup in the recursion of (21) and (22). Particularly so
if the kernel of the integral operator𝐾 of (5) is scale invariant
on wedges. Then the matrix K∘

𝑖b becomes independent of 𝑖.
It can be denoted K∘b and needs only to be constructed once.
Furthermore, the recursion of (21) and (22) assumes the form
of a fixed-point iteration

R
𝑖
= P𝑇
𝑊bc(F{R

−1

𝑖−1
} + I∘b + 𝜆K∘b)

−1

Pbc, 𝑖 = 1, . . . (36)

F {R−1
0
} = I⋆b + 𝜆K⋆b . (37)

The iteration (36) can be run untilR
𝑖
converges. LetR

∗
be the

converged result. One needs not worry about predicting the
number of levels needed. Choosing the number 𝑛sub of levels
needed, in order to meet a beforehand given tolerance in R

∗
,

is otherwise a big problem in connection with (21) and (22)
and non-wedge-like Γ

⋆. This number has no general upper
bound.

Assume now that the kernel of 𝐾 is scale invariant on
wedges. If all Γ⋆

𝑖
are wedge-like, then (36) and (37) replace

(21) and (22) entirely. If Γ
⋆ is merely piecewise smooth,

then (36) and (37) can be run on a wedge with the same
opening angle as Γ⋆, to produce an initializer to (21). That
initializer could often bemore appropriate than (22), which is
plagued with a very large discretization error whenever (10)
is used. This fixed-point recursion initializer is implemented

in the program demo8b.m, which is a simple upgrading
of demo3b.m, and produces Figure 10. A comparison of
Figure 10 with Figure 7 shows that the number 𝑛sub of levels
needed for full convergence is halved compared to when
using the initializer (22).

There are, generally speaking, several advantages with
using the fixed-point recursion initializer, rather than (22),
in (21) on a non-wedge-like Γ⋆. First, the number of different
matrices R

𝑖
and K∘

𝑖b needed in (21) and in (33) is reduced as
the recursions are shortened. This means savings in storage.
Second, the number 𝑛sub of levels needed for full convergence
in (21) seems to always be bounded.The hard work is done in
(36). Third, Newton’s method can be used to accelerate (36).
That is the topic of Section 12.

12. Newton Acceleration

When solving integral equations stemming from particularly
challenging elliptic boundary value problems with solutions
𝜌(𝑟) that are barely absolutely integrable, the fixed-point
iteration of (36) and (37) on wedge-like Γ⋆ may need a very
large number of steps to reach full convergence. See [15,
Section 6.3] for an example where 2 ⋅ 105 steps are needed.

Fortunately, (36) can be cast as a nonlinear matrix
equation

G (R
∗
) ≡ P𝑇
𝑊bcA (R

∗
)Pbc − R

∗
= 0, (38)

where R
∗
, as in Section 11, is the fixed-point solution and

A (R
∗
) = (F {R−1

∗
} + I∘b + 𝜆K∘b)

−1

. (39)

The nonlinear equation (38), in turn, can be solved for R
∗

with a variant of Newton’s method. Let X be a matrix-valued
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Figure 11: Output from the program demo9.m. The fixed-point
iteration (36) and (37) is compared to Newton’s method for (38).

perturbation of R
∗
, and expand G(R

∗
+ X) = 0 to first order

in X. This gives a Sylvester-type matrix equation

X − P𝑇
𝑊bcA (R

∗
) F {R−1

∗
XR−1
∗
}A (R

∗
)Pbc = G (R

∗
) (40)

for the Newton update X. One can use the Matlab built-
in function dlyap for (40), but GMRES seems to be more
efficient and we use that method. Compare [15, Section 6.2].

Figure 11 shows a comparison between the fixed-point
iteration of (36) and (37) and Newton’s method for comput-
ing the fixed-point solution R

∗
to (38) on a wedge-like Γ

⋆.
The program demo9.m is used, and it incorporates Schur-
Banachiewicz speedup in the style of Section 7. The wedge
opening angle is 𝜃 = 𝜋/2, the integral operator𝐾 is the same
as in (5), and 𝜆 = 0.999. The relative difference between the
two converged solutions R

∗
is 5.6 ⋅ 10

−16. Figure 11 clearly
shows that (36) and (37) converge linearly (in 68 iterations),
while Newton’smethod has quadratic convergence. Only four
iterations are needed. The computational cost per iteration
is, of course, higher for Newton’s method than for the fixed-
point iteration, but it is the same at each step. Recall that the
underlying size of the matrix (Ifin + 𝜆K⋆fin), that is inverted
according to (18), grows linearly with the number of steps
needed in the fixed-point iteration. This example therefore
demonstrates that one can invert and compress a linear
system of the type (18) in sublinear time.

13. On the Accuracy of the ‘‘Solution’’

The integral equation (3) comes from a boundary value
problem for Laplace’s equation where the potential field 𝑈(𝑟)
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Figure 12: Similar as Figure 7(a) but with the program demo3c.m.
The potential 𝑈(𝑟) at 𝑟 = (0.4, 0.1) is evaluated via (41), and
npan = 14 is used.

at a point 𝑟 in the plane is related to the layer density 𝜌(𝑟)

via

𝑈 (𝑟) = (𝑒 ⋅ 𝑟) − ∫
Γ

𝐺(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 ; (41)

see [5, Section 2.1].
Figure 12 shows how the field solution 𝑈(𝑟) of (41)

converges with mesh refinement at a point 𝑟 = (0.4, 0.1)

inside the contour Γ of (1). We see that the accuracy in 𝑈(𝑟),
typically, is one digit better than the accuracy of the dipole
moment 𝑞 of (6). One can therefore say that measuring the
field error at a point some distance away from the corner
is more forgiving than measuring the dipole moment error.
It is possible to construct examples where the differences
in accuracy between field solutions and moments of layer
densities are more pronounced, and this raises the question
of how accuracy should be best measured in the context of
solving integral equations. We do not have a definite answer,
but we think that highermoments of layer densities givemore
fair estimates of overall accuracy than field solutions do at
points some distance away from the boundary. See, further,
Appendix E.

14. Composed Integral Operators

Assume that we have a modification of (5) which reads

(𝐼 + 𝑀𝐾) 𝜌
1
(𝑧) = 𝑔 (𝑧) , 𝑧 ∈ Γ. (42)

Here, 𝐾 and 𝑔 are as in (5), 𝑀 is a new, bounded integral
operator, and 𝜌

1
is an unknown layer density to be solved
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Figure 13: Convergence for 𝑞 of (6) with 𝜌 = 𝜌
1
from (42). The curve Γ is as in (1), and theta = pi/2, npan = 11, and evec = 1. The

reference value is taken as 𝑞 = 1.95243329423584. (a) Results from the inner product preserving scheme of Appendix D produced with
demo10.m. (b) Results with RCIP according to (47) and (48) produced with demo10b.m.

for. This section shows how to apply RCIP to (42) using a
simplified version of the scheme in [4].

Let us, temporarily, expand (42) into a system of equa-
tions by introducing a new layer density 𝜌

2
(𝑧) = 𝐾𝜌

1
(𝑧).

Then,

𝜌
1
(𝑧) + 𝑀𝜌

2
(𝑧) = 𝑔 (𝑧) ,

−𝐾𝜌
1
(𝑧) + 𝜌

2
(𝑧) = 0,

(43)

and after discretization on the fine mesh,

([
Ifin 0fin
0fin Ifin

] + [
0fin Mfin
−Kfin 0fin

]) [
𝜌
1fin
𝜌
2fin

]

= [
gfin
0
] .

(44)

Standard RCIP gives

([
Icoa 0coa
0coa Icoa

] + [
0coa M∘coa
−K∘coa 0coa

] [
R
1
R
3

R
2
R
4

]) [
𝜌̃
1coa
𝜌̃
2coa

]

= [
gcoa
0

] ,

(45)

where the compressed inverseR is partitioned into four equi-
sized blocks.

Now, we replace 𝜌̃
1coa and 𝜌̃2coa with a single unknown

𝜌̃coa via

𝜌̃
1coa = 𝜌̃coa − R−1

1
R
3
K∘coaR1𝜌̃coa,

𝜌̃
2coa = K∘coaR1𝜌̃coa.

(46)

The change of variables (46) is chosen so that the second
block-row of (45) is automatically satisfied. The first block-
row of (45) becomes

[Icoa +M∘coa (R4 − R
2
R−1
1
R
3
)K∘coaR1 +M∘coaR2

−R−1
1
R
3
K∘coaR1] 𝜌̃coa = gcoa.

(47)

When (47) has been solved for 𝜌̃coa, the weight-corrected
version of the original density 𝜌

1
can be recovered as

𝜌̂
1coa = R

1
𝜌̃coa. (48)

Figure 13 shows results for (42) with𝑀 being the double
layer potential

𝑀𝜌 (𝑧) = −2∫
Γ

𝜕

𝜕]
𝑟
󸀠

𝐺(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠

=
1

𝜋
∫
Γ

𝜌 (𝜏)I{
𝑑𝜏

𝜏 − 𝑧
} .

(49)

Figure 13(a) shows the convergence of 𝑞 of (6) with 𝑛sub
using the inner product preserving discretization scheme
of Appendix D for (42) as implemented in demo10.m.
Figure 13(b) shows 𝑞 produced with RCIP according to (47)
and (48) as implemented in demo10b.m. The reference value
for 𝑞 is computed with the program demo10c.m, which
uses inner product preserving discretization together with
compensated summation [25, 26] in order to enhance the
achievable accuracy. One can see that, in addition to being
faster, RCIP gives and extra digit of accuracy. Actually, it
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seems as if the scheme in demo10.m converges to a 𝑞 that is
slightly wrong.

In conclusion, in this example and in terms of stability, the
RCIP method is better than standard inner product preserv-
ing discretization and on par with inner product preserving
discretization enhanced with compensated summation. In
terms of computational economy and speed, RCIP greatly
outperforms the two other schemes.

15. Nyström Discretization of Singular Kernels

The Nyström scheme of Section 4 discretizes (5) using
composite 16-point Gauss-Legendre quadrature. This works
well as long as the kernel of the integral operator 𝐾 and the
layer density are smooth on smooth Γ. When the kernel is
not smooth on smooth Γ, the quadrature fails and something
better is needed. See [27] for a comparison of the performance
of various modified high-order accurate Nyström discretiza-
tions for weakly singular kernels and [28] for a recent high-
order general approach to the evaluation of layer potentials.

We are not sure which modified discretization is optimal
in every situation. When logarithmic- and Cauchy-singular
operators need to be discretized in Sections 16–18, we use
two modifications to composite Gauss-Legendre quadrature
called local panelwise evaluation and local regularization. See
[3, Section 2] for a description of these techniques.

16. The Exterior Dirichlet Helmholtz Problem

Let𝐷 be the domain enclosed by the curve Γ, and let 𝐸 be the
exterior to the closure of 𝐷. The exterior Dirichlet problem
for the Helmholtz equation

Δ𝑈 (𝑟) + 𝜔
2
𝑈 (𝑟) = 0, 𝑟 ∈ 𝐸, (50)

lim
𝑟∋𝐸→𝑟

∘

𝑈 (𝑟) = 𝑔 (𝑟
∘
) , 𝑟

∘
∈ Γ, (51)

lim
|𝑟|→∞

√|𝑟| (
𝜕

𝜕 |𝑟|
− i𝜔)𝑈 (𝑟) = 0, (52)

has a unique solution 𝑈(𝑟) under mild assumptions on Γ

and 𝑔(𝑟) [29] and can be modeled using a combined integral
representation [30, Chapter 3]

𝑈 (𝑟) = ∫
Γ

𝜕

𝜕]
𝑟
󸀠

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠

−
i𝜔
2
∫
Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 , 𝑟 ∈ R

2
\ Γ,

(53)

whereΦ
𝜔
(𝑟, 𝑟
󸀠
) is the fundamental solution to the Helmholtz

equation in two dimensions

Φ
𝜔
(𝑟, 𝑟
󸀠
) =

i
4
𝐻
(1)

0
(𝜔

󵄨󵄨󵄨󵄨󵄨
𝑟 − 𝑟
󸀠󵄨󵄨󵄨󵄨󵄨
) . (54)

Here, 𝐻(1)
0
(⋅) is a Hankel function of the first kind. Insertion

of (53) into (51) gives the combined field integral equation

(𝐼 + 𝐾
𝜔
−
i𝜔
2
𝑆
𝜔
) 𝜌 (𝑟) = 2𝑔 (𝑟) , 𝑟 ∈ Γ, (55)

where

𝐾
𝜔
𝜌 (𝑟) = 2∫

Γ

𝜕

𝜕]
𝑟
󸀠

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 , (56)

𝑆
𝜔
𝜌 (𝑟) = 2∫

Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 . (57)

Figure 14 shows the performance of RCIP applied to
(55) for 1000 different values of 𝜔 ∈ [1, 10

3
]. The program

demo11.m is used. The boundary Γ is as in (1) with 𝜃 = 𝜋/2,
and the boundary conditions are chosen as 𝑔(𝑟) = 𝐻

(1)

0
(𝑟−𝑟
󸀠
)

with 𝑟
󸀠
= (0.3, 0.1) inside Γ. The error in 𝑈(𝑟) of (53) is

evaluated at 𝑟 = (−0.1, 0.2) outside Γ. Since the magnitude of
𝑈(𝑟) varies with 𝜔, peaking at about unity, the absolute error
is shown rather than the relative error. The number of panels
on the coarse mesh is chosen as npan = 0.6∗ omega + 18
rounded to the nearest integer.

17. The Exterior Neumann Helmholtz Problem

The exterior Neumann problem for the Helmholtz equation

Δ𝑈 (𝑟) + 𝜔
2
𝑈 (𝑟) = 0, 𝑟 ∈ 𝐸, (58)

lim
𝑟∋𝐸→𝑟

∘

𝜕𝑈 (𝑟)

𝜕]
𝑟

= 𝑔 (𝑟
∘
) , 𝑟

∘
∈ Γ, (59)

lim
|𝑟|→∞

√|𝑟| (
𝜕

𝜕 |𝑟|
− i𝜔)𝑈 (𝑟) = 0, (60)

has a unique solution 𝑈(𝑟) under mild assumptions on Γ

and 𝑔(𝑟) [29] and can be modeled as an integral equation
in several ways. We will consider two options: an “analogy
with the standard approach for Laplace’s equation,” which is
not necessarily uniquely solvable for all 𝜔, and a “regularized
combined field integral equation,” which is always uniquely
solvable. See, further, [16, 31].

17.1. An Analogy with the Standard Laplace Approach. Let𝐾󸀠
𝜔

be the adjoint to the double-layer integral operator𝐾
𝜔
of (56)

𝐾
󸀠

𝜔
𝜌 (𝑟) = 2∫

Γ

𝜕

𝜕]
𝑟

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 . (61)

Insertion of the integral representation

𝑈 (𝑟) = ∫
Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 , 𝑟 ∈ R

2
\ Γ (62)

into (59) gives the integral equation

(𝐼 − 𝐾
󸀠

𝜔
) 𝜌 (𝑟) = −2𝑔 (𝑟) , 𝑟 ∈ Γ. (63)

Figure 15 shows the performance of RCIP applied to (63).
The program demo12.m is used, and the setup is the same as
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Combined field integral equation
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Figure 14:The exterior Dirichlet problem for Helmholtz equation with RCIP applied to (55).The program demo11.m is used with Γ as in (1),
and 𝜃 = 𝜋/2. The boundary condition 𝑔(𝑟) of (51) is generated by a point source at (0.3, 0.1). (a) The absolute error in 𝑈(𝑟) at 𝑟 = (−0.1, 0.2).
(b) The number of GMRES iterations needed to meet an estimated relative residual of 𝜖mach.
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Figure 15:The exterior Neumann problem for Helmholtz equation with RCIP applied to (63).The program demo12.m is used with Γ as in (1),
and 𝜃 = 𝜋/2. The boundary condition 𝑔(𝑟) of (59) is generated by a point source at (0.3, 0.1). (a) The absolute error in𝑈(𝑟) at 𝑟 = (−0.1, 0.2).
(b) The number of GMRES iterations needed to meet an estimated relative residual of 𝜖mach.

that for the Dirichlet problem in Section 16. A comparison
between Figures 15 and 14 shows that the number of GMRES
iterations needed for full convergence now growsmuch faster
with 𝜔. Furthermore, the relative error in the solution to the

Neumann problem is larger, particularly when 𝜔 happens
to be close to values for which the operator 𝐼 − 𝐾

󸀠

𝜔
in (63)

has a nontrivial nullspace. Recall that (55) is always uniquely
solvable, while (63) is not.
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Regularized field integral equation
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Figure 16: The same exterior Neumann problem for Helmholtz equation as in Figure 15, but RCIP is now applied to (68). The program
demo13b.m is used.

17.2. A Regularized Combined Field Integral Equation. The
literature on regularized combined field integral equations for
the exterior Neumann problem is rich, and several formula-
tions have been suggested.We will use the representation [31]

𝑈 (𝑟) = ∫
Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠

+ i∫
Γ

𝜕

𝜕]
𝑟
󸀠

Φ
𝜔
(𝑟, 𝑟
󸀠
) (𝑆i𝜔𝜌) (𝑟

󸀠
) 𝑑𝜎
𝑟
󸀠 , 𝑟 ∈ R

2
\ Γ,

(64)

which after insertion into (59) gives the integral equation

(𝐼 − 𝐾
󸀠

𝜔
− i𝑇
𝜔
𝑆i𝜔) 𝜌 (𝑟) = −2𝑔 (𝑟) , 𝑟 ∈ Γ, (65)

where

𝑇
𝜔
𝜌 (𝑟) = 2

𝜕

𝜕]
𝑟

∫
Γ

𝜕

𝜕]
𝑟
󸀠

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 . (66)

The hypersingular operator 𝑇
𝜔
of (66) can be expressed

as a sum of a simple operator and an operator that requires
differentiation with respect to arc length only [32]

𝑇
𝜔
𝜌 (𝑟) = 2𝜔

2
∫
Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) (]
𝑟
⋅ ]
𝑟
󸀠) 𝜌 (𝑟

󸀠
) 𝑑𝜎
𝑟
󸀠

+ 2
𝑑

𝑑𝜎
𝑟

∫
Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
)

𝑑𝜌 (𝑟
󸀠
)

𝑑𝜎
𝑟
󸀠

𝑑𝜎
𝑟
󸀠 .

(67)

This makes it possible to write (65) in the form

(𝐼 + 𝐴 + 𝐵
1
𝐵
2
+ 𝐶
1
𝐶
2
) 𝜌 (𝑟) = −2𝑔 (𝑟) , 𝑟 ∈ Γ, (68)

where 𝐴 = −𝐾
󸀠, 𝐵
2
= 𝑆i𝜔, and the action of the operators 𝐵

1
,

𝐶
1
, and 𝐶

2
is given by

𝐵
1
𝜌 (𝑟) = −2i𝜔2 ∫

Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) (]
𝑟
⋅ ]
𝑟
󸀠) 𝜌 (𝑟

󸀠
) 𝑑𝜎
𝑟
󸀠 , (69)

𝐶
1
𝜌 (𝑟) = −2i 𝑑

𝑑𝜎
𝑟

∫
Γ

Φ
𝜔
(𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 , (70)

𝐶
2
𝜌 (𝑟) = 2

𝑑

𝑑𝜎
𝑟

∫
Γ

Φi𝜔 (𝑟, 𝑟
󸀠
) 𝜌 (𝑟
󸀠
) 𝑑𝜎
𝑟
󸀠 . (71)

All integral operators in (68) are such that their discretiza-
tions admit the low-rank decomposition (16). We use the
temporary expansion technique of Section 14 for (68), with
two new layer densities that are later eliminated, to arrive at a
single compressed equation analogous to (47). That equation
involves nine equi-sized blocks of the compressed inverse R.

Solving the problem in the example of Section 17.1 again,
we now take the number of panels on the coarse mesh as
npan = 0.6∗ omega + 48 rounded to the nearest integer.
Figure 16 shows results from the program demo13b.m The
resonances, visible in Figure 15, are now gone. It is interesting
to observe in Figure 16 that, despite the presence of several
singular operators and compositions in (68), the results
produced with RCIP are essentially fully accurate, and the
number of GMRES iterations needed for convergence grows
very slowly with 𝜔.

The program demo13c.m differs from demo13b.m in that
it uses local regularization for the Cauchy-singular operators
of (70) and (71) rather than local panelwise evaluation. The
results produced by the two programs are virtually identical;
so, we do not show yet another figure.
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18. Field Evaluations

Strictly speaking, a boundary value problem is not properly
solved until its solution can be accurately evaluated in the
entire computational domain. The program demo11b.m is a
continuation of demo11.m which, after solving (55) for 𝜌̃coa
with RCIP and forming 𝜌̂coa via (26), computes the solution
𝑈(𝑟) via (53) using three slightly different discretizations.

(i) When 𝑟 is away from Γ, 16-point Gauss-Legendre
quadrature is used in (53) on all quadrature panels.

(ii) When 𝑟 is close to Γ, but not close to a panel neigh-
boring a corner, 16-point Gauss-Legendre quadrature
is used in (53) on panels away from 𝑟, and local
panelwise evaluation is used for panels close to 𝑟.

(iii) When 𝑟 is close to a panel neighboring a corner, the
density 𝜌̃coa is first used to reconstruct 𝜌̂part according
to Section 9. Then 16-point Gauss-Legendre quadra-
ture is used in (53) on panels away from 𝑟, and local
panelwise evaluation is used for panels close to 𝑟.

The first two discretizations only use the coarse grid on
Γ. The third discretization needs a grid on a partially refined
mesh on Γ.

The program demo13d.m is a continuation of demo13b.m
which, after solving (65) with RCIP as described in Sec-
tion 17.2, computes the solution 𝑈(𝑟) via (64) using the three
discretizations of the previous paragraph.

Figures 17 and 18 show that RCIP in conjunction with
the modified quadrature rules of [3, Section 2] is capable
of producing very accurate solutions to exterior Helmholtz
problems in, essentially, the entire computational domain.

Appendices

A. Proof That P𝑇
𝑊
P= Icoa

Let fcoa and gcoa be two column vectors, corresponding to the
discretization of two panelwise polynomials with panelwise
degree 15 on the coarse mesh of Γ. Then,

f𝑇coaWcoagcoa = (Pfcoa)
𝑇Wfin (Pgcoa)

= f𝑇coaP
𝑇WfinPgcoa,

(A.1)

because composite 16-point Gauss-Legendre quadrature has
panelwise polynomial degree 31. The diagonal matrix Wcoa
has siz e 16𝑛pan × 16𝑛pan.

Since there are 16𝑛pan linearly independent choices of fcoa
and of gcoa, it follows from (A.1) that

Wcoa = P𝑇WfinP, (A.2)

which, using (13), can be rewritten as

Icoa = W−1coaP
𝑇WfinP = P𝑇

𝑊
P. (A.3)

B. Derivation of the Compressed Equation

The compression of (8), leading up to (17), was originally
described in [5, Section 6.4]. Here, we give a summary.
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Figure 17: The error in the solution 𝑈(𝑟) to the exterior Dirichlet
Helmholtz problem of Section 16 evaluated at 62392 points on a
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(0.3, 0.1) is shown as a blue star.
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Figure 18: Same as Figure 17, but the exterior Neumann Helmholtz
problem is solved using demo13d.m. The accuracy is even higher
than in Figure 17.

The starting point is (5) which, using the operator split
analogous to (11) and (12)

𝐾 = 𝐾
⋆
+ 𝐾
∘ (B.1)

and the variable substitution

𝜌 (𝑧) = (𝐼 + 𝜆𝐾
⋆
)
−1

𝜌 (𝑧) , (B.2)

gives the right preconditioned equation

𝜌 (𝑧) + 𝜆𝐾
∘
(𝐼 + 𝜆𝐾

⋆
)
−1

𝜌 (𝑧) = 𝜆𝑔 (𝑧) , 𝑧 ∈ Γ. (B.3)

Now, let us take a close look at (B.3). We observe that
𝐾
∘
(𝐼 + 𝜆𝐾

⋆
)
−1 is an operator whose action on any function
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gives a function that is smooth on the innermost two panels
of the coarse grid on Γ

⋆. This is so since 𝐾
∘ is constructed

so that its action on any function gives a function that is
smooth on the innermost two panels of the coarse grid on Γ⋆.
Furthermore, the right hand side 𝜆𝑔(𝑧) of (B.3) is assumed
to be panelwise smooth. Using an argument of contradiction,
we see that 𝜌(𝑧) has to be a panelwise smooth function on the
innermost two panels of the coarse grid on Γ

⋆.
Having concluded that 𝜌(𝑧) is panelwise smooth close to

the corner, we can write

𝜌̃fin = P𝜌̃coa. (B.4)

We also have

gfin = Pgcoa, (B.5)

the discrete version of (B.2) on the fine grid

𝜌fin = (Ifin + 𝜆K⋆fin)
−1

𝜌̃fin, (B.6)

and the relations (12) and (16) which we now repeat as

Kfin = K⋆fin + K∘fin,

K∘fin = PK∘coaP
𝑇

𝑊
.

(B.7)

Substitution of (B.4), (B.5), (B.6), and (B.7) into (8),
which we now repeat as

(Ifin + 𝜆Kfin)𝜌fin = 𝜆gfin, (B.8)

gives

P𝜌̃coa + 𝜆PK∘coaP
𝑇

𝑊
(Ifin + 𝜆K⋆fin)

−1P𝜌̃coa = Pgcoa. (B.9)

ApplyingP𝑇
𝑊
(orQ) to the left in (B.9) and using the identities

(14) (or (31)) give the compressed equation (17).

C. Derivation of the Recursion

The recursion (21) for the rapid construction of the diagonal
blocks of the compressed weighted inverse R was originally
derived in [5, Section 7] using different notations and differ-
ent meshes than in the present tutorial. The recursion was
derived a second time in [6, Section 7] using new meshes.
Better notation was introduced in [3, Section 6]. A third
derivation, in a general setting, takes place in [4, Section 5],
and it uses the same notation and meshes as in the present
tutorial.

A problem when explaining the derivation of (21) is that
one needs to introduce intermediate meshes and matrices
whose appearance may cause enervation at a first glance.
Particularly, since these meshes and matrices are not needed
in the final expression (21), we emphasize that the underlying
matrix property that permits the recursion is the low rank of
certain off-diagonal blocks in discretizations of𝐾∘ of (B.1) on
nested meshes.

The recursion (21) only uses one type of mesh explicitly—
the type bmesh of Figure 5. On each Γ⋆

𝑖
, there is a type bmesh

Type a Type b Type c

Figure 19: Meshes of type a, type b, and type c on the boundary
subset Γ⋆

𝑖
for 𝑖 = 3 and 𝑛sub = 3. The type a mesh has 4 + 2𝑖 panels.

The type bmesh has six panels.The type cmesh has four panels.The
type a mesh is the restriction of the fine mesh to Γ⋆

𝑖
. For 𝑖 = 𝑛sub, the

type c mesh is the restriction of the coarse mesh to Γ
⋆. The type a

mesh and the type b mesh coincide for 𝑖 = 1.

and a corresponding discretization of 𝐾∘ denoted K∘
𝑖b. Here,

we need two new types of meshes denoted, type a and type
c, along with corresponding discrete operators. For example,
K
𝑖a is the discretization of𝐾 on a type amesh on Γ⋆

𝑖
.The three

types of meshes are depicted in Figure 19. Actually, a straight
type c mesh was already introduced in Figure 4.

Now, we define R
𝑖
as

R
𝑖
≡ P𝑇
𝑊𝑖ac(I𝑖a + 𝜆K

𝑖a)
−1P
𝑖ac, (C.1)

where P
𝑊𝑖ac and P

𝑖ac are prolongation operators (in parame-
ter) from a grid on a type c mesh on Γ

⋆

𝑖
to a grid on a type

a mesh on Γ
⋆

𝑖
. Note that R

𝑖
for 𝑖 = 𝑛sub, according to the

definition (C.1), is identical to the full diagonal 64 × 64 block
of R of (18). Note also that R

1
comes cheaply. The rest of this

appendix is about finding an expression forR
𝑖
in terms ofR

𝑖−1

that is cheap to compute.
Let us split K

𝑖a into two parts

K
𝑖a = K⋆

𝑖a + K∘
𝑖a, (C.2)

where K⋆
𝑖a = F{K

(𝑖−1)a}, and K∘ia is such that

K∘
𝑖a = P

𝑖abK
∘

𝑖bP
𝑇

𝑊𝑖ab (C.3)

holds to about machine precision; compare (16). The prolon-
gation operators P

𝑖ab and P
𝑊𝑖ab act from a grid on a type b

mesh to a grid on a type a mesh. It holds that

P
𝑖ac = P

𝑖abPbc,

P
𝑊𝑖ac = P

𝑊𝑖abP𝑊bc.
(C.4)

Summing up, we can rewrite (C.1) as

R
𝑖
= P𝑇
𝑊bcP
𝑇

𝑊𝑖ab

× (I
𝑖a + F {𝜆K

(𝑖−1)a} + 𝜆P
𝑖abK
∘

𝑖bP
𝑇

𝑊𝑖ab)
−1

P
𝑖abPbc.

(C.5)

The subsequent steps in the derivation of (21) are to
expand the term within parenthesis in (C.5) in a Neumann
series, multiply the terms in this series with P𝑇

𝑊𝑖ab from the
left and with P

𝑖ab from the right, and bring the series back in
closed form. The result is

R
𝑖
= P𝑇
𝑊bc[(P

𝑇

𝑊𝑖ab(I𝑖a + F {𝜆K
(𝑖−1)a})

−1P
𝑖ab)
−1

+ 𝜆K∘
𝑖b]
−1

Pbc,

(C.6)
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Figure 20: Same as Figure 7, but the program demo1d.m is used.

which, in fact, is (21) in disguise. To see this, recall from (C.1)
that

R
(𝑖−1)

≡ P𝑇
𝑊(𝑖−1)ac(I(𝑖−1)a + 𝜆K

(𝑖−1)a)
−1P
(𝑖−𝑖)ac. (C.7)

Then,

F {R
(𝑖−1)

} = F {P𝑇
𝑊(𝑖−1)ac(I(𝑖−1)a + 𝜆K

(𝑖−1)a)
−1P
(𝑖−𝑖)ac}

= P𝑇
𝑊𝑖ab(I𝑖a + F{𝜆K

(𝑖−1)a})
−1P
𝑖ab − I∘b,

(C.8)

where the second equality uses P𝑇
𝑊𝑖abP𝑖ab = Ib; see

AppendixA. Substitution of (C.8) in (C.6) gives the recursion
in the familiar form

R
𝑖
= P𝑇
𝑊bc(F{R

−1

𝑖−1
} + I∘b + 𝜆K∘

𝑖b)
−1

Pbc. (C.9)

D. An Inner Product Preserving Scheme

In [17], Bremer describes a scheme that stabilizes the solution
to the discretized system (8) on the fine mesh. The scheme
can be interpreted as an inner product preserving discretiza-
tion. In practice, it corresponds to making a similarity
transformation of the system matrix. While inner product
preserving Nyström discretization elegantly solves problems
related to stability (the condition number of the system
matrix is improved), it does not reduce the number of
discretization points (unknowns) needed to achieve a given
precision in the solution. Neither does it affect the spectrum
of the system matrix (similarity transformations preserve
eigenvalues), and, hence, it does not in any substantial way
improve the convergence rate of theGMRES iterativemethod
[33, Lecture 35].

For completeness, we have implemented inner product
preservingNyströmdiscretization in the programdemo1d.m.
The program is a continuation of demo1b.m where we also
have replaced (3) with the more stable integral equation
(25). This should facilitate comparison with the program
demo3b.m and the results shown in Figure 7.

Figure 20 shows results produced by demo1d.m. Beyond
𝑛sub = 60, one now achieves essentially fullmachine precision
in 𝑞 of (6). Despite this success, inner product preserv-
ing Nyström discretization can perhaps not quite compete
with the RCIP method in this example. The differences in
performance relate to issues of memory and speed. The
RCIP method uses a much smaller linear system (16𝑛pan
unknowns) than does inner product preserving Nyström
discretization (16(𝑛pan + 2𝑛sub) unknowns). Besides, the
RCIP method converges in only eight GMRES iterations,
irrespective of 𝑛sub. See Figure 7.

E. The Nature of Layer Densities in Corners

It is considered difficult to solve integral equations on
piecewise smooth boundaries. One reason being that solu-
tions (layer densities) often have complicated asymptotics
close to corner vertices. Also, stable numerical schemes,
such as that of Appendix D, are burdened with the task
of resolution. It takes a lot of mesh refinement to resolve
nonpolynomial-like layer densities with polynomial basis
functions.

Sometimes, layer densities diverge, and sometimes they
stay bounded, but they are seldom polynomial-like close to
corner vertices. While we refrain from giving a characteri-
zation of what properties of Fredholm second kind integral
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equations give rise to unbounded solutions, we observe the
following.

(i) The solution 𝜌(𝑟) to (3) diverges in corners whenever
R{𝜆} > 0 and 𝜆 is such that 𝜌(𝑟) exists. Figure 9
illustrates this for 𝜆 = 0.999.

(ii) The size of the zone where the asymptotic shape of
a layer density is visible depends on the smoothness
of the solution to the PDE that underlies the integral
equation. See [3, Figure 3].

(iii) The divergence of layer densities close to corner ver-
tices can be very strong. In classical materials science
applications, it is not unusual with layer densities
that barely lie in 𝐿

2 [5, Section 2]. In metamaterial
applications, layer densities may barely lie in 𝐿

1 [15,
Section 3]. Furthermore, it is likely that 𝐿𝑝 spaces
are not the most natural function spaces for the
characterization of layer densities [13, Section 5].

Variable separation is often used to predict the asymptotic
behavior of layer densities close to corner vertices. See, for
example, [5, Section 2] and [7, Section 2]. But perhaps
asymptotic studies of layer densities are not that important?
Assume that there are two different Fredholm second kind
integral equations for the same underlying PDE: one where
the layer density is bounded and onewhere it is unbounded. If
the RCIPmethod is to be used, it really does notmatter which
equation is chosen. The recursion of (21) and (22) might
need fewer steps for the equation with a bounded solution.
The achievable accuracy for functionals of the layer density,
on the other hand, is often slightly higher if computed from
the unbounded solution.The reason being, loosely speaking,
that more information can be contained in a rapidly varying
function than in a slowly varying function.
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