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1. Introduction and preliminary

Fourth-order nonlinear differential equations have many applications such as balancing
condition of an elastic beam which may be described by nonlinear fourth-order ordinary
differential equations. Concerning the studies for singular and nonsingular case, one can
refer to [1–10]. However, there are not many results on the system for nonlinear fourth-
order differential equations. In this paper, by using topological degree theory and cone
theory, we study the existence of the positive solutions and the multiple positive solutions
for singular and nonsingular system of nonlinear fourth-order boundary value problems.
Our conclusions and conditions are different from the ones used in [1–10] for single
equations.

This paper is divided into three sections: in Section 2, we prove the existence of the
positive solutions and the multiple positive solutions for systems of nonlinear fourth-
order boundary value problems with nonlinear singular terms fi(t,u) which may be sin-
gular at t = 0, t = 1. In Section 3, we prove some existence theorems of the positive so-
lutions and the multiple positive solutions for nonsingular system of nonlinear fourth-
order boundary value problems.

Let (E,‖ · ‖) be a real Banach space and P ⊂ E a cone, Bρ = {u∈ E : ‖u‖ < ρ} (ρ > 0).
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Lemma 1.1 [11]. Assume that A : Bρ ∩P → P is a completely continuous operator. If there
exists x0 ∈ P\{θ} such that

x−Ax �= λx0, ∀λ≥ 0, x ∈ ∂Bρ∩P, (1.1)

then i(A,Bρ∩P,P)= 0.

Lemma 1.2 [12]. Assume that A : Bρ ∩P→ P is a completely continuous operator and has
no fixed point at ∂Bρ∩P.

(1) If ‖Au‖ ≤ ‖u‖ for any u∈ ∂Bρ∩P, then i(A,Bρ∩P,P)= 1.
(2) If ‖Au‖ ≥ ‖u‖ for any u∈ ∂Bρ∩P, then i(A,Bρ∩P,P)= 0.

2. Singular case

We consider boundary value problems of singular system for nonlinear four order ordi-
nary differential equations (SBVP)

x(4) = f1(t, y), t ∈ (0,1),

x(0)= x(1)= x′′(0)= x′′(1)= 0,

−y′′ = f2(t,x), t ∈ (0,1),

y(0)= y(1)= 0,

(2.1)

where fi ∈ C((0,1)×R+,R+) (i = 1,2), R+ = [0,+∞), fi(t,0) ≡ 0, fi(t,u) are singular at
t = 0 and t = 1. (x, y) ∈ C4(0,1)∩ C2[0,1]× C2(0,1)∩ C[0,1] are a solution of SBVP
(2.1) if (x, y) satisfies (2.1). Moreover, we call that (x, y) is a positive solution of SBVP
(2.1) if x(t) > 0, y(t) > 0, t ∈ (0,1).

First, we list the following assumptions.
(H1) There exist qi ∈ C(R+,R+), pi ∈ C((0,1),[0,+∞)) such that fi(t,u) ≤ pi(t)qi(u)

and

0 <
∫ 1

0
t(1− t)pi(t)dt < +∞ (i= 1,2). (2.2)

(H2) There exist α∈ (0,1], 0 < a < b < 1 such that

liminf
u→+∞

f1(t,u)
uα

> 0, liminf
u→+∞

f2(t,u)
u1/α

= +∞ (2.3)

uniformly on t ∈ [a,b].
(H3) There exists β ∈ (0,+∞) such that

limsup
u→0+

f1(t,u)
uβ

< +∞, limsup
u→0+

f2(t,u)
u1/β = 0 (2.4)

uniformly on t ∈ (0,1).
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(H4) There exists γ ∈ (0,1], 0 < a < b < 1 such that

liminf
u→0+

f1(t,u)
uγ

> 0, liminf
u→0+

f2(t,u)
u1/γ = +∞ (2.5)

uniformly on t ∈ [a,b].
(H5) There exists R > 0 such that q1[0,N]

∫ 1
0 t(1 − t)p1(t)dt < R, where N = q2[0,

R]
∫ 1

0 t(1− t)p2(t)dt, qi[0,d]= sup{qi(u) : u∈ [0,d]} (i= 1,2).

Lemma 2.1 [13]. Assume that pi ∈ C((0,1),[0,+∞)) (i= 1,2) satisfies (H1), then

lim
t→0+

t
∫ 1

t
(1− s)pi(s)ds= lim

t→1−
(1− t)

∫ 1

t
spi(s)ds= 0. (2.6)

By (H1) and Lemma 2.1, we know that SBVP (2.1) is equivalent to the following system
of nonlinear integral equations:

x(t)=
∫ 1

0
G(t,s)

∫ 1

0
G(s,r) f1

(
r, y(r)

)
dr ds,

y(t)=
∫ 1

0
G(t,s) f2

(
s,x(s)

)
ds,

(2.7)

where

G(t,s)=
⎧⎨
⎩

(1− t)s, 0≤ s≤ t ≤ 1,

t(1− s), 0≤ t ≤ s≤ 1.
(2.8)

Clearly, (2.7) is equivalent to the following nonlinear integral equation:

x(t)=
∫ 1

0
G(t,s)

∫ 1

0
G(s,r) f1

(
r,
∫ 1

0
G(r,τ) f2

(
τ,x(τ)

)
dτ
)
dr ds. (2.9)

Let J = [0,1], J0 = [a,b] ⊂ (0,1), ε0 = a(1− b), E = C[0,1], ‖u‖ = maxt∈J |u(t)| for
u∈ E,

K = {u∈ C[0,1] : u(t)≥ 0, u(t)≥ t(1− t)‖u‖, t ∈ J
}
. (2.10)

It is easy to show that (E,‖ · ‖) is a real Banach pace, K is a cone in E and

G(t,s)≥ ε0, ∀(t,s)∈ J0× J0,

t(1− t)G(r,s)≤G(t,s)≤G(s,s)= (1− s)s, ∀t,s,r ∈ J.
(2.11)

By virtue of (H1), we can define A : C[0,1]→ C[0,1] as follows:

(Ax)(t)=
∫ 1

0
G(t,s)

∫ 1

0
G(s,r) f1

(
r,Tx(r)

)
dr ds, (2.12)



4 Boundary Value Problems

where

(Tx)(t)=
∫ 1

0
G(t,s) f2

(
s,x(s)

)
ds. (2.13)

Then the positive solutions of SBVP (2.1) are equivalent to the positive fixed points of A.

Lemma 2.2. Let (H1) hold, then A : K → K is a completely continuous operator.

Proof. Firstly, we show that T : K → K is uniformly bounded continuous operator. For
any x ∈ K , it follows from (2.13) that (Tx)(t)≥ 0 and

(Tx)(t)≥ t(1− t)
∫ 1

0
G(r,s) f2

(
s,x(s)

)
ds, t,r ∈ J. (2.14)

From (2.14), we get that (Tx)(t)≥ t(1− t)‖Tx‖ for any t ∈ J . So T(K)⊂ K .
Let D ⊂ K be a bounded set, we assume that ‖x‖ ≤ d for any x ∈ D. Equation (2.13)

and (H1) imply that

‖Tx‖ ≤ q2[0,d]
∫ 1

0
s(1− s)p2(s)ds=: C1, (2.15)

from this we know that T(D) is a bounded set.
Next, we show that T : K → K is a continuous operator. Let xn,x0 ∈ K , ‖xn− x0‖ → 0

(n→∞). Then {xn} is a bounded set, we assume that ‖xn‖ ≤ d (n= 0,1,2, . . .). By (H1),
we have

f2
(
t,xn(t)

)≤ q2[0,d]p2(t), t ∈ (0,1), n= 0,1,2, . . . ,

∣∣Txn(t)−Tx0(t)
∣∣≤

∫ 1

0
s(1− s)

∣∣ f2(s,xn(s)
)− f2

(
s,x0(s)

)∣∣ds, t ∈ J.
(2.16)

Now (2.16), (H1), and Lebesgue control convergent theorem yield

∥∥Txn−Tx0
∥∥−→ 0 (n−→∞). (2.17)

Thus T : K → K is a continuous operator. By T ∈ C[K ,K] and f1 ∈ C((0,1)×R+,R+),
similarly we can show that A : K → K is a uniformly bounded continuous operator.

We verify that A is equicontinuous on D. Since G(t,s) is uniformly continuous in J × J ,
for any ε > 0, 0 ≤ t1 < t2 ≤ 1, there exists δ = δ(ε) > 0 such that |t1 − t2| < δ imply that
|G(t1,s)−G(t2,s)| < ε, s∈ J . Then

∣∣(Ax)
(
t1
)− (Ax)

(
t2
)∣∣≤

∫ 1

0

∣∣G(t1,s
)−G

(
t2,s

)∣∣
∫ 1

0
G(s,r) f1

(
r, (Tx)(r)

)
dr ds

≤ q1
[
0,C1

]∫ 1

0

∣∣G(t1,s
)−G

(
t2,s

)∣∣ds
∫ 1

0
r(1− r)p1(r)dr

< εq1
[
0,C1

]∫ 1

0
r(1− r)p1(r)dr, ∀x ∈D.

(2.18)
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This implies that A(D) is equicontinuous. So A : K → K is complete continuous. This
completes the proof of Lemma 2.1. �

Theorem 2.3. Let (H1), (H2), and (H3) hold, then SBVP (2.1) has at least one positive
solution.

Proof. From Lemma 2.2, we know that A : K → K is completely continuous. According
to the first limit of (H2), there are ν > 0, M1 > 0 such that

f1(t,u)≥ νuα, ∀(t,u)∈ [a,b]× (M1,+∞). (2.19)

Let R1 ≥max{((b− a)ε(1+α)/α
0 )−1, ((ε3

0(b− a)2ν/2)maxt∈J
∫ b
a G(t,s)ds)−1/α}. By the second

limit of (H2), there exists M2 > 0 such that

f2(t,u)≥ R1u
1/α, ∀(t,u)∈ [a,b]× (M2,+∞). (2.20)

Taking M ≥max{M1,M2}, R= (M + 1)ε−1
0 , x0(t)= sinπt ∈ K\{θ}, we affirm that

x−Ax �= λx0, ∀λ≥ 0, x ∈ ∂BR∩K. (2.21)

In fact, if there are λ≥ 0, x ∈ ∂BR∩K such that x−Ax = λx0, then for t ∈ J , we have

x(t)≥ (Ax)(t)≥
∫ b

a
G(t,s)

∫ b

a
G(s,r) f1

(
r,
∫ 1

0
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ
)
dr ds. (2.22)

Owing to α∈ (0,1] and x(t)≥ ε0R >M, t ∈ J0, (2.20) implies that

∫ 1

0
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ ≥

∫ b

a
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ

≥ R1

∫ b

a
G(r,ξ)x1/α(ξ)dξ ≥ R1

(
ε0R

)1/α
∫ b

a
G(r,ξ)dξ

≥ RR1(b− a)ε1+1/α
0 ≥ R >M, r ∈ J0.

(2.23)

By using 0 ≤ G(t,s) ≤ 1, α ∈ (0,1] and Jensen inequality, it follows from (2.19)–(2.23)
that

x(t)≥ ν

∫ b

a
G(t,s)

∫ b

a
G(s,r)

(∫ 1

0
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ
)α

dr ds

≥ ε0ν

∫ b

a
G(t,s)

∫ b

a

(∫ 1

0
Gα(r,ξ) f α2

(
ξ,x(ξ)

)
dξ
)
dr ds

≥ ε0ν

∫ b

a
G(t,s)

∫ b

a

(∫ b

a
G(r,ξ) f α2

(
ξ,x(ξ)

)
dξ
)
dr ds

≥ ε0νRα
1

∫ b

a
G(t,s)

∫ b

a

∫ b

a
G(r,ξ)x(ξ)dξ dr ds

≥ Rε3
0(b− a)2νRα

1

∫ b

a
G(t,s)ds, t ∈ J.

(2.24)
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Thus

R= ‖x‖ ≥ Rε3
0(b− a)2νRα

1 max
t∈J

∫ b

a
G(t,s)ds≥ 2R. (2.25)

This is a contradiction. By Lemma 1.1, we get

i
(
A,BR∩K ,K

)= 0. (2.26)

On the other hand, there exists ρ1 ∈ (0,1) according to the first limit of (H3) such that

C2 =: sup

{
f1(t,u)
uβ

: (t,u)∈ (0,1)× (0,ρ1
]}

< +∞. (2.27)

Taking ε1 =min{ρ1, (1/2C2)1/β} > 0. By the second limit of (H3), there exists ρ2 ∈ (0,1)
such that

f2(t,u)≤ ε1u
1/β, ∀(t,u)∈ (0,1)× (0,ρ2

]
. (2.28)

Let ρ =min{ρ1,ρ2}. Equations (2.27) and (2.28) imply that

∫ 1

0
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ ≤ ε1

∫ 1

0
G(r,ξ)x(ξ)1/βdξ ≤ ρ1‖x‖1/β

≤ ρ
1+1/β
1 < ρ1, ∀x ∈ Bρ∩K , r ∈ (0,1),

(Ax)(t)≤ C2

∫ 1

0
G(t,s)

∫ 1

0
G(s,r)

(∫ 1

0
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ
)β

dr ds

≤ C2ε
β
1‖x‖ ≤

1
2
‖x‖, ∀x ∈ Bρ∩K , t ∈ [0,1].

(2.29)

Then ‖Ax‖ ≤ (1/2)‖x‖ < ‖x‖ for any x ∈ ∂Bρ∩K . Lemma 1.2 yields

i
(
A,Bρ∩K ,K

)= 1. (2.30)

Equations (2.26) and (2.30) imply that

i
(
A,
(
BR

∖
Bρ
)∩K ,K

)= i
(
A,BR∩K ,K

)− i
(
A,Bρ∩K ,K

)=−1. (2.31)

So A has at least one fixed point x ∈ (BR\Bρ)∩K which satisfies 0 < ρ < ‖x‖ ≤ R. We
know that x(t) > 0, t ∈ (0,1) by definition of K . This shows that SBVP (2.1) has at least
one positive solution (x, y) ∈ C4(0,1)∩ C2[0,1]× C2(0,1)∩ C[0,1] by (2.7), and the
solution (x, y) satisfies x(t) > 0, y(t) > 0 for any t ∈ (0,1). This completes the proof of
Theorem 2.3. �

Theorem 2.4. Let (H1), (H4), and (H5) hold, then SBVP (2.1) has at least one positive
solution.

Proof. By the first limit of (H4), there exist η > 0 and δ1 ∈ (0,R) such that

f1(t,u)≥ ηuγ, ∀(t,u)∈ [a,b]× [0,δ1]. (2.32)
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Let m≥ 2[ε3
0(b− a)2η

∫ b
a G(1/2,s)ds]−1, then according to the second limit of (H4), there

exists δ2 ∈ (0,R) such that

f
γ

2 (t,u)≥mu, ∀(t,u)∈ [a,b]× [0,δ2
]
. (2.33)

Taking δ = min{δ1,δ2}. Since f2(t,0) ≡ 0, f2 ∈ C((0,1) × R+,R+), there exists small
enough σ ∈ (0,δ) such that f2(t,x)≤ δ for any (t,x)∈ (0,1)× [0,σ]. Then we have

∫ 1

0
G(r,τ) f2

(
τ,x(τ)

)
dτ ≤ δ, ∀x ∈ Bσ ∩K , r ∈ (0,1). (2.34)

By using Jensen inequality and 0 < γ ≤ 1, from (2.32)–(2.34) we can get that

(Ax)
(

1
2

)
≥ η

∫ b

a
G
(

1
2

,s
)∫ b

a
G(s,r)

(∫ 1

0
G(r,τ) f2

(
τ,x(τ)

)
dτ
)γ
dr ds

≥ ε0η
∫ b

a
G
(

1
2

,s
)
ds
∫ b

a

(∫ b

a
G(r,τ) f

γ
2

(
τ,x(τ)

)
dτ
)
dr

≥ ε0ηm
∫ b

a
G
(

1
2

,s
)
ds
∫ b

a

∫ b

a
G(r,τ)x(τ)dτ dr

≥ ε3
0(b− a)2ηm‖x‖

∫ b

a
G
(

1
2

,s
)
ds≥ 2‖x‖, ∀x ∈ Bσ ∩K.

(2.35)

From this we know that

‖Ax‖ ≥ 2‖x‖ > ‖x‖, ∀x ∈ ∂Bσ ∩K. (2.36)

Equation (2.36) and Lemma 1.2 imply that

i
(
A,Bσ ∩K ,K

)= 0. (2.37)

On the other hand, for any x ∈ ∂BR∩K , t ∈ [0,1], (H1) and (H5) imply that

∫ 1

0
G(r,τ) f2

(
τ,x(τ)

)
dτ ≤ q2[0,R]

∫ 1

0
τ(1− τ)p2(τ)dτ =N , (2.38)

‖Ax‖ ≤ q1[0,N]
∫ 1

0
r(1− r)p1(r)dr < R= ‖x‖, ∀x ∈ ∂BR∩K. (2.39)

By (2.39) and Lemma 1.2, we obtain that

i
(
A,BR∩K ,K

)= 1. (2.40)

Now, (2.37) and (2.40) imply that

i
(
A,
(
BR
∖
Bσ
)∩K ,K

)= i
(
A,BR∩K ,K

)− i
(
A,Bσ ∩K ,K

)= 1. (2.41)

SoA has at least one fixed point x ∈ (BR\Bσ)∩K , then SBVP (2.1) has at least one positive
solution (x, y) which satisfies x(t) > 0, y(t) > 0 for any t ∈ (0,1). This completes the proof
of Theorem 2.4. �
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Theorem 2.5. Let (H1), (H2), (H4), and (H5) hold, then SBVP (2.1) has at least two positive
solutions.

Proof. We take M > R > σ such that (2.26), (2.37), and (2.40) hold by the proof of Theo-
rems 2.3 and 2.4. Then

i
(
A,
(
BR\BR

)∩K ,K
)= i

(
A,BR∩K ,K

)− i
(
A,BR∩K ,K

)=−1,

i
(
A,
(
BR\Bσ

)∩K ,K
)= i

(
A,BR∩K ,K

)− i
(
A,Bσ ∩K ,K

)= 1.
(2.42)

So A has at least two fixed points in (BR\BR)∩K and (BR\Bσ)∩K , then SBVP (2.1)
has at least two positive solutions (xi, yi) and satisfies xi(t) > 0, yi(t) > 0 (i= 1,2) for any
t ∈ (0,1). This completes the proof of Theorem 2.5. �

In the following, we give some applied examples.

Example 2.6. Let f1(t, y)= y2/t(1− t), f2(t,x)= x3/t(1− t), α= β = 1/2. From Theorem
2.3, we know that SBVP (2.1) has at least one positive solution, here, f1(t, y) and f2(t,x)
are superliner on y, x, respectively.

Example 2.7. Let f1(t, y) = y1/2/t(1 − t), f2(t,x) = x3/t(1 − t), α = β = 1/2. From
Theorem 2.3, we know that SBVP (2.1) has at least one positive solution, here, f1(t, y)
and f2(t,x) are sublinear and superliner on y, x, respectively.

Example 2.8. Let f1(t, y)=(y2+y1/2)/
√
t(1− t), f2(t,x)= 4(x3 + x1/2)/π

√
t(1− t), α= γ =

1/2. It is easy to examine that conditions (H1), (H2), and (H4) of Theorem 2.5 are satisfied
and

∫ 1
0 (dt/

√
t(1− t)) = π. In addition, taking R = 1, then q2[0,1] = sup{(x3 + x1/2)/2 :

x ∈ [0,1]} = 1, N = (8/π)q2[0,1]
∫ 1

0

√
t(1− t) dt = 1, q1[0,1] = 2, where

∫ 1
0

√
t(1− t)dt =

π/8. Then q1[0,1]
∫ 1

0

√
t(1− t)dt = π/4 < 1. Thus, the condition (H5) of Theorem 2.5 is

satisfied. From Theorem 2.5, we know that SBVP (2.1) has at least two positive solutions.

Remark 2.9. Balancing condition of a pair of elastic beams for fixed two ends may be de-
scribed by boundary value problems for nonlinear fourth-order singular system (SBVP)

x(4) = f1(t,−y′′), t ∈ (0,1),

x(0)= x(1)= x′′(0)= x′′(1)= 0,

y(4) = f2(t,x), t ∈ (0,1),

y(0)= y(1)= y′′(0)= y′′(1)= 0,

(2.43)

where fi ∈ C((0,1)×R+,R+) (i= 1,2), fi(t,0)≡ 0, fi(t,u) are singular at t = 0 and t = 1.
Let −y′′(t)= v(t), t ∈ [0,1]. Then v(0)= v(1)= 0, y(t)= ∫ 1

0 G(t,s)v(s)ds, where G(t,s) is
given by (2.8). SBVP (2.43) is changed into the form of SBVP (2.1)

x(4) = f1(t,v), t ∈ (0,1),

x(0)= x(1)= x′′(0)= x′′(1)= 0,

−v′′ = f2(t,x), t ∈ (0,1),

v(0)= v(1)= 0.

(2.44)
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Thus, from Theorems 2.3–2.5, we can get the existence of the positive solutions and mul-
tiple positive solutions of SBVP (2.43) under the conditions (H1)–(H5).

Remark 2.10. Balancing condition of a pair of bending elastic beams for fixed two ends
may be described by boundary value problems for nonlinear fourth-order singular system
(SBVP)

x(4) = f1(t,−y′′), t ∈ (0,1),

x(0)= x(1)= x′′(0)= x′′(1)= 0,

y(4) = f2(t,−x′′), t ∈ (0,1),

y(0)= y(1)= y′′(0)= y′′(1)= 0,

(2.45)

where fi ∈ C((0,1)×R+,R+) (i= 1,2), fi(t,0)≡ 0, fi(t,u) are singular at t = 0 and t = 1.
Let −x′′(t) = u(t), −y′′(t) = v(t), t ∈ [0,1], then u(0) = u(1) = 0, v(0) = v(1) = 0 and
the problem is equivalent to the following nonlinear integral equation system:

x(t)=
∫ 1

0
G(t,s)u(s)ds,

y(t)=
∫ 1

0
G(t,s)v(s)ds, t ∈ [0,1],

(2.46)

where G(t,s) is given by (2.8). SBVP (2.45) is changed into the following boundary value
problems for nonlinear second-order singular system:

−u′′ = f1(t,v), t ∈ (0,1),

u(0)= u(1)= 0,

−v′′ = f2(t,u), t ∈ (0,1),

v(0)= v(1)= 0.

(2.47)

For SBVP (2.47), under conditions (H1)–(H5), by using the similar methods of our proof,
we can show that SBVP (2.47) has the similar conclusions of Theorems 2.3–2.5.

3. Continuous case

We consider boundary value problems of system for nonlinear fourth-order ordinary
differential equations (BVP)

x(4) = f1(t, y), t ∈ [0,1],

x(0)= x(1)= x′′(0)= x′′(1)= 0,

−y′′ = f2(t,x), t ∈ [0,1],

y(0)= y(1)= 0,

(3.1)

where fi ∈ C([0,1]×R+,R+), fi(t,0) ≡ 0 (i = 1,2). (x, y) ∈ C4[0,1]×C2[0,1] is a solu-
tion of BVP (3.1) if (x, y) satisfies (3.1). Moreover, we call that (x, y) is a positive solution
of BVP (3.1) if x(t) > 0, y(t) > 0, t ∈ (0,1).
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To prove our results, we list the following assumptions.
(Q1) There exists τ ∈ (0,+∞) such that

limsup
u→+∞

f1(t,u)
uτ

< +∞, limsup
u→+∞

f2(t,u)
u1/τ

= 0 (3.2)

uniformly on t ∈ [0,1].
(Q2) There exists β ∈ (0,+∞) such that

limsup
u→0+

f1(t,u)
uβ

< +∞, limsup
u→0+

f2(t,u)
u1/β = 0 (3.3)

uniformly on t ∈ [0,1].
(Q3) There exist qi ∈ C(R+,R+), pi ∈ C([0,1],R+) such that fi(t,u) ≤ pi(t)qi(u) and

there exists R > 0 such that q1[0,N]
∫ 1

0 t(1− t)p1(t)dt < R, where N = q2[0,R]
∫ 1

0 t(1−
t)p2(t)dt, qi[0,d]= sup{qi(u) : u∈ [0,d]} (i= 1,2).

Obviously, for continuous case, the integral operator A : K → K defined by (2.12) is
complete continuous.

Theorem 3.1. Let (Q1) and (H4) hold. Then BVP (3.1) has at least one positive solution.

Proof. We know that (2.37) holds by (H4). On the other hand, it follows from (Q1) that
there are ω > 0, C3 > 0, C4 > 0 such that

f1(t,u)≤ ωuτ +C3, ∀(t,u)∈ [0,1]×R+,

f2(t,u)≤
(

u

2ω

)1/τ

+C4, ∀(t,u)∈ [0,1]×R+.
(3.4)

Noting that 0≤G(t,s)≤ 1, (3.4) implies that

(Ax)(t)≤
∫ 1

0
G(t,s)

∫ 1

0
G(s,r)

[
ω
(∫ 1

0
G(r,ξ) f2

(
ξ,x(ξ)

)
dξ
)τ

+C3

]
dr ds

≤ ω

(∫ 1

0

[(
x(ξ)
2ω

)1/τ

+C4

]
dξ

)τ

+C3 ≤ ω

[(
‖x‖
2ω

)1/τ

+C4

]τ

+C3.

(3.5)

By simple calculating, we get that

lim
‖x‖→+∞

ω
[(‖x‖/2ω)1/τ

+C4
]τ

+C3

‖x‖ = 1
2
. (3.6)

Then there exists a number G > 0 such that ‖x‖ ≥G implies that

ω
[(‖x‖

2ω

)1/τ

+C4

]τ
+C3 <

3
4
‖x‖. (3.7)

Thus, we have

‖Ax‖ < ‖x‖, ∀x ∈ ∂BG∩K. (3.8)
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It follows from (3.8) and Lemma 1.2 that

i
(
A,BG∩K ,K

)= 1. (3.9)

Now, (2.37) and (3.9) imply that

i
(
A,
(
BG\Bσ

)∩K ,K
)= i

(
A,BG∩K ,K

)− i
(
A,Bσ ∩K ,K

)= 1. (3.10)

So A has at least one fixed point x ∈ (BG\Bσ)∩K , then BVP (3.1) has at least one positive
solution (x, y) which satisfies x(t) > 0, y(t) > 0, t ∈ (0,1). This completes the proof of
Theorem 3.1. �

Similar to the proof of Theorem 2.4, we can get the following theorems.

Theorem 3.2. Let (H2) and (Q2) hold. Then BVP (3.1) has at least one positive solution.

Theorem 3.3. Let (H4) and (Q3) hold. Then BVP (3.1) has at least one positive solution.

Proof. Similar to the proof of (2.37) and (2.40) in Section 2, we can prove that there exists
σ ∈ (0,R) such that

i
(
A,Bσ ∩K ,K

)= 0, i
(
A,BR∩K ,K

)= 1. (3.11)

These imply that

i
(
A,
(
BR\Bσ

)∩K ,K
)= i

(
A,BR∩K ,K

)− i
(
A,Bσ ∩K ,K

)= 1. (3.12)

So A has at least one fixed point x ∈ (BR\Bσ)∩K and satisfies 0 < σ < ‖x‖ ≤ R. It follows
from the definition of K that x(t) > 0, t ∈ (0,1). This shows that BVP (3.1) has at least one
positive solution (x, y) which satisfies x(t) > 0, y(t) > 0 for any t ∈ (0,1). This completes
the proof of Theorem 3.3. �

From Theorems 3.2 and 3.3, we can get the following theorem.

Theorem 3.4. Let (H2), (H4), and (Q3) hold. Then BVP (3.1) has at least two positive
solutions.

In the following, we give some applications of Theorems 3.1–3.4.

Example 3.5. Let f1(t, y)= y1/2, f2(t,x)= x1/2, τ = γ = 1/2. From Theorem 3.1, we know
that BVP (3.1) has at least one positive solution, here, f1(t, y) and f2(t,x) are sublinear
on y, x, respectively.

Example 3.6. Let f1(t, y) = y2, f2(t,x) = x3, α = β = 1/2. From Theorem 3.2, we know
that BVP (3.1) has at least one positive solution, here, f1(t, y) and f2(t,x) are superliner
on y, x, respectively.

Example 3.7. Let f1(t, y) = y1/2, f2(t,x) = x3, α = β = 1/2. From Theorem 3.2, we know
that BVP (3.1) has at least one positive solution, here, f1(t, y) and f2(t,x) are sublinear
and superliner on y, x, respectively.
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Example 3.8. Let f1(t, y) = (1/3)(y2 + y1/2), f2(t,x) = t(x3 + x1/2), α = γ = 1/2, R = 1.
From Theorem 3.4, we know that BVP (3.1) has at least two positive solutions.

Remark 3.9. From these examples we know that all conclusions in this paper are different
from the ones in [1–10].

Acknowledgments

The authors are grateful to the anonymous referee for his or her valuable comments.
This work is supported by the Natural Science Foundation of the EDJP (05KGD110225),
JSQLGC, the National Natural Science Foundation 10671167, and EDAP2005KJ221,
China.

References

[1] C. P. Gupta, “Existence and uniqueness theorems for the bending of an elastic beam equation,”
Applicable Analysis, vol. 26, no. 4, pp. 289–304, 1988.

[2] C. P. Gupta, “Existence and uniqueness results for the bending of an elastic beam equation at res-
onance,” Journal of Mathematical Analysis and Applications, vol. 135, no. 1, pp. 208–225, 1988.

[3] R. P. Agarwal, “On fourth order boundary value problems arising in beam analysis,” Differential
Integral Equations, vol. 2, no. 1, pp. 91–110, 1989.

[4] D. O’Regan, “Solvability of some fourth (and higher) order singular boundary value problems,”
Journal of Mathematical Analysis and Applications, vol. 161, no. 1, pp. 78–116, 1991.

[5] Y. S. Yang, “Fourth-order two-point boundary value problems,” Proceedings of the American
Mathematical Society, vol. 104, no. 1, pp. 175–180, 1988.

[6] R. Ma and H. Wang, “On the existence of positive solutions of fourth-order ordinary differential
equations,” Applicable Analysis, vol. 59, no. 1–4, pp. 225–231, 1995.

[7] Z. L. Wei and Z. T. Zhang, “A necessary and sufficient condition for the existence of positive
solutions of singular superlinear boundary value problems,” Acta Mathematica Sinica, vol. 48,
no. 1, pp. 25–34, 2005 (Chinese).

[8] Z. L. Wei, “Positive solutions to singular boundary value problems for a class of fourth-order
sublinear differential equations,” Acta Mathematica Sinica, vol. 48, no. 4, pp. 727–738, 2005
(Chinese).

[9] Y. X. Li, “Existence and multiplicity of positive solutions for fourth-order boundary value prob-
lems,” Acta Mathematicae Applicatae Sinica, vol. 26, no. 1, pp. 109–116, 2003 (Chinese).

[10] Y. M. Zhou, “Positive solutions to fourth-order nonlinear eigenvalue problems,” Journal of Sys-
tems Science and Mathematical Sciences, vol. 24, no. 4, pp. 433–442, 2004 (Chinese).

[11] D. J. Guo, Nonlinear Functional Analysis, Science and Technology Press, Jinan, Shandong, China,
1985.

[12] D. J. Guo and V. Lakshmikantham, Nonlinear Problems in Abstract Cones, vol. 5 of Notes and
Reports in Mathematics in Science and Engineering, Academic Press, Boston, Mass, USA, 1988.

[13] J. G. Cheng, “Nonlinear singular boundary value problems,” Acta Mathematicae Applicatae
Sinica, vol. 23, no. 1, pp. 122–129, 2000 (Chinese).

Shengli Xie: Department of Mathematics, Suzhou College, Suzhou 234000, China
Email address: xieshengli200@sina.com

Jiang Zhu: School of Mathematics Science, Xuzhou Normal University, Xuzhou 221116, China
Email address: jiangzhu@xznu.edu.cn

mailto:xieshengli200@sina.com
mailto:jiangzhu@xznu.edu.cn

