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In many applications, it is natural to use interval data to describe various kinds of uncertainties.
This paper is concerned with an interval neural network with a hidden layer. For the original
interval neural network, it might cause oscillation in the learning procedure as indicated in our
numerical experiments. In this paper, a smoothing interval neural network is proposed to prevent
the weights oscillation during the learning procedure. Here, by smoothing we mean that, in a
neighborhood of the origin, we replace the absolute values of the weights by a smooth function
of the weights in the hidden layer and output layer. The convergence of a gradient algorithm for
training the smoothing interval neural network is proved. Supporting numerical experiments are
provided.

1. Introduction

In the last two decades artificial neural networks have been successfully applied to various
domains, including pattern recognition [1], forecasting [2, 3], and data mining [4, 5].
One of the most widely used neural networks is the feedforward neural network with
the well-known error backpropagation learning algorithm. But in most neural network
architectures, input variables and the predicted results are represented in the form of single
point value, not in the form of intervals. However, in real-life situations, available information
is often uncertain, imprecise, and incomplete, which can be represented by fuzzy data, a
generalization of interval data. So in many applications it is more natural to treat the input
variables and the predicted results in the form of intervals than a set of single-point value.
Since multilayer feedforward neural networks have high capability as a universal
approximator of nonlinear mappings [6-8], some methods via neural networks for handling
interval data have been proposed. For instance, in [9], the BP algorithm [10, 11] was
extended to the case of interval input vectors. In [12], the author proposed a new extension
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of backpropagation by using interval arithmetic which called Interval Arithmetic Back-
propagation (IABP). This new algorithm permits the use of training samples and targets
which can be indistinctly points and intervals. In [13], the author proposed a new model of
multilayer perceptron based on interval arithmetic that facilitates handling input and output
interval data, where weights and biases are single valued and not interval valued.

However, weights oscillation phenomena during the learning procedure were
observed in our numerical experiments for these interval neural networks models. In order to
prevent the weights oscillation, a smoothing interval neuron is proposed in this paper. Here,
by smoothing we mean that, in the activation function and in a neighborhood of the origin,
we replace the absolute values of the weights by a smooth function of the weights. Gradient
algorithms [14-17] are applied to train the smoothing interval neural network. The weak and
strong convergence theorems of the algorithms are proved. Supporting numerical results are
provided.

The remainder of this paper is organized as follows. Some basic notations of interval
analysis are described in Section 2. The traditional interval neural network is introduced in
Section 3. Section 4 is devoted to our smoothing interval neural network and the gradient
algorithm. The convergence results of the gradient learning algorithm are shown in Section 5.
Supporting numerical experiments are provided in Section 6. The appendix is devoted to the
proof of the theorem.

2. Interval Arithmetic

Interval arithmetic as a tool appeared in numerical computing in late 1950s. Then the interval
mathematic is a theory introduced by Moore [18] and Sunaga [19] in order to give control of
errors in numeric computations. Fundamentals used in this paper are described below.

Let us denote the intervals by uppercase letters such as A and the real numbers by
lowercase letters such as a. An interval can be represented by its lower bounds L and upper
bounds U as A = [al,a"], or equivalently by its midpoint C and radius R as A = (a‘,a®),
where

L, u
Lot ; al
2.1)
AR = a¥ — gt
a 2
For intervals A = [aF, a¥] and B = [bE, b ], the basic interval operations are defined by
A+B= [aL +bL,au+bu],
A-B= [aL —bu,au—bL],
2.2)

oA [k-abk-a¥], k>0,
k-t k-al], k<o,
[

where k is a constant.
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If f is an increasing function, then the interval output is given by
Fay=[£(a"), f(a)] (2.3)

In this paper, we use the following weighted Euclidean distance for a pair of intervals A and
B

d(A,B) = ﬁ(ac - bC>2 +(1-p) (aR - bR>2, pe0,1). (2.4)

The parameter § € [0, 1] facilitates giving more importance to the prediction of the output
centres or to the prediction of the radii. For § = 1 learning concentrates on the prediction
of the output interval centre and no importance is given to the prediction of its radius. For
p = 0.5 both predictions (centres and radii) have the same weights in the objective function.
For our purpose, we assume f € (0,1).

3. Interval Neural Network

In this paper, we consider an interval neural network with three layers, where the input and
output are interval value, the weights are real value. The numbers of neurons for the input,
hidden and output layers are N, M, 1, respectively. Let W, = (w1, Wi, - - .,me)T e RN,
m = 1,2,...,M be the weight matrix connecting the input and the hidden layers. The
weight vector connecting the hidden and the output layers is denoted by Wy = (wg1, w2,
..., wom)" € RM. To simplify the presentation, we write W = (W[, wl,..., WK/I)T € RNM+M,
In the interval neural network, a nonlinear activation function f(x) is used in the hidden
layer, and a linear activation function in the output layer.

For an arbitrary interval-valued input X = (X3, X», ..., Xn), where X; = (xic, xf), i=
1,2,...,N, as the weights of the proposed structure are real value, this linear combination
results in a interval given by

N N N
Sm = ZwmiXi = <S1(1j1/ 571,?1> = <Zwm1xlCrZ|wml|le> (31)
i=1 i=1 i=1
Then the output of the interval neuron in the hidden layer is given by

Hyn = £(Sm) = [f (5= 8 ), £ (s + s5)| = (i)

i <f(sc - R+ f(5C +5%) F(sC+s®) - f(sC - sR>> 42
- 2 ! 2 '
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Finally, the output of the interval neuron in the output layer is given by

Y= (v y"), (3:3)
M
y© = > womhy, (3.4)
m=1
M
yR = D Jwom| (3.5)

1

3
I

4. Smoothing Interval Neural Network
4.1. Smoothing Interval Neural Network Structure

As revealed in the numerical experiment below in this paper, there appear weights oscillation
phenomena during the learning procedure for the original interval neural network presented
in the last section. In order to prevent the weights oscillation, we propose a smoothing
interval neural network by replacing |w;| and |wo,| with a smooth function ¢(w,,;) and
p(wo) in (3.1) and (3.5). Then, the output of the smoothing interval neuron in the hidden
layer is defined as

N N N
Sm= D WmiXi = <Zwmixic,2(p(wmi)xf>, (4.1)
i=1 i=1 i=1

Hy = £(Sm) = [£(s5 =58 ), £(s5+ s8)| = (n5 m)

_ <f(551-s§1) + f(s5 +sR) f(sG +sR) —f(sfn—sfn)> (4.2)
2 ! 2 :

The output of the smoothing interval neuron in the output layer is given by

. (4.3)
y* = > p(wom)hy.
m=1

For our purpose, ¢(x) can be chosen as any smooth function that approximates |x| near the
origin. For definiteness and simplicity, we choose ¢(x) as a polynomial function:

-X, x<-u,
(P(JC) = ()P\(x)/ _/'t <x< /’l/ (44)
X, X2 U,
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where p > 0 is a small constant and

3 3
- 4 2
(p(x) = _Fx + — x4+ g‘u (45)

We observe that the above defined ¢(x) is a convex function in C*(R), and it is identical to
the absolute value function |x| outside the zero neighborhood (-, ).

4.2. Gradient Algorithm of the Smoothing Interval Neural Network

Suppose that we are supplied with a training sample set {X;, O; }] 1» where X;’s and O;’s

are input and ideal output samples, respectively, as follows: X; = (Xy;, Xoj, ... XN]) Xij =
[xk, le] (xC xR> i=1.2...,N,0O; = [o},o]u] = (of, o]I.e). Our task is to find the weights

lJ
=WI,wl,....w ) such that

0;=Y(X;), j=12...,] (4.6)

But usually, the weight W = (W], W],..., W{/[)T satisfying (4.6) does not exit and, instead,
the aim of the network learning is to choose the weight W to minimize an error function of
the smoothing interval neural network. By (2.4), a simple and typical error function is the
quadratic error function:

EW) = %i(ﬁ(o}“ )+ @-p(of-uf)’). @)
j=1

Let us denote ff (t) = (1/2)(0f - t].C)z, fR@) = (1/2)(0fF - tf)z, j=1,2,...,],t €R, then the
error function (4.7) is rewritten as

J
E(W) = ;(ﬁff<y>+<1—ﬁ>ff<y>)- (48)

Now, we introduce the gradient algorithm [15, 16] for the smoothing interval neural network.
The gradient of the error function E(W) with respect to W, is given by
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where

ay’ = h¢
ow, I’
) (4.10)
ai = ¢/ (Wo)hR
aw, PO

The gradient of the error function E(W) with respect to W,,, m =1,2,..., M is given by

C C R R
aE(W) ~ J c c 6y] ah]-m R ay ah
_Z(ﬁ@j o

(4.11)
J C ah.C R 6hR
where
c
8]/]. ~
ahc _womr
jm
ayk
j
(P(wOm)/
ohR
! (4.12)
C 1{ cC _ &R C_ R 1 C R C ! R
ahjm _ f <s].m s].m> <x]. (p(Wm)x].> N f (s].m+s].m> (x]. +(p(Wm)x].>
oW, 2 2 !
ahfm B f’(sfm + sfm> <x]C + (p’(Wm)x]R> ) f’(sfm - sfm> (x]C - (p’(Wm)xf>
oW, 2 2 '
In the learning procedure, the weights W are iteratively refined as follows:
Wkl = wk 4 AWK, (4.13)
where
k
AWk = _n PEWE) (4.14)

1w

where 77 > 0 a constant learning rateand k = 1,2, ....
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5. Convergence Theorem for SINN

For any x € R", its Euclidean norm is ||x|| = \/3"; x2. Let Qy = {W € Q : Ew (W) = 0} be

the stationary point set of the error function E(W), where Q ¢ RVM*M jg a bounded region

satisfying (A2) below. Let £y C R be the projection of Qy onto the sth coordinate axis, that
is,

QO,S = {ws eR: W= (wl,...,ws,...,wNM+M)T € Qo}, (51)

fors=1,2,..., NM+ M. To analyze the convergence of the algorithm, we need the following
assumptions.

(AL) [F (DI, If'®)I, |f"(#)] are uniformly bounded for f € R.

(A2) There exists a bounded region Q C R” such that {W*} c Q (k € N).
(A3) The learning rate 7 is small enough such that (A.10) below is valid.
(A4) Qs does not contain any interior point for every s =1,2,..., NM + M.

Now we are ready to present one convergence theorem of the learning algorithms. Its proof
is given in the appendix later on.

Theorem 5.1. Let the error function E(W) be defined by (4.7), and the weight sequence {W*} be
generated by the learning procedure (4.13) and (4.14) for smoothing interval neuron with W° being
an arbitrary initial guess. If Assumptions (A1), (A2), and (A3) are valid, then we have

E(Wk“) < E(Wk), (5.2)
i e ()] =0 3

Furthermore, if Assumption (A4) also holds, there exists a point W* € Qq such that

lim Wk = w*. (5.4)

k— oo

6. Numerical Experiment

We compare the performances of the interval neural network and the smoothing interval
neural network by approximating a simple interval function

Y =0.01 x (X +11)°. (6.1)

In this example, the training set contains five training samples. Their midpoints are all 0 and
their radii are (0.8552 2.6248 8.0101 0.2922 9.2885), respectively. The corresponding
outputs of the samples are Y = (y<, yR) = 0.01 x (X +11)°.
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Figure 1: Norm of gradient of the interval neural network and the smoothing interval neuron in the
training.
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Figure 2: Values of the error function D for the interval neural network and the smoothing neural network.

For the above two interval neural networks, the error function E(W) is defined as in
(4.7). But in order to see the error more clearly in the figures, we will also use the error D
defined by

J 2 2
D=InE=In %Zl<ﬂ<ojc—y]c> +(1—ﬁ)<of—y}?> ) . (6.2)
i

The number of training iterations is 2000, the initial midpoint of weight vector is
selected randomly from [-0.01,0.01], and two neurons are selected in the hidden layer. The
fix learning rate is = 0.2, = 0.5, and p = 0.5.

In the learning procedure for the interval neural network, we clearly see from
Figure 1(a) that the gradient norm is not convergent. Figure 2(a) shows that the error function
D is oscillating and not convergent. On the contrary, we see from Figure 1(b) that the gradient



Discrete Dynamics in Nature and Society 9

norm of the smoothing interval neural network is convergent. Figure 2(b) shows that the
error function D, as well as E, is monotone decreasing and convergent.

From this numerical experiment, we can see that the proposed smoothing neural
network can efficiently avoid the oscillation during the training process.

Appendix
First, we give Lemmas A.1 and A.2. Then, we use them to prove Theorem 5.1.

Lemma A.1. Let {b,,} be a bounded sequence satisfying lim,,_, o (b1 — bym) = 0. Write yy =
lim,, _, o infysn by, Y2 = limy, . sup,,. by, and S = {a € R : There exists a subsequence {b;_} of
{by,} such that bj, — aask — oo}. Then we have

S = [y, 1] (A1)

Proof. It is obvious that y1 < y» and S C [y1,12]. If y1 = y2, then (A.1) follows simply from
limy, . b = y1 = 2. Let us consider the case y1 < y, and proceed to prove that S D [y1, y2].
For any a € (y1,y2), there exists ¢ > 0 such that (a —¢,a + €) C (y1,)2). Noting
limy, - oo (bin+1 — b)) = 0, we observe that b, travels between y; and y» with very small pace
for all large enough m. Hence, there must be infinite number of points of the sequence {b,,}
falling into (a — ¢, a + ¢). This implies a € S and thus (y1,y2) C S. Furthermore, (y1,y2) C S
immediately leads to [y, y2] C S. This completes the proof. O

Forany k=0,1,2,..., 1 <j < J, we define the following notations.

q)C

_ k. 3C R K\ 3R c _3C c R _ IR R
0kj = Wo'hk,j/ @y, = ‘P(W0>‘hk,jf ¥ hk+1; hk,j’ v hk+1] hk,j'

(A.2)

Lemma A.2. Suppose Assumption (A2),(A3) holds, for any k = 0,1,2,...and 1 < j < ], then we
have

max{”xjcll, ”xJR Of””Wk 0k, ok]”} < My, (A.3)
2
é(ﬂf} < Ok])hc Awk+(1—ﬁ)f]'.R< ok]>hf]tp <W’<>Awk> UH% , (A4
2
317 () (a5, < | (a5)
J
Zﬂf (96e) (W5 -¥51) = 201 (#81,) (9 (5) - 5))
(A.6)

aE(wk)

< (emer) 3%
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%;ﬂf 10 (865) (O~ 0) < M %&;k) 2, (A7)

]_Ei;(l =B fF (98 )9 (¢F) (AaWE - wg,) < Man? azsa(_;/m 2, (A8)
%]Z;:(l B (98,) 9 (85) ((AWé‘)z : hf,]-) < Msi? % 2, (A9)
%]Z;:(l =B f (&8) (P, - (Dg,k,j>2 < Mer’ %xk) 2, (A.10)

C
0,k+1,j

, g’;, §§ both lie on the segment between

where M; (i =0,1,2,3,4,5,6) is independent of k and j, gg/k,j lies on the segment between @,

C
and CDO,k,j,

WE and WE.

R [ R R
gO,k,]. lies on the segment between @, ny and Dy ;

Proof. The proof of (A.3) in Lemma A.2: For the given training sample set, by Assumption
(A2), (4.2), and (4.4), it is easy to known that (A.3) is valid.

The proof of (A.4) in Lemma A.2: by (4.9) and (4.14), we have

! 'C C C k 'R R R , k k
<ﬁfj (q)o,k,j)hk,jAWO +(1 _ﬂ)fj <q)0,k,j>hk,j‘/) <W0>AW0>
=1
! (A.11)
_OE(Wh) PEWHK)\ _ [[eE(WH) |®
“Taw, \Taw, )T aw,

This proves (A .4).
The proof of (A.5) in Lemma A .2: using the Mean Value Theorem, for any 1 <m < M,
1<j<J,andk=0,1,2,..., we have

—n¢

C _1,C
k4 =h k,jm

k,jm k+1,j,m

1
- c  _R _ (€ _ R c R _ (€ R
=5 (f <5k+1,j,m Sk+],j,m> f<sk,j,m Sk,j,m> + f<5k+1,j,m + Sk+1,j,m> f<sk,j,m + Sk,j,m>>

Tro
- 1 C _ R (L _ R
= §<f <tk,j,m> <<Sk+1,]',m Sk+1,j,m> <Sk,j,m Sk,j,m>>

+f' (ti]m> ((S(kjﬂ,j,m + SE+1,j,m> - < (k:,j,m + SEJ”’)))’
(A.12)
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C _ SR
k+1,j,m k+1,j,m

and s, +s8 . By (A3), wehave

where jm iSON the segment between s

c R
k+1jm t Ska1jm

2
andsk]m sk]m,t

jm 150N the segment

between s

My
C R C R C R C R
|1P ]m| 2 <| <Sk+1,j,m - Sk+1,j,m> - (Sk,j,m - Sk,j,m) ' + | <Sk+1,j,m + Sk+1,j,m> - <Sk,j,m + Sk,j,m) ')
M
C C R R C C R R
S5 <|Sk+1,j,m - Sk,j,m' + )Sk+1,j,m - Sk,j,m| + |Sk+1,j,m - Sk,j,m| + |Sk+1,j,m - Sk,j,m')

M°<|5k+1;m Skzm| +|SE+1'J?’”_SEJ’”‘|>
= o[ awsas] + | (o (WE) - 0 ()=
< M3

s(lawa]+ o Gl awall)

(A.13)
where T{‘, , is on the segment between Wk and W . Since
-x, ifx<—py,
p(x) =4 0px), if —u<x<py, (A.14)
x, ifx>p,
if x < —pand x > p, |¢/ ()] = 1, l9/"(x)| = 0.
If —u < x < p, we have
1 3
'(x) = —— -1,1
¢ ) =5 5% X € (L),
3 3 3 (A.15)
" Y 2 -~ -~
@' (x) = 2‘qu + 2 € <O, 2ﬂ>,
so if x € R, we have
l'(x)] <1 " (x)] < i (A.16)
-_ 7 —_ 2# .
According to (A.16) and (A.13), we can obtain that
|| < 2m3]|awk]| (A.17)
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By (A.17),forany1<j< Jand k=0,1,2,..., we have

S X 2

k+1,j,1 k,j1
o | e e |l comSpal
hC _hC

k1M~ "iim

According to the definition of f].c(t), we get that f]/.c(t) = t].C - of, combining with (A.3), we

deduce that |f]’.C((I)g/k,j)| < 2M,. By (A.18), we have

~

J
07 (i) (a5, ) < 2pns 3w |
= 1=

<o (o] + e )

j=

< ﬂ]M0||AW§||2 +4BTMS f ”AW,’;”Z (A.19)
m=1

< 3 Jaws
m=0

BE(WX) |I?

ow

= 1712

where M; = ] M max{1,4M3}. This proves (A.5).
The proof of (A.6) in Lemma A.2: using the Taylor expansion, we get that

— K€

C _1,C
k4 =h k,jm

k,jm k+1,j,m

1
_ c _ R _ C R C R _ C R
=5 f (Sk+1,j,m Sk+1,j,m> f <Sk,j,m Sk,j,m> +f (Sk+1,j,m + Sk+1,j,m> f <Sk,j,m + Sk,j,m>

1/
-2 C  _R c _ R _ (€ _ R
=3 f <Sk,j,m Sk,j,m><<sk+1,j,m Sk+1,j,m> (sk,]',m Sk,j,m>>
+fu i’3 SC —SR _ sC —SR 2 +f/ SC +SR
k,jm k+1,j,m k+1,j,m k,jm k,jm k,jm k,jm
c R c R
x <(Sk+1,j,m + Sk+1,j,m> - ( kjm T sk,j,m>>

() (i o) - (58
(A.20)
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3 C  _.R _ 4
where ty jm 1S ON the segment between s +1jm ™ Skl jm and s¢ m sk] m b jm
c

between s, . + sfﬁ’j,m and Sf,j,m + Sf,j,m' By (A.3), (A.16), we deduce that

is on the segment

C R C R
<Sk+1,j,m - Sk+1,j,m> - <Sk,j,m - Sk,j,m)

= awias - (i (W) AWk g (ak,) (aW5) )<t
= (x5 -9 (Wh)xf) A - (at,) (W) 2
((Eaim = Erim) = (sEim = 58im))

= (AWhRS - g (e, ) aWE) = (a6 - (i, )xF) aws ),

where 7}, 75, both lie on the segment between W' and W, Similarly, we can deduce that

2
C R C R _ C ! k R k n( .k k R
(SEoajm+ 5K im) = (SEm * 555) = (x5 + @' (WE)xF) AWk + ¢ (F,,) (aWh ) xF,

2 2
c R c R _ C . qi{k \.R k
<<Sk+1,j,m + Sk+1,j,m> - <Sk,j,m + Sk,j,m)) = ((xj +¢ <T5,m>xj )AWm> ,

(A.22)

where 7{ 7 both lie on the segment between W' and W. Combining with (A.20), we
have

— 1,C _1,C
k]m hk+1]m hk]m

= 5 (£ (s6m =i ( (W) s = (25, ) (8WE) ) + (1)
(5 =/ (2, ) ) AWEY 4 £(5C 0+ 58,
(5 o (i) )AW"+¢<T4m>< £)x5)
e () (6 + 9/ (75, ) xX) awk) )
= 3 ((F (s st (55 ¢< > F) 48 (5 + 58m) (55 + 9/ (Wi ) ) AW,
S (56 ) (750 ) (AWA) 0 £ 0) (55 - 9 () F) AW
F (565 (<) (3W5) 7 () (554 (250) 1) AWE)’)

(A.23)
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By (A.23), we get that

= Al +A2,

where

= 3 S (1 (550~ 5850) (5 - (E)0)

f (6 e+ 58 ) (x4 ¢/ (WE) ! )) AW,

= 18 (- ()0 () (592

() (5 =9/ (#5)xF) o)
<Sk1m+sk1m> <Tfm><A >
of (e ) (5 + 4 ()2 2W5)°)

This together with (A.25) leads to

Zﬁf (©5x,) M
Y ACH) ENECIEMIEIICOR

m=1

(56t 8 ) (34 9/ (WE)xE) ) AW,

(A.24)

(A.25)

(A.26)

(A.27)



Discrete Dynamics in Nature and Society 15

This together with (A.26) leads to

>2 (A.28)

f (8 ) (5 +9/ (25, )25 o)),

By (A.3), (A.16) and |f (@S, )| < 2My, we have

0,k,j

%iﬂf}c <(D0C,k,j> ﬁwé‘m (_f,<sg,j,m - Sﬁﬁfﬂ)‘i) <T2m> (AW") )

(A.29)

Similarly, we can obtain that

S () (56 = 9/ (25, )x) )

<3 awi

Mz

m=1

] !
DVIACTOI

J
YL NICIS M CAICOR

VLD S
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J
5007 (061,) Sr () (5 9 () ows)
i= =

M 2
< 4p]MgZ||AW,’;|| .
m=1

(A.30)
So by (A.28), (A.29), and (A.30), we have
J
PACME
<
< 2 prsS||awh |+ apraes 3| aws |
o ma m=1 (A31)

¥ %ﬂ]Méé”AWﬂr +4ﬁ]Mgé”AW};”2

_ (% + 8M0>ﬂ]M§n§1”AWZ§1”2,

with (A.23), similarly, we get that

_ KR

R _ 1R
¥ =h k,jm

k,jm k+1,j,m

_ %( £+ 5K ) ((xg + ¢ (WE)<F) AW + ¢ (<%, (m;;)zx;s) ()

(36 + 9 () xF) AWEY = £(5, = 55 )

|
—
—~
~
o
3
~
~~
~~
=
|
S
—~
:‘;Lr
3
~
=
=
~
>
S
~
N

j

- % <<f (st im) (5 +0 (W) ) = (5 58sm) (35 =9 (Wi ) ) ) AW,

(A.32)
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where 7% ¥ Tk Tgk’m lie on the segment between WX and Wk, £ . lies on the segment

6,m’ T7,m’ ,m’ k,jm
C R c R 46 c _ R
between s jm T Skatjm and Sk jm T Skjme b jm lies on the segment between Skt jm ~ Skl jm

and sg].m - sf].m. By (A.32), we have

"(Tom (Awi)zxf (A33)

= A3+A4,

where

I\)I'—‘

1)
< (Sk]m . Sk]m) (xC Y (Wk> x;z) (A.34)
= (55 im = 585m) (35 = ' (W) xf) ) Ai,),
M 2
1= 130(a) (7 () () (02
+ f7(8m) (5 + ¢ ()T AW*I;)Z (A.35)
(

A () ((<5 = () x5) 005)°).

By (A.34), we have

] !

S (=P FF(#,) 8

j=1
_ 1 . 'R R < C k
_§j§<1_ﬂ)ff (¢0J<J>mz <w0m><< <sk1m+sk1m><x1 ¢<W> )

(5 = 5 im) (x5 = ¢ (WE )] ))Awk>

(A.36)
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with (A.31), similarly, this together with (A.35) leads to
- 'R 3R
Z (1- .ﬁ)f] <¢O,k,j>A4
=1

< (=M 3 aws [ a1 pyv 3 faws
(A37)

TR I [RRICETEYS ¥ IS |
_ <Z+8Mo>(1—ﬁ)]Mgm§_:1 |aws |

By (A.27), (A.31), (A.36) and (A.37), we obtain that
J

IR CIHICERTHES MBI CMHICCORTS

j=1

, J )
pfc <®0C,k,j> (Ag + Ap) + Z(l -B)f~ ((pgk,j)(Agj +Ay)

M-

]
—_

]

S (05) St (7 (i~ ) 65 -9 0020

+f’<s£,j,m+sf/j/m>(x +(]5<Wk> >>Awk 22(1 ﬁ)f (4’5@)% <w0m>
X ((fl<sgjm +Sfjm> (x(.: +¢l<Wk>xR> -f (Sgﬂm _Sllffm> <xc ¢ ( )x]- ))AW’E)
(i +8M0>ﬂ]M4Z“AWk|| ( +8M0>(1 )M} Z”AW" ||
14 R k
=§j§ﬁ ( 0k7>zw0m< <Sk1m Sk,j,m><x1 _¢<W> )
+f' (Sk,j,m+SE,]}m> <x1c+¢l<wfl:’>xf>>
J
X AW + 2 20-pff (#6,) gso(wé‘,m)
< (F (5 + 58m) (35 + 9 (Win)x7) = £ (5 = 53) (3 =/ (W) 1) ) AW,

N <Z ¥ 8M0>]M§§||AW§1”2.

(A.38)



Discrete Dynamics in Nature and Society 19

Combining with (4.11), (4.12), and (4.14), we get that

Zﬂf (0F,,) (Wi -wg,) + é(l ~B)FR(88c,) (0 (WE) - wE))

< M OE(Wk)
= W,

m=1

x|

3 M 2
LAWK + </—1 + SMO)]Mgz ||AW,’;||
m=1
o 5B (Y [ (A.39)
Mzﬂzz 8$/Vm )

m=1

aE(wk)

= (—11 + M2112> % —

m=1

where M, = ((3/p) + 8M)J Mj. This proves (A.6).
The proof of (A.7) in Lemma A.2: According to the definition of f ].C(t), we get that

f]f’c(t) =1, combining with (A.3), (A.18), we have

%iﬁf;’c(éﬁk,f)( 0 =)
- 33105 - 06
- —ﬁZIIW"” iy =W |
ZEijl”(Wgu_Wk) WG, + Wi (S, 1))
<o (vfam v )
<orngi([lamt [ - anas 3o ans])

<3 fans|

aE(Wk)

Z

|| OF (W")
ow

4

(A.40)

where M3 = ﬁ]Mg max{1,4Mé }. This proves (A.7).
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The proof of (A.8) in Lemma A.2: With (A.17), similarly, forany 1 < j < J and k =
0,1,2,..., we can get that

||1P}§,].||2 < 4Mg§:1||AW};||2. (A41)
-

According to the definition of f ].R(t), we get that f;.R(t) = tf - of, combining with (A.3), we

can obtain that | f]/.R((ng,j)l < 2Mj. By (A.16) and (A.41), we deduce that

350900, ) (4 (294 2
J
<2(1-p) 021:”A ‘;(””WEJ”
s

<(1- ﬂ)Moz]: (”Awgﬂz N ||‘Pf,j||z)
j=1
; 2 (A42)
< (=gl awi [ 40 - py 3 fawi |

< w3 ams|
m=0

DE(WHK) |I”

ow

4712

7

where My = (1 - f)JMomax{1,4M;}. This proves (A.8).

The proof of (A.9) in lemma A.2: By |f]/.R((I)§,k,].)| <2M,, (A.3) and (A.16), we get that

300 o @) (o)t )
/ 2
<= o] |

< 5n (=P aw|

BE(WX) |I?

oWy

7

< M51’12

(A43)

where Ms = (3/2u)(1 - )] M;. This proves (A.9).
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The proof of (A.10) in Lemma A.2: According to the definition of f ]R(t), we get that
f ;’R(t) =1, combining with (A.3) and (A.41), we have

20057 (E5) (s 0%,
- 303, -0
= 3= 1 (o) |
S (CC R R COR GRS |
<a-p3 (el < o | o
<@ —ﬂ)]M3<||AWé‘H2 +4Mém§ ||AW151||2>

<3 fans|

M

o 2,

S[[eEWH) |
ow

aE(wk)

67

where Mg = (1 - p)J M3 max{1,4M;}. This proves (A.10). Thus this completes the proof of
Lemma A.2. O

Now we are ready to prove Theorem 5.1.

Proof. Using the Taylor expansion and Lemma A.2, forany k =0, 1,2, ..., we have

E<Wk+1> _ E<Wk>
Ei;(ﬂfC( Seny) + (=B FR(D8 ;) - BFE(0F,,) - (- fF (@ Ok,))

.

i( <0k]><(DOCk+1] Ok]>+ SPfi (%,k,;)(cpockﬂ] (ng,>2

j=1

—.

+(1- ﬁ)f < Ok]><(D§k+1] Ok]>+ (1-p)ff <§O,k,]><q)gk+1] (ng]>2>
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) 1 2

- c(@C k+17,C k1,C C(:C C c

= Z <ﬂfj (cpo,k,j> <W0 T, = Wo hk,j) + Eﬁf;' <§o,k,j> (cDO,k+1,j - (DO,k,j>

+ (1= ) (@) (0 (We ™) - (W5 )

J
=1

.

"'% (1- ﬂ)f]/'lR <§§,k,j> <(I)g,k+1,j - ‘D(If,k,j>2)
) i(ﬂf}c (@5x;) (AWE -k + W -G+ AW -0 )
=

-0 (860) (96, - 06,,) 4 (1P (h)

(o (i) (W) -1 + (W) -8, ((WE) o (W2)) -2,

+% (1- ﬁ)f]{'R (é(l)z,k,]) (q)§k+l,j - (I)g,k,j>2>

J
-y <ﬂfjc (@5,,) (AWE - kS, + W - wE, + AW wE)
=1
1 " 2 !
+ Eﬁfjc<§g,k,j> <(D0C,k+1,j - (I)(():,k,j> +(1- ﬁ)ij (‘Dg,k,j>
2
(o (WE) AW (28 (AWE)") -l o (WE) - i vy (&) AW )
1 ’ 2
) (1- ﬁ)f;R<§§k,j> (‘Dg,ku,;‘ - ¢’§,k,j> >
DE(WK) |I” A M [loE(WF) [P |[E(wWH || |[OE(WH |
: _”H sy || (e Man >mzl oW, | TM oW T oW
JOEWH | SJOEWH [P SEWH |
+ M511 3N +
oW, ow ow
BE(W¥)||”
2
< —(71 - My ) W ,
(A.45)
where M7 = M1+ Mo+ M3z+My+Ms+Ms, é(()j,k,j lies on the segment between (I)Oc,k+1,j and (I)Oc,k,].,
§§,k,j lies on the segment between @, . and (D(If,k,j, ¢k, ¢¥ both lie on the segment between

W and WE. Let y = 7 — Myn?, then
o 112
OE(WF)

v (A.46)

E(Wk) < E(W) - YH
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Obviously, we require the learning rate 7 to satisfy

1
—. A47
O<m<3r (A47)

Thus, we can obtain that
E(Wk”) < E(W"), k=0,1,2,.... (A.48)

This together with (A.46) leads to

E(W1) < E(WH) _Y“M >

ow
) (A.49)
£ |[oE(W?)
0
< <E(W) - yg(; 7
Since E(W**1) > 0, we have
k
r> < E<W0> (A.50)
2, < . .
Letting k — oo results in
=|eEWH|* 1.,
g{; W < ¥E<W ) < . (A.51)
So this immediately gives
BE(WX) |I”
i =0. A.52
AW 0 (4.52)
According to (4.14) and (A.52), we get that
lim “AW" || - 0. (A.53)

k— o0

According to (A1), the sequence {w™} (m € N) has a subsequence {w”*} (k € N) that
is convergent to, say, w* € Q. It follows from (5.3) and the continuity of E,,(w) that

IEw (W)l = lim [|Ew(w™)]| = lim [|Ew(W™)[| = 0. (A54)
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This implies that w* is a stationary point of E(w). Hence, {w™} has at least one accumulation
point and every accumulation point must be a stationary point.

Next, by reduction to absurdity, we prove that {w™} has precisely one accumulation
point. Let us assume the contrary that {w™} has at least two accumulation points w # w. We
write w” = (w{", wy’, ..., wr'l”(erl))T. It is easy to see from (4.13) and (4.14) that lim,, _, o, |[w™"! -

w"|| = 0, or equivalently, lim,, _, oo |wo™! — w"| = 0fori =1,2,...,n(p + 1). Without loss

i
of generality, we assume that the first components of w and W do not equal to each other,
that is, w; # w;. For any real number A € (0,1), let wi\ = \w; + (1 = ))w;. By Lemma A.1,

there exists a subsequence {w;n ) of {w]'} converging to w{‘ as ki — oo. Due to the

boundedness of {w;n “}, there is a convergent subsequence {w;n 2y c {w;n “}. We define

w) = limkzémw;n 2. Repeating this procedure, we ergd up with decreasing subsequences

{my,} O {my,} > - D {my,,.,} with w} = limg, o, w, “ for eachi =1,2,...,n(p + 1). Write
R R | A

wt = (wl,wz,...,wn(p+1)

A € (0,1). But this means that Qo has interior points, which contradicts (A4). Thus, w* must

be a unique accumulation point of {w™};_,. This proves (5.4). Thus this completes the proof

of Theorem 5.1. O

). Then, we see that w is an accumulation point of {w™} for any
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