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We present a theoretical analysis of the processes of pattern formation that involves organisms
distribution and their interaction of spatially distributed population with self- as well as cross-
diffusion in a Holling-Tanner predator-prey model; the sufficient conditions for the Turing
instability with zero-flux boundary conditions are obtained; Hopf and Turing bifurcation in a
spatial domain is presented, too. Furthermore, we present novel numerical evidence of time
evolution of patterns controlled by self- as well as cross-diffusion in the model, and find that the
model dynamics exhibits a cross-diffusion controlled formation growth not only to spots, but also
to strips, holes, and stripes-spots replication. And the methods and results in the present paper
may be useful for the research of the pattern formation in the cross-diffusive model.

1. Introduction

A fundamental goal of theoretical ecology is to understand the interactions of individual
organisms with each other and with the environment and to determine the distribution of
populations and the structure of communities. Empirical evidence suggests that the spatial
scale and structure of environment can influence population interactions [1]. The study
of complex population dynamics is nearly as old as population ecology, starting with the
pioneering work of Lotka and Volterra, a simple model of interacting species that still bears
their joint names [2, 3].

And the predator-prey systemmodels such a phenomenon, pursuit-evasion, predators
pursuing prey and prey escaping from the predators [4]. In other words, in nature, there is a
tendency that the preys would keep away from predators and the escape velocity of the preys
may be taken as proportional to the dispersive velocity of the predators. In the same manner,
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there is a tendency that the predators would get closer to the preys and the chase velocity
of predators may be considered to be proportional to the dispersive velocity of the preys [5].
Keeping these in view, cross-diffusion arises, which was proposed first by Kerner [6] and first
applied in competitive population system by Shigesada et al. [7]. From the pioneering work
of Turing [8], spatially continuous models formulated as reaction-diffusion equations have
been intensively used to describe spatiotemporal dynamics and to investigate mechanisms
for pattern formation [9]. And the appearance and evolution of these patterns have been a
focus of recent research activity across several disciplines [10].

In recent years, there has been considerable interest to investigate the stability behavior
of a predator-prey system by taking into account the effect of self- as well as cross-diffusion
[11–25]. Cross-diffusion expresses the population fluxes of one species due to the presence of
the other species.

Furthermore, in [23], the authors gave a numerical study of pattern formation in the
Holling-Tanner model with self- and cross-diffusion as the form

∂N

∂t
= N(1 −N) − aNP

N + b
+∇2N +D12∇2P � f(N,P) +∇2N +D12∇2P,

∂P

∂t
= rP

(
1 − P

N

)
+D21∇2N +∇2P � g(N,P) +D21∇2N +∇2P,

(1.1)

with the following nonzero initial conditions:

N
(
x, y, 0

)
> 0, P

(
x, y, 0

)
> 0,

(
x, y
) ∈ Ω = [0, Lx] × [0, Ly] (1.2)

and zero-flux boundary conditions:

∂N

∂n
=

∂P

∂n
= 0,

(
x, y
) ∈ ∂Ω, (1.3)

where N(t), P(t) represent population densities of prey and predator, respectively, r is the
intrinsic growth rate or biotic potential of the prey, a is the maximal predator per capita
consumption rate, that is, the maximum number of prey that can be eaten by a predator in
each time unit, and b is the number of preys necessary to achieve one-half of the maximum
rate a [26]. And the nonnegative constants, D12 and D21, called cross-diffusion coefficients,
express the respective population fluxes of the prey and predators resulting from the presence
of the other species, respectively. Lx and Ly give the size of the system in the directions of x
and y, respectively. In (1.3), n is the outward unit normal vector of the boundary ∂Ω, which
we will assume is smooth. The main reason for choosing such boundary conditions is that we
are interested in the self-organization of pattern; zero-flux conditions imply no external input
[11, 27].

Biologically, cross diffusion implies countertransport [11]. And the induced cross-
diffusion rate D12 in (1.1) represents the tendency of the prey N to keep away from its
predators P and D21 represents the tendency of the predator to chase its prey. The cross-
diffusion coefficients, D12 and D21, may be positive or negative. Positive cross-diffusion
coefficient denotes that one species tends to move in the direction of lower concentration of
another species while negative cross diffusion expresses the population fluxes of one species
in the direction of higher concentration of the other species [13].
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In [23], the authors found that, for the equal self-diffusion coefficients (i.e., the
coefficients of∇2N and∇2P in (1.1) are both equal to 1), only spots pattern could be obtained.
In addition, they indicated that cross diffusion may have an effect on the distribution of the
species, that is, it may lead the species to be isolated.

There comes a question: besides spots, does model (1.1) exhibit any other pattern
replication controlled by cross-diffusion?

In this paper, based on the results of [23], we mainly focus on the effect of self- as
well as cross-diffusion on pattern formation in the two-species Holling-Tanner predator-prey
model. In the next section, we give the sufficient conditions for the Turing instability with
zero-flux boundary conditions. And, by using the bifurcation theory, we give the Hopf and
Turing bifurcation analysis of the model. Then, we present and discuss the results of complex,
not simple, pattern formations via numerical simulations, which are followed by the last
section, that is, concluding remarks.

2. Linear Stability Analysis

In the absence of diffusion, model (1.1) has two equilibrium solutions in the positive
quadrant. One equilibrium point is given by (N0, P0) = (1, 0). In the (N,P) phase plane,
(1, 0) is a saddle [28]. Another equilibrium point E∗ = (N∗, P ∗) depends on the parameters a
and b and is given by

N∗ = P ∗ =
1 − a − b +M

2
, (2.1)

where M =
√
(1 − a − b)2 + 4b.

And in the presence of diffusion, we will introduce small perturbations U1 = N −N∗

andU2 = P − P ∗, where |U1|, |U2| � 1. The zero-flux boundary conditions (1.3) imply that no
external input is imposed from outside. To study the effect of diffusion on the model system,
we have considered the linearized form of the system as follows:

∂U1

∂t
= J11U1 + J12U2 +∇2U1 +D12∇2U2,

∂U2

∂t
= J21U1 + J22U2 +D21∇2U1 +∇2U2,

(2.2)

where

J11

=
∂f

∂N

∣∣∣∣
(N∗,P ∗)

=

(
M3+(2 − 3a + b)M2+

(
1 − 4a+3a2−b2)M−a3+(2 − b)a2+

(−1 − b2 + 2b
)
a−b−2b2− b3

)
(1 − a − b +M)2

,
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J12 =
∂f

∂P

∣∣∣∣
(N∗,P ∗)

=
a(−1 + a + b −M)
(1 − a + b +M)

,

J21 =
∂g

∂N

∣∣∣∣
(N∗,P ∗)

= r, J22 =
∂g

∂P

∣∣∣∣
(N∗,P ∗)

= −r.

(2.3)

Set J =
(

J11 J12
J21 J22

)
. And defineD =

(
1 D12

D21 1

)
as the diffusionmatrix, and the determinant

is det(D) = 1 −D12D21.
Following Malchow et al. [29], we can know that any solution of the system (2.2) can

be expanded into a Fourier series so that

U1(r, t) =
∞∑

n,m=0

unm(r, t) =
∞∑

n,m=0

αnm(t) sinkr,

U2(r, t) =
∞∑

n,m=0

vnm(r, t) =
∞∑

n,m=0

βnm(t) sinkr,

(2.4)

where r = (x, y) and 0 < x < Lx, 0 < y < Ly. k = (kn, km) and kn = nπ/Lx, km = mπ/Ly are
the corresponding wavenumbers.

Having substituted unm and vnm with (2.2), we obtain

dαnm

dt
=
(
J11 − k2

)
αnm +

(
J12 −D12k

2
)
βnm,

dβnm
dt

=
(
J21 −D21k

2
)
αnm +

(
J22 − k2

)
βnm,

(2.5)

where k2 = k2
n + k2

m.
A general solution of (2.5) has the form C1 exp(λ1t) +C2 exp(λ2t), where the constants

C1 and C2 are determined by the initial conditions (1.2) and the exponents λ1 and λ2 are the
eigenvalues of the following matrix:

D̃ =

⎛
⎜⎜⎝

J11 − k2 J12 −D12k
2

J21 −D21k
2 J22 − k2

⎞
⎟⎟⎠. (2.6)

Correspondingly, λ1 and λ2 arise as the solution of the following equation:

λ2 − tr
(
D̃
)
λ + det

(
D̃
)
= 0, (2.7)
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where

tr
(
D̃
)
= J11 + J22 − 2k2,

det
(
D̃
)
= (1 −D12D21)k4 + (−J11 − J22 +D12J21 +D21J12)k2 + det(J).

(2.8)

Theorem 2.1. If 0 < D12, D21 < 1, and b ≥ a/(1 + a), then the uniform steady state E∗ of model
(1.1) is globally asymptotically stable.

Proof. For global stability of nonspatial model of (1.1), we select a Liapunov function:

V (N,P) =
∫N

N∗

ξ −N∗

ξφ(ξ)
dξ +

1
r

∫P

P ∗

η − P ∗

η
dη, (2.9)

where φ(N) = aN/(N + b). Then

dV

dt
(N,P) =

N −N∗

Nφ(N)
dN

dt
+
P − P ∗

rP

dP

dt
. (2.10)

Substituting the value of dN/dt and dP/dt from the nonspatial model of (1.1), we
obtained

dV

dt
=

N −N∗

N

(
N(1 −N)
φ(N)

− P ∗
)
− 1
N

(P − P ∗)2. (2.11)

Noting that P ∗ = (1/a)(1 −N∗)(N∗ + b), one can obtain

dV

dt
= − (N −N∗)2

aN
(N +N∗ + b − 1) − 1

N
(P − P ∗)2. (2.12)

If b ≥ a/(1 + a) holds, dV/dt ≤ 0.
Next, we select the Liapunov function for model (1.1) (two dimensional with diffusion

case):

V2(t) =
∫∫

Ω
V (N,P)dx dy, (2.13)

so

dV2

dt
=
∫∫

Ω

dV

dt
dx dy +

∫∫
Ω

(
∇2N +D12∇2P

) ∂V
∂N

dxdy +
∫∫

Ω

(
D21∇2N +∇2P

)∂V
∂P

dx dy.

(2.14)

Using Green’s first identity in the plane

∫∫
Ω
F∇2Gdxdy =

∫
∂Ω

F
∂G

∂n
ds −

∫∫
Ω
(∇F · ∇G)dx dy. (2.15)
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And considering the zero-flux boundary conditions (1.3), one can show that

∫∫
Ω

(
∇2N +D12∇2P

) ∂V
∂N

dxdy

= −
∫∫

Ω

∂2V

∂N2

[(
∂N

∂x

)2

+
(
∂N

∂y

)2

+D12

(
∂N

∂x

∂P

∂x
+
∂N

∂y

∂P

∂y

)]
dx dy,

∫∫
Ω

(
D21∇2N +∇2P

)∂V
∂P

dx dy

= −
∫∫

Ω

∂2V

∂P 2

[
D21

(
∂N

∂x

∂P

∂x
+
∂N

∂y

∂P

∂y

)
+
(
∂P

∂x

)2

+
(
∂P

∂y

)2
]
dx dy,

(2.16)

then

dV2

dt
= I1 + I2, (2.17)

where

I1 =
∫∫

Ω

dV

dt
dx dy,

I2 = −
∫∫

Ω

[
∂2V

∂N2

((
∂N

∂x

)2

+
(
∂N

∂y

)2
)

+
∂2V

∂P 2

((
∂P

∂x

)2

+
(
∂P

∂y

)2
)]

dx dy

−
∫∫

Ω

(
D12

∂2V

∂N2
+D21

∂2V

∂P 2

)(
∂N

∂x

∂P

∂x
+
∂N

∂y

∂P

∂y

)
dx dy.

(2.18)

Obviously, I1 ≤ 0 and I2 ≤ 0. The proof is complete.

And from [19], we know that the equilibrium E∗ is Turing unstable if it is an
asymptotically stable equilibrium of model (1.1) without self and cross diffusion but is
unstable with respect to solutions of model (1.1). Hence, Turing instability sets in when
the condition either tr(D̃) < 0 or det(D̃) > 0 is violated, which subject to the conditions
J11 + J22 < 0 and det(J) > 0. It is evident that the condition tr(D̃) < 0 is not violated when the
requirement J11 + J22 < 0 is met. Hence, only violation of condition det(D̃) > 0 gives rise to
Turing instability. Then the condition for Turing instability is given by

H
(
k2
)
= det

(
D̃
)
≡ (1 −D12D21)k4 + (−J11 − J22 +D12J21 +D21J12)k2 + det(J) < 0. (2.19)

Thus, a sufficient condition for Turing instability is that H(k2)min is negative.
Therefore,

H
(
k2
)
min

= det(J) − (J11 + J22 −D12J21 −D21J12)2

4(1 −D12D21)
< 0. (2.20)
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Figure 1: Modes with wavenumbers lying between the zeros, k2
1, and k2

2, of H(k2) grow in the Turing
instability. Parameters: a = 0.8, b = 0.1, r = 0.1, D12 = −0.08, D21 = 0.8, hence, k2

1 = 0.12440, k2
2 = 0.38086,

andHmin = −0.01749.

Equation (2.20) leads to the following final criterion for Turing instability:

(J11 + J22 −D12J21 −D21J12)2 > 4 (1 −D12D21)det(J). (2.21)

That is to say, if H(k2)min is negative, then a range of modes k2
1 < k2 < k2

2 will grow Turing
instability (see Figure 1).

Summarizing the previous discussions, we can obtain the following theorem.

Theorem 2.2. The equilibrium E∗ of model (1.1) is Turing instability if J11 + J22 > D12J21 +D21J12
and J11 + J22 −D12J21 −D21J12 > 2

√
(1 −D12D21)det(J).

It is easy to see that the minimum ofH(k2) occurs at k2 = k2
m, where

k2
m =

J11 + J22 −D12J21 −D21J12
2(1 −D12D21)

> 0. (2.22)

The critical wavenumber kc of the first perturbations to grow is found by evaluating km from
(2.22).

Figure 2 shows that the linear stability analysis yields the bifurcation diagram with
a = 0.8, b = 0.1, and D21 = 0.8. Turing and Hopf lines intersect at the Turing-Hopf bifurcation
point (D12, r) = (−0.00489, 0.12572) and separate the parametric space into four domains. On
domain I, located above all two bifurcation lines, the steady state is the only stable solution of
the model. Domain II is the region of pure Turing instability. In domain III, which is located
above all two bifurcation lines, both Hopf and Turing instability occur. And domain IV is the
region of pure Hopf instability.
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0.14
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0.11

0.1

r
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IV

III

II

Turing

Hopf

−0.4 −0.2 0 0.2 0.4

D12

Figure 2: Bifurcation diagram for model (1.1) with parameters a = 0.8, b = 0.1, and D21 = 0.8. The Turing
bifurcation line is r

T
= (707983156D2

12 − (7436338235 + 50000A)D12 + 8189199110 − 62500A)/(109(D12 +

1)(4D2
12 − D12 − 5)), where A =

√
109(14.63 − 2.336D2

12 − 8.784D12). Hopf bifurcation line is rH = 0.12572.
Turing and Hopf lines intersect at the Turing-Hopf bifurcation point (D12, r) = (−0.00489, 0.12572) and
separate the parametric space into four domains.

3. Pattern Formation

In this section, we performed extensive numerical simulations of the spatially extended
model (1.1) in 2-dimension spaces, and the qualitative results are shown here. All our
numerical simulations employ the zero-flux boundary conditions with a system size of
Lx × Ly, with Lx = Ly = 400 discretized through x → (x0, x1, x2, . . . , xn) and y →
(y0, y1, y2, . . . , yn), with n = 200. Other parameters are fixed as a = 0.8, b = 0.1, and D21 = 0.8.
The numerical integration of (1.1) was performed by means of forward Euler integration,
with a time step of τ = 0.05 and spatial resolution h = 2 and using the standard five-point
approximation for the 2D Laplacian with the zero-flux boundary conditions [30, 31]. More
precisely, the concentrations (Nn+1

i,j , Pn+1
i,j ) at the moment (n + 1)τ at the mesh position (i, j)

are given by

Nn+1
i,j = Nn

i,j + τΔhN
n
i,j + τD12ΔhP

n
i,j + τf

(
Nn

i,j , P
n
i,j

)
,

Pn+1
i,j = Pn

i,j + τD21ΔhN
n
i,j + τΔhP

n
i,j + τg

(
Nn

i,j , P
n
i,j

)
,

(3.1)

with the Laplacian defined by

ΔhN
n
i,j =

Nn
i+1,j +Nn

i−1,j +Nn
i,j+1 +Nn

i,j−1 − 4Nn
i,j

h2
. (3.2)

Initially, the entire system is placed in the stationary state (N∗, P ∗) = (0.370156,
0.370156), and the propagation velocity of the initial perturbation is thus on the order of
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Figure 3: Spots pattern obtained with model (1.1) for (D12, r) = (0.12, 0.1278). Iterations: (a) 0, (b) 10000,
(c) 30000, and (d) 300000.

5 × 10−4 space units per time unit. And the system is then integrated for 100000 or 300 000
time steps and some images saved. After the initial period during which the perturbation
spreads, the system goes either into a time dependent state, or to an essentially steady state
(time independent).

In the numerical simulations, different types of dynamics are observed, and it is found
that the distributions of predator and prey are always of the same type. Consequently, we
can restrict our analysis of pattern formation to one distribution. In this section, we show the
distribution of prey N, for instance.

Firstly, we show the pattern formation for the parameters (D12, r) located in domain II
(cf. Figure 2); the region of pure Turing instability occurs while Hopf stability occurs.We have
performed a large number of simulations and found that there only exhibits spots pattern in
this domain. As an example, we show the time evolution of spots pattern of prey N at 0,
10000, 30000, and 300000 iteration for (D12, r) = (0.12, 0.1278) in Figure 3. In this case, one can
see that for model (1.1), the random initial distribution (cf. Figure 3(a)) leads to the formation
of regular spots except for apparently stable defects (cf. Figure 3(d)).

Next, we show the pattern for the parameters (D12, r) located in domain III
(cf. Figure 2), both Hopf and Turing instability occur. The model dynamics exhibits
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Figure 4: Four types of patterns obtained with model (1.1) for 100000 iterations. (a) Pattern α: (D12, r) =
(−0.04, 0.00574). (b) Pattern β: (D12, r) = (0.152, 0.0882). (c) Pattern γ : (D12, r) = (0.12, 0.03496). (d) Pattern
δ: (D12, r) = (0.2, 0.01).

spatiotemporal complexity of pattern formation. In Figure 4, we show four typical types of
patterns we obtained via numerical simulation.

Pattern α is time independent and consists primarily of stripes. Pattern β is time
independent and consists of stripes and spots. Pattern γ is time dependent: a few of the stripes
without apparent decay, but the remainder of the spots pattern remains time independent.
Pattern δ is time independent and consists of black spots on a white background, that is,
isolated zones with low-population densities. Baurmann et al. [32] called this type pattern
“cold spots” and von Hardenberg et al. [33] called it “holes.” In this paper, we adopt the
name “holes.”

4. Concluding Remarks

In summary, we have investigated a cross-diffusive Holling-Tanner predator-prey model
with equal self-diffusive coefficients. Based on the bifurcation analysis (Hopf and Turing),
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we give the spatial pattern formation via numerical simulation, that is, the evolution process
of the system near the coexistence equilibrium point (N∗, P ∗).

In contrast to the results in [23], we find that the model dynamics exhibits a cross-
diffusion controlled formation growth not only to spots (in [23], Sun et al. claimed that the
spots pattern is the only pattern of the model), but also to stripes, holes, and stripes-spots
replication. That is to say, the pattern formation of the Holling-Tanner predator-prey model
is not simple, but rich and complex.

On the other hand, in the predator-prey model, predators will tend to gravitate
toward higher concentrations of prey while prey will preferentially move toward regions
where predators are rare. Models of predator-prey systems with cross diffusion have been
extensively analyzed in the literature, though often with respect to their mathematical
properties rather than to provide insight into the kinds of patterns that can emerge [24]. And
the methods and results in the present paper may be useful for the research of the pattern
formation in the cross-diffusive predator-prey model.
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[12] L. Chen and A. Jüngel, “Analysis of a parabolic cross-diffusion population model without self-
diffusion,” Journal of Differential Equations, vol. 224, no. 1, pp. 39–59, 2006.

[13] B. Dubey, B. Das, and J. Hussain, “A predator-prey interaction model with self and cross-diffusion,”
Ecological Modelling, vol. 141, no. 1–3, pp. 67–76, 2001.



12 Discrete Dynamics in Nature and Society

[14] B. Dubey, N. Kumari, and R. K. Upadhyay, “Spatiotemporal pattern formation in a diffusive predator-
prey system: an analytical approach,” Journal of Applied Mathematics and Computing, vol. 31, no. 1-2,
pp. 413–432, 2009.

[15] M. Iida, M. Mimura, and H. Ninomiya, “Diffusion, cross-diffusion and competitive interaction,”
Journal of Mathematical Biology, vol. 53, no. 4, pp. 617–641, 2006.

[16] W. Ko and K. Ryu, “On a predator-prey system with cross diffusion representing the tendency of
predators in the presence of prey species,” Journal of Mathematical Analysis and Applications, vol. 341,
no. 2, pp. 1133–1142, 2008.

[17] W. Ko and K. Ryu, “On a predator-prey systemwith cross-diffusion representing the tendency of prey
to keep away from its predators,” Applied Mathematics Letters, vol. 21, no. 11, pp. 1177–1183, 2008.

[18] K. Kuto and Y. Yamada, “Multiple coexistence states for a prey-predator systemwith cross-diffusion,”
Journal of Differential Equations, vol. 197, no. 2, pp. 315–348, 2004.

[19] A. Okubo and S. A. Levin,Diffusion and Ecological Problems: Modern Perspectives, vol. 14, Springer, New
York, NY, USA, 2nd edition, 2001.

[20] P. Y. H. Pang and M. Wang, “Strategy and stationary pattern in a three-species predator-prey model,”
Journal of Differential Equations, vol. 200, no. 2, pp. 245–273, 2004.

[21] C. V. Pao, “Strongly coupled elliptic systems and applications to Lotka-Volterra models with cross-
diffusion,” Nonlinear Analysis: Theory, Methods and Applications A, vol. 60, no. 7, pp. 1197–1217, 2005.

[22] S. Raychaudhuri, D. K. Sinha, and J. Chattopadhyay, “Effect of time-varying cross-diffusivity in a
two-species Lotka-Volterra competitive system,” Ecological Modelling, vol. 92, no. 1, pp. 55–64, 1996.

[23] G. Q. Sun, Z. Jin, Q. X. Liu, and L. Li, “Pattern formation induced by cross-diffusion in a predator-prey
system,” Chinese Physics B, vol. 17, no. 11, pp. 3936–3941, 2008.

[24] V. K. Vanag and I. R. Epstein, “Cross-diffusion and pattern formation in reaction-diffusion systems,”
Physical Chemistry Chemical Physics, vol. 11, no. 6, pp. 897–912, 2009.

[25] R. K. Upadhyay, W. Wang, and N. K. Thakur, “Spatiotemporal dynamics in a spatial plankton
system,”Mathematical Modelling of Natural Phenomena, vol. 5, no. 5, pp. 102–122, 2010.

[26] E. Sáez and E. González-Olivares, “Dynamics of a predator-prey model,” SIAM Journal on Applied
Mathematics, vol. 59, no. 5, pp. 1867–1878, 1999.

[27] J. D. Murray, “Discussion: Turing’s theory of morphogenesis—its influence on modelling biological
pattern and form,” Bulletin of Mathematical Biology, vol. 52, no. 1-2, pp. 119–152, 1990.

[28] P. A. Braza, “The bifurcation structure of the Holling-Tanner model for predator-prey interactions
using two-timing,” SIAM Journal on Applied Mathematics, vol. 63, no. 3, pp. 889–904, 2003.

[29] H. Malchow, S. V. Petrovskii, and E. Venturino, Spatiotemporal Patterns in Ecology and Epidemiology-
Theory, Models, and Simulation, Mathematical and Computational Biology Series, Chapman &
Hall/CRC, Boca Raton, Fla, USA, 2008.

[30] M. R. Garvie, “Finite-difference schemes for reaction-diffusion equations modeling predator-prey
interactions in MATLAB,” Bulletin of Mathematical Biology, vol. 69, no. 3, pp. 931–956, 2007.
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