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Theorems on the existence and uniqueness of differentiable solutions for a class of iterated
functional series equations are obtained. These extend earlier results due to Zhang.

1. Introduction

The study of iterated functional equations dates back to the classical works of Abel, Bab-
bage, and others. This paper offers new theorems on the existence and uniqueness of
solutions to the iterated functional series equation

Y]

ZAiHi(fi(x)) = F(x), (1.1)

where 1;’s are nonnegative numbers and f%(x) = x, f*(x) = f(f*"'(x)), k € N. In (1.1)
the functions F, H; and constants A; (i € N) are given and the unknown function f is to
be found. The above equation is more general than those considered by Dhombres [2],
Mukherjea and Ratti [3], Nabeya [4], and Zhang [5].

2. Preliminaries

This section collects the standard terminology and results used in the sequel (see [5]).

Let I = [a,b] be an interval of real numbers. C!(I,I), the set of all continuously dif-
ferentiable functions from I into I, is a closed subset of the Banach Space C!(I,R) of
all continuously differentiable functions from I into R with the norm | - || defined by
il =Pl + 11 llco, d € CHI,R) where |||l 0 = maxyer [¢(x)| and ¢’ is the derivative
of ¢. Following Zhang [5], for given constants M > 0, M* = 0, and & > 0, we define the
families of functions

R IL,M,M*) ={¢p € CY(I,I): p(a) =a, p(b) =b, 0<¢'(x) <M Vx €,

2.1
¢ (1) = ¢ (x2) | < M* |1 —x2 | Vi € 1) (2.1

and FL(I,M,M*) = {¢p € R (I, M,M*):§ < ¢'(x) < M forall x € I}.
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In this context it is useful to note the following proposition.

ProposiTION 2.1. Let§ >0, M = 0, and M* = 0. Then
(i) for M < 1, RY(I,M,M*) is empty and for M = 1, R' (I, M,M*) contains only the
identity function;
(ii) for 8 > 1, F§(I, M, M*) isempty and for § = 1, F§(I,M,M*) contains only the iden-
tity function.

Proof. (i) Let ¢ € R'(I,M,M*), where 0 < M < 1. Clearly ¢ is a strict contraction with
Lipschitz constant M on I. So ¢ has a unique fixed point contrary to the assumption that
¢ has at least two fixed points a and b.

If € R(I,1,M*), then by the mean-value theorem and the hypothesis that ¢ x) <
lLforallx € I, ¢(b) — p(x) < b —xand ¢(x) — ¢(a) <x —aforall x € I. Since ¢p(a) = a
and ¢(b) = b, ¢ must necessarily be the identity function.

(ii) Let ¢ € F5(I,M,M*), where & > 1. Then by the mean-value theorem, ¢(b) —
¢(a) > b — a. This contradicts that a and b are fixed points of ¢. The argument for the
case when § = 1 is similar to the case when M = 1. O

In view of the above proposition, one cannot seek solutions of equations such as (1.1)
in R (I,M,M*) without imposing conditions on M. The following lemmata of Zhang
[5] will be used in the sequel.

LeEmMma 2.2 (Zhang [5]). Let ¢, v € RY(I,M,M*). Then, fori=1,2,...,
(1) [(¢")' (x)| <M forallx €1,
(2) 1(¢7) (1) = (¢") (x2) | < M* (2752, MI) |y = X3 for all x1,% €1,
(3) l¢" = y'lleo <(Z] (MY ¢ = ylleo,
(4) 1(¢") = (¥') llo <iM™H|@" =y \|c0+Q(l)M*(z (i = HIM™I2) g — yll o, where
Q(1)=0, Q(s) =1ifs=2,3,.
LEmMMA 2.3 (Zhang [5]). Let ¢ € @é(I,M,M*). Then

(7)) (x1) = (671) (x2) | = M= [x1—x2| Vxn,xel (2.2)

LEMMA 2.4 (Zhang [5]). Let ¢y, ¢z be two homeomorphisms from I onto itself and |¢;(x;) —
¢i(x2)| < M*|x1 — x2 for all x1,x, € I, i = 1,2. Then

[l¢1 = dallo = M*[$1" = 5" [|o (2.3)

The following results are well known.

LemMa 2.5 (see [1]). For each n € N, let f, be a real-valued function on I = [a,b] which
has derivative f, on 1. Suppose that the infinite series >, f, converges for at least one point
of I and that the series of derivatives 3., f, converges uniformly on I. Then there exists a
real-valued function f on I such that Y., f, converges uniformly on I to f. In addition, f
has a derivativeon I and ' =", f,.
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LEmMA 2.6. Let f :] — ] be a differentiable function on an interval J in R satisfying the

inequality 0 < a < f'(x) < b, x €], for some a, b in R. Then the inverse function f~! exists
and is differentiable on J. Further, for all x € ],

bl<(fY)(x)<al. (2.4)
LEMmMA 2.7. Forne N, x € R,

+1)x" n+1_1
) (n+1)x X X4l

Zixi_l _ (x_l) (x_l)Z’ (2 5)
i=1 n(n+1) =1
2 > - b)
and further
m—1 n
e x“‘1< * - ), x#1,
1(n i (x—12 x-1 (2.6)
i-1 n(n—1) w1
2 0 B
3. Existence

In this section, we prove in detail a theorem on the existence of solutions for the
functional series equation (1.1).

TuEOREM 3.1. Suppose (A,) is a sequence of nonnegative numbers with A1 >0and 3.2 | A; =
1. Let F € Fy(I,\\nM,M*), H, € @%(I,Ll,L'l), and H; € RY(I,L;, L)) fori = 2,3,...,
where 8, 1 >0 and M, M*, L;, L; > 0 for alli € N.

Assume further that

i) M>1,

(ll) Ky = (1/(M - 1)) Z;il)tiHLH.lMi_l(Mi — 1) and Yy = /\171 - K0M2 >0,

(iii) X2 ML MY (M = 1) < oo,

Then the functional series equation Y. MiH;(f(x)) = F(x) has a solution f in
RUI,M,M") where M' = (M* + K{M?)/y and K| = > | L,L:M?(=D,

Proof. For each ¢ € R!(I,M,M’), define the function
(L) (x) = D LiHi(¢" '(x)) forxel (3.1)
i=1

Since A; > 0, X2, A; = 1, and |H;(x)| < max{|b|,|al}, (L$)(x) is well defined for all x € I.
Further (L¢)(a) = a and (L$)(b) = b. Since ¢ and H; are differentiable with 0 < H; (x) <
Liand 0 < (¢ (x)) < M1,

0 < MH/ (¢ 1(x)) (¢ 1(x)) < L\LM™' Vxel,ieN. (3.2)
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and > | L,L;M'~! converges in view of (ii). By Weierstrass M-test,
gAiHi, (@' (671 (x) (3.3)
converges uniformly on I. From Lemma 2.5, L¢ is differentiable on I and
(L6 () = S (¢ 1) (61 00) VreL g UMM ()

Since 0 < 7 < H{(x) < Ly, itis clear that 0 < A1 < (L¢) (x) < 2.2, LM~ 1. Writing K =
> 2 AL:iM1, we note that

0<Ain < (L) (x) < K. (3.5)
From Lemma 2.6, for x in I,
0<Ki' =< (L)) (x) = (hin) . (3.6)
In short, L¢ : I — I is a nondecreasing self-diffeomorphism. For x;,x; € I,

[(Lg) (x1) = (L)' (x2) |

i ML H (@1 () (671) (a0) = HI (67! (x2)) (¢71) (32) |

._.

= SALH ) @) () = (67 ()|
+ [H (7! (x1) = Hi (¢ (x2)) [ [ (¢71) (x2) |}
) 2(i-2)
<4 > AL (zM’>+zALM2 “}|x1 x|

j=i-2 i=1

(3.7)

(by the definition of H;’s and using Lemma 2.2)

LM (M- 1) + Z/\iL;MZ(i_I)} |x1 — x|
i=1 i=1
= (KOM +K]) |x1 —x2].

Thus,

| (L¢)'(x1) — (L(p), (XZ) | < Kz |X1 — X2 | Vxl,xz S I, (38)
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where K, = KoM’ + K{, Ky = /(M — I)ZZIA,'HL,'HMFI(Mi — 1), and KI, =
> LMD From Lemma 2.3, it follows that

(L)) (x1) = (L)) () | = ;f—% x—x| Vaoel (3.9)
1

We define T': R (I,M,M’) — C'(I,I) by

(T$)(x) = (L$) ") (F(x)) VpeR(I,M,M'), x€L (3.10)
Clearly (T¢)(a) = a, (T¢)(b) = b, and by (3.6) we have

OK ' < (T¢) (x) = (L¢) ") (F(x))F'(x) <M Vxel (3.11)
So T is a sense-preserving diffeomorphism of I onto I. For x;,x, € I,

|(T¢>)'(x1) —(T¢)'(x2)|
= I((st)‘l)'(F(xl)) — (L)) (F(x2)) |

< [ ((Le)™") (F(x1) | [ F (x —F'(xz)l
+[((Lg)™) (F(x1) = (L)) (F(x2)) | |[F' (x2) |
M K,
/1 |x1 .X'2| +W |F(X1) —F(xz) |A17’]M (3‘12)
* )LZ 2A02
Q/I |x1 — x2|+K2A1?”773M |x1 —x2| (as |F'(x)| <ligM)
(M*+K2M2
= e
(M*+K0M’M2+K{M2>
= |x1—x2
All/]
Since M’ (A1 — KoM?) = M* + K{M?,
|(T</>)'(x1) —(T¢)'(x2)| SM'|X1 —x2| Vxl,X2 el (313)

It implies that T € R (I,M,M’).
Next we show that T is continuous. For arbitrary functions ¢; € R (I, M,M’), we
denote f; = T¢;, i =1,2. Then |ff(x)] = M, |f/(x1) — f{(x2)| < M'|x; — x2], and
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[(fi1) (x)] < Ky1/8 for x,x1,x2 € [ and i = 1,2. Hence,

17 = filla
= 1A = (AU ) e
= max {| f/(x) = f/ (£0) (i) (L)) L) [}

= max {| /) (B0 = F A G (@) F @)
< Mmax{| {(x fz)(fz )= FAE G ()]
< Mmax {| £/ ()] [ () () = (i) (£@)|
160 = R@D T (RG]
Pmaxd | (7 () - (7 (500)]

MEKM’ -1y’
r£1211x|x—(ﬁ ) (fZ(x))|}-

(3.14)

+

Thus,
U = Al =MD = ) o+ B - e Gas)
Besides, by Lemma 2.4, we have
i~ follo = MIF = £ (3.16)
From (3.15) and (3.16), it follows that
[[T¢r — Téal|
= N1fi = Bllo = I1fi = Blla+11£ = £l 517)
<M = o+ MY = ) o+ M A = 7
Thus,
T = Tholla < BAllfi7' = £ ] (3.18)

where E; = max{M + K;MM'/8, M?}. Furthermore, since F € @é(l,/\lnM,M*), an ap-
plication of Lemma 2.3 gives

M*

|(F71),(x1)*(F71) (x2 |_F|X1 X2| Vxi,x €1 (3.19)
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Now

A =l = IF7 o (Lgy) = F ' o (Lépa) |
=||F! L¢1) "o (Lga)llw (3.20)

+|[((F (L¢1))(L‘/51),—((Fﬁl),(Lsz))(L(Pz),HCU-

Using Lemma 2.6 and the fact that F € @é(l,/\mM,M*),

A= A7
=1||L¢1 Lol + 1 (F) (L60)) (L) = (1) (162)) (L) o
+ || (L(/)Z)) ((L¢l) (L¢2 ||c()
5||L¢1 L¢2||C<,+K1M |ILep1 — Lopa] |0 (3.21)
+%||(L¢l),_ (L$s)'[|.o  (by(3.5) and (3.19))
< (5+ 505 ) lwg)’ - (1g2) .
Thus,
1A = A7 < Ball(Lg1)" = (La) [l (3.22)
where E; = 1/8 + K;M*/8°. By the definition of L¢, we have
|[L¢1 = Lpa| | 0
SZMHHi( ) = Hi(¢5 )]l
Z/\L||¢> ¢ (O<H/(x)<L,xel,i=12,..)
i=2 (3.23)

< St S0 Yl - il (o Lemma22)

j=1

szﬁﬁ(zwﬁwlwu

j=1

Thus,

L - L¢z||co<ZAMLm( )||¢1 s (3.24)
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Further,

1(Zg1)" — (L2) ]|

<

r

Ml [ (H($57)) (687) = (Hi(9571) (95

{|| — H ()] (1) [l

+[1H (¢ (1)

1

8]

||c0

IA
|\qug

8

_((/512 1 ||c‘)}
< D A {MTLIg = ¢3! Lo + Lil | (01
i=2

D= (05 N}

(using the fact that H; € R'(I,L;,L}), i € N, and by Lemma 2.2)

o0 i—1 ©
> LML ( zMjl> 1 — o]0+ D AiLi(i — DM |¢] — |0
im2 =1

i=2
0 i—2
+> LLQ>i— )M’ ( Di-j- 1)M"““3> |lp1 = ¢al] -
i=2 j=1

Upon relabelling the subscripts in the above, we get

1(Lg1) = (L) ].o

< > LML, ( > MJ'—1>
i=1

j=1

l¢1 = polleo + > Air1 LiviiM ]| ¢ — 5o

i=1

Sl L QM (za M- 2)||¢1 ballo
i=1

From Lemma 2.7
1(Lg1)" = (L) [l o

ad -, (Mi-1 o T
< b (57 101 = lla+ ShieLiidl - gille
e . Mi—1 i
+ EAMLMQ(OM’MH{ - }Ilc/n — 2l
P (M-1?2 M-1

(3.26)



V. Murugan and P. V. Subrahmanyam 227

From (3.22) and (3.24), it follows that

Loy — Lpa||
= ||L¢$; —L¢z||co +1[(Lg1)" = (Lgn) [l

< Skt (5= )61l
. (3.28)
o, -1 il it ’
+ zliﬂMlL,'ﬂ (m) 11 = alloo + D" i1 Lisa i || ] — 5o
i=1 i=1
> . 78 ri— Mi -1 ]
+zli+1Li+1Q(l)M M 1{(M_1)2 _Ml_l}||¢1_¢2||c°'

i=1

We can more conveniently rewrite this as [[L¢; — Léalla < D72 Aii Al — @2l
where A1 = max{((M' — 1)/(M — 1))(Liy; + M'L},;) + Liy1 Q)M M= [(M? — 1)/(M —
1)2 —i/(M —1)]; Li+1iM'}. By hypotheses (ii) and (iii) of the theorem and with the fact
that i < (M’ —1)/(M — 1), it is easy to see that the series >.;°; Air1(Lis1 + ML}, ) (M' —
/(M —=1)), 21 Ais1LisiiM’, and 3772 ) Ay List Q)M M {(M' = 1)/(M — 1)* — i/ (M —
1)} converge. Since the convergence of 3. | an, >.py by for ay, by, > 0 forall n € N im-
plies that of >, max{ay, b, }, we conclude that >.;” | Ay A+ converges. We denote it by
E5. Thus we have

L1 — Lpa |1 < Esl[d1 — a1 (3.29)

From (3.18), (3.22), and (3.29), it follows that
IT¢1 — T¢sl|a < ErE2Es|d1 — ol (3.30)

Consequently, T : RY(I,M,M") — R (I,M,M’) is a continuous operator.

Next we show that %! (I, M, M’) is a convex compact subset of C'(I,R). The routine
proof that ! (I, M, M’) is a closed convex subset of C!(I,R) is omitted.

For ¢ € RUI,M,M’), lIpllca = lIpllco + 1§ |0 < max{lal,|bl} + M and forxinI, 0 <
¢’ (x) < M. So RY(I,M,M") is an equicontinuous family of functions bounded in the
norm || - [|ci. Since [¢' (x1) — ¢'(x2)| < M'|x1 — x| for all x;,x, € I and ¢ € RY(I[,M, M),
{¢ : ¢ € RYI,M,M")} is also an equicontinuous family. From Arzela-Ascoli theorem
and Lemma 2.5, we conclude that %! (I, M, M) is a compact convex subset of C!(I,R).

T is a continuous map on R!(I,M, M") into itself and by Schauder’s fixed point theo-
rem T has a fixed point in R!(I,M,M’). Thus there is a function ¢ € R'(I,M,M") such
that (T¢)(x) = ¢(x). So (Lp)~'(F(x)) = ¢(x) and > L;H;(¢'(x)) = F(x). Thus ¢ is a
solution of the functional series equation (1.1) in R!(I,M,M’). O

Additionally, we note that if E, E;E5 < 1, then T is a contraction mapping on the closed
subset R (I,M,M") of C'(I,R). So by Banach’s contraction principle, T has a unique
fixed point, which gives a solution of (1.1). This is restated in the following theorem.



228 Equations involving series of iterates

THEOREM 3.2. In addition to the hypotheses of Theorem 3.1, suppose that the number
E\E,Ej5 is less than 1, where

K:MM' 1 KM*
Elzmax{M+ 5 ,M }, E2:5+ 5 s
Es = > dinAi, Ky = > LLiM,
= = (3.31)
M -1 S,
A = max{ ( M—1 )(LHI +M1Li+1)

o[ M1 i o
* L QUMM | ST — 3 | i .

Then (1.1) has a unique solution in R (I, M,M").
Remark 3.3. When we are seeking a solution of (1.1) with A; >0 and >.°; A, = 1 for
given functions F € @é(I,Aln,M*),HI c 9'7},(1,L1,L'1),by Proposition 2.1, A, qM = A1 =
1. Since Ay < land # <1, Ay = 1. So A, = 1 = 5. Further A; = 0 fori = 2,3,.... Thus F
and H; are identity functions, and our equation reduces to f(x) = x.

Example 3.4. Consider the functional series equation

[

55 | i 1 * t—
(ﬁ _61/27)f(x)+i=22 i Sin [%f (x)] =371 J 1204 x e [0,1].

0

(3.32)
Here we have
A1 = i_i - 61/27> Hl ('x) =X
X o (3.33)
Ai = 7 H;(x) = sin <5x), fori=2,3,...,
and F(x) = 1/2(e"? = 1) [y e!=12Idt, x € I = [0,1]. Choose
N el/2 5 1
M=3  M=_—°" _ - 1,
2(e2 - 1) 20e2-1) (3.34)
, m, ., 7w . '
L1=1, L1=0, L,’ZEI, Li:ZI(l_l)) l=2,3,....

Then F(0) =0, F(1) = 1,8 = 1/2(e"? — 1) < F'(x) < e'?/2(e"? — 1) < (55/27 — e"¥")3 =
MM, and |F'(x1) — F'(x2)| < eY%/2(e"? — 1)|x; — x2| for x,x15,x, € 1. So F €
F§(L,nM,M*), Hy(x) € F1(I,L;,L}), and H;(x) € R'(I,L;,L;}) for i = 2,3,.... We note
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that F’ is not differentiable on [0,1]. Now >.;2,A; = 3.2, 1/i127" = ¢'/*7 — 28/27 and so
> Ai=1.Also

1 < ) )
KoM? = M—— ZMHLMM’“(M’ -1)
1 - i+l T ® 32l+1 31+]
i= P
Tl 1 1 . -
36|:Z£3'31— 3'321:| :%(61/3_1_61/9_'_1):%(61/3_61/9).
i=

Thus we have 1,1 > KoM?. Since L] = 0,

> MLIMTY M = 1) = > N L, MY (MP 1)
i=1 i=1

(1+1)'27’Jrl 4
7.[2 321+1 3i 1 7.[2
= ZZ (33 (i+1) 33(i+1)) Gi—1)! < Z; Gi—1)! 3¢

As the positive series > L;L:M'~! (M’ — 1) converges and M > 1, K| = > ;°; L,L;M?(~D
is finite. Since all the hypotheses of Theorem 3.1 are satisfied we conclude that there is a
solution for (3.32) in RY(I,M,M’") for M’ = (M* + K;M?)/(A\1n — KoM?).

:i; iGi+1)3/ (3% - 1) (3.36)

Example 3.5. Consider the functional series equation

(fi(x)" _ 8e*(e¥—1)

(8e* —e+2) f(x)+ > g 1 x€l- [0,1]. (3.37)
i=2 :
Setting
4 X

- -1

yodemet2 gyl
8et e—1 (3 38)

1 . '
i:@, Hi(x)=x', i=23,...,x€l,

equation (3.37) can be rewritten as >.;_; A;H;(f(x)) = F(x). Clearly F(0) =0, F(1) =1,
1/(e—1)<F'(x)<e/(e—1),and |[F"(x)| <e/(e—1) forx €1.
Upon choosing

1
M=2, M=, 5=,

e—1 e—1 (3.39)
n=1, Li=i, Li=ili-1), ieN,
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it is readily seen that A, yM = ((8¢* — e +2)/8e*)2 >e/(e—1). So F € @ (L MM, M*),
H(x) € O_}1(1,L1, 1), and H;(x) € RY(I,L;, L}) for i =2,3,.... Also,

KoM? = —Z i1 L MPH (M - 1)

E

(i+1)21(28 = 1) (3.40)

PP

G+ 1)'8 4

Thus A5 = A, > 1/2 > KgM?. Further,

> ALIMTH(M - 1)

i=1

= > LLIMTH (M = 1) = D Nt Ly ML (M = 1)

o =1 N (3.41)
1 o 1 1 o
=> ——(i+ 122" - 1) = — 2% -2
;(+1)'84(1 )i ) 86421(1'—1)!( )
1 & 471 1 < 271 1
a0k Ry

Since all the hypotheses of Theorem 3.1 are satisfied, we conclude that there is a solution
for the given equation (3.37) in R'(I,M,M’), where M’ = (M* + K{M?)/(\n — KoM?)
and K| = X2 L, L M20-1

CoROLLARY 3.6. Suppose (A,) is a sequence of nonnegative numbers with Ay >0 and
S2idi=1 Let F € Fy(I,\\M,M*), where § >0, M, M* > 0.
Assume further that
(i) M >1,
(i) Ko = (I/(M = 1)) X2 hipat MY (M = 1) and y = A, — KoM? > 0.
Then the functional series equation >.; ; A; f'(x) = F(x) has a solution f in R (I, M,M"),
where M' = M*/y.

Proof. The proof follows from Theorem 3.1 upon setting Hi(x) = x foreachie N. [

Example 3.7. Consider the following functional series equation

= 26 . 27 s
— fi(x)=—= s el=10,—[. 3.42
;271_]((96) 3\/3smx x [ 3] (3.42)
Here we have
26 2
A== Fx)=—2, Hix)=x Vxel, ieN. (3.43)

27i 337
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Upon choosing

M=3, M*=%, n=1 (3.44)

A
NS
it is readily seen that § < F'(x) < 2n/3./3 and |F"'(x)| < n/3 for all x € I. Now \,yM =
(26/27)(3) >2n/3+/3 and so F € F5(I,\inM,M*). Clearly > A; = 1, KopM? = 13/24 <
A, and M’ = M*/(A; — KoM?) = 72m/91.

Thus by Corollary 3.6, there is a function f in %'(I,3,727/91) satisfying the func-
tional series equation (3.42).
The main theorem of Zhang [5] can be deduced as a corollary to Theorem 3.1.

CoroLLARY 3.8 (Zhang [5]). Given positive constants §, M, M*, n € N, we suppose that
M > 1 and Ay > KoM?, where Ko = 1/(M — 1) > AisyM*=Y(M" — 1). Then for each F €
FLI,AM,M*), there is a solution for the equation Y.\ A;f'(x) = F(x), A; >0, 1; > 0,
i=2,3,...,m > Ai=1inRYI,M,M"), where M' = M* (A, — KoM?)~ 1.

Proof. Setting A; = 0 for all i > n in Corollary 3.6, the result follows. O

The following theorem proves the existence of a solution for an iterative functional
series equation. Given 6 > 0, M, M* = 0, we define

GIL,M,M*)={¢p € C'(I,R): 8 < ¢'(x) <M Vx €I and

16 (1) =& (x2) | < M* |1 — 2| Vo €11, (3.45)

Clearly 97}9(1,M,M*) c ‘Qé(I,M,M*).

THEOREM 3.9. Suppose (A,) is a sequence of nonnegative numbers with Ay > 0and ;" A; =
L. Let F e 9y(I,LigM,M*), Hy € F(I,L1,L}), and H; € RY(I,L,L}) fori = 2,3,...,
where §, § >0 and M, M*, L;, L; > 0 foralli € N.

Assume further that

(D) My = ((b—a)/(F(b) - F(a)))M > 1,

(ii) Ko = (1/(My = 1)) 3.2 A1 Lia M (MY = 1) and y = Ay — KoM? >0,

(ifi) 3 LM (M} — 1) < o,

Then the functional series equation

g SISO

i=1

has a solution f in R} (I, M1, M;), where Mj = (M + K{M})/y, M{ = (b~ a)/(F(b) ~
F(a))M,, and K| = 32, LMY,

Proof. For a function F € 95(I,A;nM,M*), the mapping F defined by

(b—a)F(x) — bF(a)+aF(b)

P =R ) - Fla)

Vxel (3.47)
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is readily seen to belong to @él (ILAiyMy, M), where 8, = (b — a)/(F(b) — F(a)))d. From
Theorem 3.1, it now follows that >.;°; \;H;(¢'(x)) = F(x) for some ¢ € R'(I, My, M}).
O

COROLLARY 3.10. Let 8, n>0, M >1, L, A; > 0,i € NwithA, >0and >.> | A = 1. Suppose
that y = Min — KoM? > 0, where Ko = (L/(M — 1)) >2 AiaM=Y (M — 1). If F €
Fi(L,MnM,M), H, € @%(I,L,L), and H; € RY(I,L,L) for i = 2,3,..., then there is a so-
lution function ¢ for the equation >.;” | iH;(¢*(x)) = F(x) in RV (I,M,M"), where M’ =
M(1+K{M)/y and K{ = LY 2 L,M?>=D,

CoroOLLARY 3.11. Let 8, >0, M >1,1; >0, i € N with A, >0 and >.° A; = 1. Suppose
thaty = My — KoM? >0, where Ko = (1/(M — 1)) X724 At MY (M — 1). If F € F§(I,linM,
M), H, € %é(I,M,M), and H; € RY(I,M, M) for i =2,3,..., then there is a solution func-
tion ¢ for the equation >.;° 1 LiH;(¢'(x)) = F(x) in R* (I, M,M"), where M' = M(1 + K{M)/y
and K| = X7 LML,
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