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It is well known that the variational inclusions are equivalent to the fixed point prob-
lems. We use this equivalent alternative formulation to suggest and analyze some iterative
methods for solving variational inclusions in Lp spaces. We also consider the convergence
analysis of these new iterative methods under some suitable conditions.
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1. Introduction

Variational inequalities are being used as a mathematical programming tool in modeling
a wide class of problems arising in different branches of pure and applied sciences, see
[1–26]. Variational inequalities have been extended and generalized in various directions
using novel and innovative techniques. A useful and important generalization is called
the general variational inclusion involving the sum of two nonlinear operators T and A.
Moudafi and Noor [10] studied the sensitivity analysis of variational inclusions by us-
ing the technique of the resolvent equations. Recently, much attention has been given to
develop iterative algorithms for solving the variational inclusions. It is known that such
algorithms require an evaluation of the resolvent operator of the type (I + ρ(T +A))−1.
The main difficulty with such problems is that the resolvent operator may be hard to in-
vert. This difficulty has been overcome by using the resolvent operators (I + ρT)−1 and
(I + ρA)−1 separately rather than (I + ρ(T +A))−1. Such a technique is called the split-
ting method. Such type of methods for solving variational inclusions has been studied
extensively, see [4, 5, 7, 9–11, 17, 19, 23] and the references therein.

In the context of the mixed variational inequalities (variational inclusions), Noor [15–
18] has used the resolvent operator and resolvent equations techniques to suggest and
analyze a number of resolvent-type iterative methods. A useful feature of these splitting
methods is that the resolvent step involves the subdifferential of the proper, convex, and
lower semicontinuous function only and the other part facilitates the problem decompo-
sition.

Equally important is the concept of the resolvent equations, which has been intro-
duced by Noor [16, 17] recently in connection with the mixed variational inequalities.

Hindawi Publishing Corporation
International Journal of Mathematics and Mathematical Sciences
Volume 2006, Article ID 76309, Pages 1–11
DOI 10.1155/IJMMS/2006/76309

http://dx.doi.org/10.1155/S0161171206763098


2 General variational inclusions in Lp spaces

It has been shown that the general variational inclusions and the resolvent equations are
equivalent. This alternate equivalent formulation has played an important part in sug-
gesting many iterative methods for solving variational inclusions and for studying the
sensitivity analysis. Resolvent equations technique has been used to suggest and analyze
a number of iterative methods for solving general variational inclusions. In spite of these
activities, very little attention has been given to study such type of variational inclusions
in Lp spaces. This fact has motivated us to study the variational inclusion in the setting of
Lp spaces.

In Section 2, we formulate the problems and review the basic definitions and concepts.
In Section 3, we establish the equivalence between the general variational inclusions and
the resolvent equations. This equivalence is used to suggest a number of new iterative
methods for variational inclusions. We study the convergence of some algorithms for
strongly monotone and Lipschitz continuous operators in the Lp-spaces.

2. Formulations and basic facts

Let X be a real Banach space with norm ‖ · ‖ and dual X∗. We denote the pairing between
X∗ and X by 〈·〉. Let K be a nonempty closed convex set in X .

For given nonlinear operators T ,g : X → X∗ and a maximal monotone operator A :
X → X∗, consider the problem of finding u∈ X such that

0∈ Tu+A
(
g(u)

)
, (2.1)

which is called the general variational inclusion. Variational inclusions have been studied
and considered by many authors including Moudafi and Noor [10], M. A. Noor and K. I.
Noor [20], and Uko [26].

For g = I , the identity operator, problem (2.1) is equivalent to finding u∈ X such that

0∈ T(u) +A(u), (2.2)

which is known as the variational inclusion problem. Problems (2.1) and (2.2) are also
known as finding the zeros of the sum of two maximal monotone operators. It has been
shown that a wide class of linear and nonlinear problems arising in several branches of
pure and applied sciences can be studied via the variational inclusions (2.1) and (2.2), see
[4, 5, 9, 20, 23, 26].

If A(·)= ∂ϕ(·), where ∂ϕ(·) is the subdifferential of a proper, convex, and lower semi-
continuous function ϕ : X → R∪ {+∞}, then problem (2.1) reduces to finding u ∈ X
such that

0∈ Tu+ ∂ϕ
(
g(u)

)
(2.3)

or equivalently, finding u∈ X : g(u)∈ X such that

〈
Tu,g(v)− g(u)

〉
+ϕ
(
g(v)

)−ϕ
(
g(u)

)≥ 0, ∀g(v)∈ X. (2.4)

The inequality of the type (2.4) is called the general mixed variational inequality or the
general variational inequality of the second kind [17, 18]. It can be shown that a wide
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class of linear and nonlinear problems arising in pure and applied sciences can be studied
via the general mixed variational inequalities (2.4). We remark that if g ≡ I , the identity
operator, then the problem (2.4) is equivalent to finding u∈ X such that

〈Tu,v−u〉+ϕ(v)−ϕ(u)≥ 0, ∀v ∈ X , (2.5)

which are called the mixed variational inequalities. For the applications and numerical
formulations, see [1, 2, 6, 8, 17, 18] and the references therein.

We note that if ϕ is the indicator function of a closed convex set K in X , that is,

ϕ(u)≡ IK (u)=
⎧
⎪⎨

⎪⎩

0, if u∈ K

+∞, otherwise,
(2.6)

then the general mixed variational inequality (2.4) is equivalent to finding u∈ X , g(u)∈
K such that

〈
Tu,g(v)− g(u)

〉≥ 0, ∀v ∈ X : g(v)∈ K. (2.7)

The inequality of the type (2.7) is known as the general variational inequality which was
first introduced and studied by Noor [12]. The general variational inequalities are also
called the Noor variational inequalities. It turned out that the odd order and nonsym-
metric free, unilateral, obstacle, and equilibrium problems can be studied by the general
variational inequality (2.1), see [16, 17, 21].

If K∗ = {u∈ X : 〈u,v〉 ≥ 0, for all v ∈ K} is a polar cone of a convex cone K in X , then
problem (2.7) is equivalent to finding u∈ X such that

g(u)∈ K , Tu∈ K∗,
〈
Tu,g(u)

〉= 0, (2.8)

which is called the general complementarity problem. For g = I , problem (2.8) is called
the generalized complementarity problem. For the theory, applications, and numerical
methods of complementarity problems, see [13, 15–17, 21] and the references therein.

For g ≡ I , the identity operator, the general variational inequality (2.7) collapses to
finding u∈ K such that

〈Tu,v−u〉 ≥ 0, ∀u∈ K , (2.9)

which is called the standard variational inequality introduced and studied by Stampacchia
[25]. For the recent state of the art, see [1–26].

We need the following concepts and results.

Definition 2.1. An operator T : K → X with D(T) and range R(T) in X is said to be
strongly accretive if there exists a real number α > 0 such that

〈Tu−Tv, j〉 ≥ α‖u− v‖2, ∀u,v ∈ K , (2.10)

for some j ∈ J(u− v). Here

J(u)= { f ∈ X∗ : ‖ f ‖2 = 〈u, f 〉 = ‖u‖2} (2.11)
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is called the normalized duality mapping of X . The normalized duality mapping has the
following properties.

(1) J(u) 
= 0, for all u∈ X , a Banach space.
(2) J(αu)= αJ(u), α∈ [0,∞).
(3) J(−u)=−J(u).
(4) J is bounded, that is, for any bounded subset A ⊂ X , J(A) is a bounded subset in

X∗.
(5) X is uniformly smooth if and only if J is single valued and uniformly continuous

on any bounded subset of X .

Lemma 2.2 [3, 27]. Let X = Lp(or �√), 2≤ p <∞. For any u,v ∈ X ,

‖u+ v‖2 ≤ (p− 1)‖u‖2 +‖v‖2 + 2
〈
u, j(v)

〉
, ∀ j ∈ J(u+ v). (2.12)

Definition 2.3 [2]. If A is a maximal accretive operator on X , then for a constant ρ > 0,
the resolvent operator associated with A is defined by

JA(u)= (I + ρA)−1(u), ∀u∈ X , (2.13)

where I is the identity operator. It is well known that a monotone operator is maximal
accretive if and only if its resolvent operator is defined everywhere. In addition, the resol-
vent operator is single valued and nonexpansive, that is,

∥
∥JA(u)− JA(v)

∥
∥≤ ‖u− v‖, ∀u,v ∈ X. (2.14)

Remark 2.4. It is well known that the subdifferential ∂ϕ of a proper, convex, and lower
semicontinuous function ϕ : X →R∪{+∞} is a maximal monotone operator. We denote
by

Jϕ(u)= (I + ρ∂ϕ)−1(u), ∀u∈ X , (2.15)

the resolvent operator associated with ∂ϕ, which is defined everywhere on X .

We now introduce the general resolvent equations. To be more precise, let RA ≡ I − JA,
where I is the identity operator and JA = (I + ρA)−1 is the resolvent operator. Let g : X →
X∗ be an invertible operator. For given nonlinear operators T ,g : X → X∗, consider the
problem of finding z ∈ X such that

Tg−1JAz+ ρ−1RAz = 0, (2.16)

where ρ > 0 is a constant. Equations of the type (2.16) are called the general resolvent
equations. If g = I , then general resolvent equations (2.16) collapse to finding z ∈ X such
that

TJAz+ ρ−1RAz = 0, (2.17)

which are known as the resolvent equations. The resolvent equations have been stud-
ied by Moudafi and Théra [11], Noor [13]. Using the general duality principle, it has
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been shown that the resolvent equations (2.17) are equivalent to the variational inclu-
sions (2.2).

If A(·)≡ ∂ϕ(·), where ∂ϕ is the subdifferential of a proper, convex, and lower semicon-
tinuous function ϕ : X →R∪{+∞}, then general resolvent equations (2.16) are equiva-
lent to finding z ∈ X such that

Tg−1Jϕz+ ρ−1Rϕz = 0, (2.18)

which are also called the general resolvent equations introduced and studied by Noor
[18] in relation with the general mixed variational inequalities (2.3). Using these resol-
vent equations, Noor [18] has suggested and analyzed a number of iterative methods for
solving general mixed variational inequalities. If g ≡ I , the identity operator, then the
problem (2.18) reduces to finding z ∈ X such that

TJϕz+ ρ−1Rϕz = 0, (2.19)

which are called the resolvent equations. For the applications, formulations, and numer-
ical methods of the resolvent equations, see [16, 18, 19].

We remark that if ϕ is the indicator function of a closed convex set K , then Jϕ ≡ PK ,
the projection of H onto K . Consequently, problem (2.18) is equivalent to finding z ∈ X
such that

Tg−1PKz+ ρ−1QKz = 0. (2.20)

Equations of the type (2.20) are known as the general Wiener-Hopf equations, which
are mainly due to Noor [13]. For g = I , we obtain the Wiener-Hopf (normal) equations
introduced and studied by Shi [24] in connection with the classical variational inequali-
ties. We would like to mention that the Wiener-Hopf equations technique is being used
to develop some implementable and efficient iterative algorithms for solving variational
inequalities and related fields, see [19].

3. Main results

In this section, we suggest and analyze some new iterative methods for solving the general
variational inclusions (2.1). First of all, we prove that problem (2.1) is equivalent to the
fixed point problem by using the definition of the resolvent operator.

Lemma 3.1. The function u∈ X is a solution of the variational inclusion (2.1) if and only if
u∈ X satisfies the relation

g(u)= JA
[
g(u)− ρTu

]
, (3.1)

where JA = (I + ρA)−1 is the resolvent operator and ρ > 0 is a constant.

Proof. Let u∈H be a solution of (2.1). Then for a constant ρ > 0, inclusion (2.1) can be
written as

0∈−g(u) + ρTu+ (I + ρA)g(u), (3.2)
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which is equivalent to finding u∈H such that

g(u)= (I + ρA)−1[g(u)− ρTu
]= JA

[
g(u)− ρTu

]
, (3.3)

the required result. �

Lemma 3.1 implies that the variational inclusion (2.1) is equivalent to the fixed point
problem. This alternate equivalent formulation is very useful from the numerical point
of view. This fixed point formulation can be used to suggest and analyze the iterative
algorithm for solving variational inclusion (2.1).

Algorithm 3.2. For a given u0 ∈ X , compute the approximate solution un+1 by the iterative
scheme

g
(
un+1

)= JA
[
g
(
un
)− ρTun

]
, n= 0,1,2, . . . . (3.4)

We now prove that the variational inclusion (2.1) is equivalent to the resolvent equa-
tions (2.16) by invoking Lemma 3.1 and this is the prime motivation of our next result.

Theorem 3.3. The variational inclusion (2.1) has a solution u∈ X if and only if the resol-
vent equation (2.16) has a solution z ∈ X , where

g(u)= JAz, (3.5)

z = g(u)− ρTu, (3.6)

where JA is the resolvent operator and ρ > 0 is a constant.

Proof. Let u∈ X be a solution of (2.1). Then, by Lemma 3.1, we have

g(u)= JA
[
g(u)− ρTu

]
. (3.7)

Let z = g(u)− ρTu in (3.7). Then

g(u)= JAz, z = JAz− ρTg−1JAz, (3.8)

which implies that

Tg−1JAz+ ρ−1RAz = 0, (3.9)

the required result. �

From Theorem 3.3, we conclude that the variational inclusion (2.1) and the resolvent
equations (2.16) are equivalent. This alternative formulation plays an important and cru-
cial part in suggesting and analyzing various iterative methods for solving variational in-
clusions and related optimization problems. In this paper, by suitable and appropriate
rearrangement, we suggest a number of new iterative methods for solving variational in-
clusions (2.1).

(I) The equations (2.16) can be written as

RAz =−ρTg−1JAz, (3.10)
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which implies that, using (3.5),

z = JAz− ρTg−1JAz = g(u)− ρTu. (3.11)

This fixed point formulation enables us to suggest the following iterative method for
solving the variational inclusion (2.1).

Algorithm 3.4. For a given z0 ∈ X , compute un+1 by the iterative schemes

g
(
un
)= JAzn, (3.12)

zn+1 = g
(
un
)− ρTun, n= 0,1,2, . . . . (3.13)

(II) The equations (2.16) may be written as

z = JAz− ρTg−1JAz+
(
1− ρ−1)RAz

= u−Tu+
(
1− ρ−1)RAz, using (3.5).

(3.14)

Using this fixed point formulation, we suggest the following iterative method.

Algorithm 3.5. For a given z0 ∈ X , compute un+1 by the iterative schemes

g
(
un
)= JAzn,

zn+1 = un−Tun +
(
1− ρ−1)RAzn, n= 0,1,2, . . . .

(3.15)

(III) If the operator T is linear and T−1 exists, then the resolvent equation (2.16) can
be written as

z = (I − ρ−1gT−1)RAz, (3.16)

which allows us to suggest the following iterative method.

Algorithm 3.6. For a given z0 ∈ X , compute zn+1 by the iterative scheme

zn+1 =
(
I − ρ−1gT−1)RAzn, n= 0,1,2 . . . . (3.17)

We remark that if g ≡ I , the identity operator, then Algorithms 3.4, 3.5, and 3.6 reduce
to the following algorithms for solving variational inclusions (2.2).

Algorithm 3.7. For a given z0 ∈ X , compute zn+1 by the iterative schemes

un = JAzn,

zn+1 = un− ρTun, n= 0,1,2, . . . .
(3.18)

Convergence analysis of Algorithm 3.7 has been studied by Noor [16] for strongly
monotone and co-strongly monotone operators T .
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Algorithm 3.8. For a given z0 ∈ X , compute zn+1 by the iterative schemes

un = JAzn,

zn+1 = un−Tun +
(
1− ρ−1)RAzn, n= 0,1,2 . . . .

(3.19)

Algorithm 3.9. For a given z0 ∈ X , compute zn+1 by the iterative scheme

zn+1 =
(
I − ρ−1T−1)RAzn, n= 0,1,2, . . . . (3.20)

We note that Algorithms 3.8 and 3.9 are new even for the variational inclusions (2.2).
We now study the convergence analysis of Algorithm 3.4. One can study the conver-

gence analysis of Algorithms 3.5–3.9 in a similar way.

Theorem 3.10. Let T , g be both strongly accretive with constants α > 0, σ > 0, and Lipschitz
continuous with constants β > 0, δ > 0, respectively. If

∣
∣
∣
∣ρ−

α

β2(p− 1)

∣
∣
∣
∣ <

√
α2−β2(p− 1)k(2− k)

β2(p− 1)
,

α > β
√
k(2− k)(p− 1), k < 1,

(3.21)

where

k = 2
√

1− 2σ + δ2(p− 1), (3.22)

then there exists z ∈ X satisfying the resolvent equation (2.16) and the sequence {zn} gener-
ated by Algorithm 3.4 convergences to z in X strongly.

Proof. Let z ∈ X be a solution of the resolvent equation (2.16). Then, from (3.6) and
(3.13), we have

∥
∥zn+1− z

∥
∥= ∥∥g(un

)− g(u)− ρ
(
Tun−Tu

)∥∥

≤ ∥∥un−u− (g(un
)− g(u)

)∥∥

+
∥
∥un−u− ρ

(
Tun−Tu

)∥∥.

(3.23)

Since T is strongly accretive with constant α > 0 and Lipschitz continuous with con-
stant β > 0, so using Lemma 2.2, we have

∥
∥un−u− ρ

(
Tun−Tu

)∥∥2 = ∥∥un−u
∥
∥2− 2ρ

〈
Tun−Tu, j

(
un−u

)〉

+ ρ2(p− 1)
∥
∥Tun−Tu

∥
∥2

≤ (1− 2ρα+ ρ2β2(p− 1)
)∥∥un−u

∥
∥2

,

(3.24)

and similarly,

∥
∥un−u− (g(un

)− g(u)
)∥∥2 ≤ (1− 2σ + δ2(p− 1)

)∥∥un−u
∥
∥2

, (3.25)
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where σ > 0 and δ > 0 are the strongly accretivity and Lipschitz continuity constants of
the operator g, respectively.

Combining (3.22), (3.23), (3.24), and (3.25), we have

∥
∥zn+1− z

∥
∥≤

{
k

2
+
√

1− 2ρα+ ρ2β2(p− 1)
}∥
∥un−u

∥
∥. (3.26)

From (3.5), (3.12), and (3.25), we obtain

∥
∥un−u

∥
∥≤ ∣∣un−u− (g(un

)− g(u)
)∥∥+

∥
∥JAzn− JAz

∥
∥≤ k

2

∥
∥un−u

∥
∥+

∥
∥zn− z

∥
∥, (3.27)

which implies that

∥
∥un−u

∥
∥≤

(
1

1− k/2

)∥
∥zn− z

∥
∥. (3.28)

Combining (3.26) and (3.28), we have

∥
∥zn+1− z

∥
∥≤ k/2 + t(ρ)

1− k/2

∥
∥zn− z

∥
∥= θ

∥
∥zn− z

∥
∥, (3.29)

where

t(ρ)=
√

1− 2ρα+ ρ2β2(p− 1),

θ =
(
k

2
+ t(ρ)

)/(
1− k

2

)
.

(3.30)

From (3.21), it follows that θ < 1 and consequently, the map defined by (3.6) is a con-
traction map and has a fixed point z ∈ X satisfying the resolvent equation (2.16). Fur-
thermore, it follows that the sequence {zn} generated by Algorithm 3.4 converges to z
strongly in X , the required result. �

4. Conclusion

In this paper, we have shown that the variational inclusions can be considered in Lp

spaces. We have also proved the equivalence between the variational inclusions and the re-
solvent equations. This equivalence is used to suggest several iterative methods for solving
variational inclusions. The convergence criterion of these methods is also analyzed under
certain conditions.
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