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Abstract. New sufficient conditions for strong approximation of copulas, generated by
sequences of partitions of unity, are given. Results are applied to the checkerboard and
Bernstein approximations.
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1. Introduction. A copula is a distribution function of a doubly stochastic measure
µ on the unit square [0,1]2, i.e., C(x,y)= µ([0,x]×[0,y]) for x,y ∈ [0,1]. Copulas
are of interest because they link joint distributions to marginal distributions. Sklar
showed in [8, 9] that, for any real-valued random variables X1 and X2 with joint dis-
tribution F12, there is a copula C such that

F12(x1,x2)= C
(
F1(x1),F2(x2)

)
, (1.1)

where F1 and F2 denote the cumulative distribution functions of X1 and X2, respec-
tively.
Copulas are Lipschitz functions and the set of copulas is a convex compact subset

of the space of continuous functions with uniform norm. Therefore, a natural way
of approximating copulas is approximation in the topology of uniform convergence.
The copula captures information about the dependence structure of X1 and X2. It
is surprising that any copula, even the copula which relates a pair of independent
random variables, can be approximated arbitrarily closely in the uniform sense by
copulas which correspond to the deterministic dependence between a pair of random
variables. Li, Mikusiński, Sherwood, and Taylor, in their work [5, 6], proposed another
type of convergence of copulas. Namely, since the set of copulas is isomorphic to the
set of Markov operators on L∞[0,1], a strong convergence of copulas is defined by the
strong convergence of the corresponding Markov operators. This convergence does
not lead to the paradox mentioned above.
In [5, 6], Li, Mikusiński, Sherwood, and Taylor discussed sequences of approxima-

tion copulas given by partitions of unity. The aim of this paper is to give sufficient
conditions for these sequences to be convergent in the strong sense. The convergence
in the strong operator topology of Lp(p ≥ 1) is also discussed.
The paper is organized as follows: Section 2 contains preliminary definitions and re-

sults. In Section 3, we formulate and prove theorems concerning the convergence of
Markov operators. In Section 4, Corollary 4.5 gives sufficient conditions for the strong
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convergence of Markov operators related to partitions of unity. In Section 5, we give
three examples of approximation: the checkerboard, Bernstein, and tent approxima-
tions. Similar results for the checkerboard and Bernstein approximations were proved
in [6] by different methods.

2. Preliminaries. A copula is a function C : [0,1]2 → [0,1] satisfying the bound-
ary conditions C(x,0) = C(0,y) = 0, C(x,1) = x, C(1,y) = y , and the monotonicity
condition

C(x2,y2)−C(x2,y1)−C(x1,y2)+C(x1,y1)≥ 0 (2.1)

for all x1,y1,x2,y2 ∈ [0,1] satisfying x1 ≤ x2 and y1 ≤y2.
We say that T : L∞[0,1]→ L∞[0,1] is a Markov operator if it satisfies the following

three conditions

T(f)= f if f(x)= 1; (2.2)

T(f)≥ 0 for f ≥ 0; (2.3)∫ 1
0
Tf(t)dt =

∫ 1
0
f(t)dt for all f ∈ L∞. (2.4)

A Markov operator is bounded and the norm of T in L∞ is 1. We remark that T can
be extended to Lp(p ≥ 1) and it is easy to verify (by (2.2) and (2.4)) that the norm of
T in L1 is 1. Therefore, by the Riesz-Thorin interpolation theorem, the norm of T in
Lp is also 1. The set of copulas is isomorphic to the set of Markov operators T on
L∞[0,1] via the correspondence

(TCf)(x)= d
dx

∫ 1
0
C,2(x,t)f (t)dt, (2.5)

CT (x,y)=
∫ x

0

(
Tχ[0,y]

)
(s)ds, (2.6)

where C,2 = ∂C/∂y .
We say that Cn converges to C in the strong sense if TCn converges to TC in the strong

operator topology of L1. This strong convergence has a probabilistic interpretation.
Let T be a Markov operator. T corresponds to some doubly stochastic measure on
[0,1]2 so that we may regard [0,1]2 as a probability space. Then

Tf(x)= E
[
f(Y) :X = x

]
a.e., (2.7)

that is, Tf(x) is the mean value of f(Y) given that X = x, where f is a real-valued
function on [0,1] and X,Y are random variables on [0,1]2 defined by X(u,v)=u and
Y(u,v) = v . Therefore, strong convergence for copulas amounts to convergence of
conditional expectations.

3. Convergence of Markov operators. We study the following situation. Let kn :
[0,1]2 → R be a sequence of nonnegative measurable functions satisfying the follow-
ing two conditions
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∫ 1
0
kn(x,y)dx = 1 for a.e. y ∈ [0,1]; (3.1)

∫ 1
0
kn(x,y)dy = 1 for a.e. x ∈ [0,1]. (3.2)

It is easy to verify that the operators Pn, P∗n : L∞[0,1]→ L∞[0,1] defined by

Pnf(x)=
∫ 1
0
kn(x,y)f(y)dy, (3.3)

P∗n f(y)=
∫ 1
0
kn(x,y)f(x)dx (3.4)

are Markov operators. Now, we formulate two theorems.

Theorem 3.1. Let kn : [0,1]2 → R be a sequence of nonnegative measurable func-
tions satisfying (3.1), (3.2), and

lim
n→∞

∫ ∫
A(ε)

kn(x,y)dxdy = 1 for every ε > 0, (3.5)

where A(ε) = {
(x,y) ∈ [0,1]2 : |x−y| < ε

}
. Then Pn → I and P∗n → I in the strong

operator topology of L1, where I is the identity operator.

Theorem 3.2. Let kn : [0,1]2 → R be a sequence of nonnegative measurable func-
tions satisfying (3.1), (3.2), and, for every ε > 0,

lim
n→∞

∫
A(ε,y)

kn(x,y)dx = 1 for a.e. y ∈ [0,1], (3.6)

lim
n→∞

∫
A(ε,y)

kn(x,y)dy = 1 for a.e. x ∈ [0,1], (3.7)

where A(ε,z) = (z− ε,z+ ε)∩ [0,1]. Then Pn → I and P∗n → I in the strong operator
topology of Lp,p ∈ [1,∞), where I is the identity operator.

Observe that every sequence of functions satisfying assumptions (3.6) and (3.7) of
Theorem 3.2 also satisfies condition (3.5) of Theorem 3.1. Usually, it is easier to verify
condition (3.5).
Now, we prove Theorem 3.1 and 3.2. First, we recall the following lemma, given in

[6, Lem. 3.1].

Lemma 3.3. Let Pn,n= 1,2, . . . , and P be Markov operators. Then the following three
statements satisfy: (i)⇒ (ii)� (iii).
(i) For f(x)= χ[0,λ](x) and for a.e. λ∈ [0,1],

lim
n→∞Pn(f)(x)= P(f)(x) a.e. on [0,1]. (3.8)

(ii) For f(x)= χ[0,λ](x), for a.e. λ∈ [0,1], and for every p ∈ [1,∞),

lim
n→∞

∥∥Pn(f)−P(f)
∥∥
p = 0. (3.9)

(iii) Pn→ P in the strong operator topology of Lp for every p ∈ [1,∞), i.e.,

lim
n→∞

∥∥Pn(f)−P(f)
∥∥
p = 0 for every f ∈ Lp. (3.10)
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Proof of Theorem 3.2. According to Lemma 3.3, we need only to show that for
a.e. λ∈ [0,1]

lim
n→∞Pn

(
χ[0,λ]

)
(x)= I

(
χ[0,λ]

)
(x)= χ[0,λ](x) a.e. (3.11)

Applying Definition (3.3), we obtain

lim
n→∞Pn

(
χ[0,λ]

)
(x)= lim

n→∞

∫ 1
0
kn(x,y)χ[0,λ](y)dy

= lim
n→∞

∫ λ

0
kn(x,y)dy.

(3.12)

Let x < λ and ε = λ−x. From (3.2) and (3.7), it follows

1=
∫ 1
0
kn(x,y)dy ≥

∫ λ

0
kn(x,y)dy ≥

∫
A(ε,x)

kn(x,y)dy �→ 1. (3.13)

For x > λ and ε = x−λ, we have

0≤
∫ λ

0
kn(x,y)dy ≤

∫
[0,1]\A(ε,x)

kn(x,y)dy = 1−
∫
A(ε,x)

kn(x,y)dy �→ 0. (3.14)

This shows that

lim
n→∞Pn

(
χ[0,λ]

)
(x)= lim

n→∞

∫ λ

0
kn(x,y)dy = χ[0,λ](x) for a.e. x ∈ [0,1]. (3.15)

Thus, Pn→ I in the strong operator topology of Lp . The proof that P∗n → I is analogous.

Proof of Theorem 3.1. We only show that Pn→ I in the strong operator topology
of L1. The proof that P∗n → I is analogous. Let ϕn,ε(x) =

∫
A(ε,x) kn(x,y)dy . First, we

claim that ϕn,ε → χ[0,1] in L1 norm. Since

0≤ϕn,ε(x)=
∫
A(ε,x)

kn(x,y)dy ≤
∫ 1
0
kn(x,y)dy = 1 a.e., (3.16)

we have

∥∥ϕn,ε−χ[0,1]
∥∥
1 =

∫ 1
0

∣∣ϕn,ε(x)−χ[0,1](x)
∣∣dx

= 1−
∫ 1
0

∫
A(ε,x)

kn(x,y)dydx

= 1−
∫ ∫

A(ε,x)
kn(x,y)dydx �→ 0.

(3.17)

This implies that, for λ∈ [0,1],

∫ λ

0

∣∣χ[0,λ](x)−ϕn,ε(x)
∣∣dx �→ 0. (3.18)

Now, we show that Pn→ I. Let f(x)= χ[0,λ](x), then
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∥∥Pn(f)−f
∥∥
1 =

∫ 1
0

∣∣Pn
(
χ[0,λ]

)
(x)−χ[0,λ](x)

∣∣dx
=
∫ 1
0

∣∣∣∣
∫ 1
0
kn(x,y)χ[0,λ](y)dy−χ[0,λ](x)

∣∣∣∣dx
=
∫ λ

0

(
1−

∫ λ

0
kn(x,y)dy

)
dx+

∫ 1
λ

∫ λ

0
kn(x,y)dydx

= Jn,1+Jn,2.

(3.19)

We claim that Jn,1→ 0 and Jn,2→ 0. For ε ∈ (0,λ], we have

0≤ Jn,1 =
∫ λ

0

(
1−

∫ λ

0
kn(x,y)dy

)
dx

= λ−
∫ λ

0

∫ λ

0
kn(x,y)dydx

≤ λ−
∫ λ−ε

0

∫ λ

0
kn(x,y)dydx

≤ λ−
∫ λ−ε

0

∫
A(ε,x)

kn(x,y)dydx

= ε+
∫ λ−ε

0

(
χ[0,λ−ε](x)−ϕn,ε(x)

)
dx ≤ 2ε

(3.20)

for sufficiently large n because of (3.18). Now, choose ε ∈ (0,1−λ]. Observe that

0≤ Jn,2 =
∫ 1
λ

∫ λ

0
kn(x,y)dydx

=
∫ λ+ε

λ

∫ λ

0
kn(x,y)dydx+

∫ 1
λ+ε

∫ λ

0
kn(x,y)dydx

≤
∫ λ+ε

λ

∫ 1
0
kn(x,y)dydx+

∫ ∫
[0,1]2\A(ε)

kn(x,y)dydx

= ε+1−
∫ ∫

A(ε)
kn(x,y)dydx ≤ 2ε

(3.21)

for sufficiently largen. The set of characteristic functions of intervals [0,λ], λ∈ [0,1],
is a linearly dense subset of L1. Since Pn,n= 1,2, . . . , are linear contractions, Pn(f)→ f
for every f ∈ L1([0,1]). This completes the proof in view of Lemma 3.3.

4. Partition of unity operators. In some applications, we are interested in approx-
imations of copulas by simple ones. One type of approximation is related to the par-
titions of unity. We recall the definition

Definition 4.1. A collection of functions φ1, . . . ,φn ∈ L1([0,1]) is called a parti-
tion of unity if

φi ≥ 0 for i= 1, . . . ,n; (4.1)∫ 1
0
φi(x)dx = 1n for i= 1, . . . ,n; (4.2)

n∑
i=1

φi(x)= 1 for every x ∈ [0,1]. (4.3)
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This approximation of copulas using the sequence of partitions of unity is given in
[5, Thm. 6].

Proposition 4.2. Let φ1, . . . ,φn ∈ L1([0,1]) be nonnegative functions. The follow-
ing statements are equivalent
(i) φ1, . . . ,φn is a partition of unity.
(ii) For every copula C , the operator Tn(C) : L1→ L1 defined by

Tn(C)(f)(x)=n2
n∑

i,j=1
∆i,j(C)

(∫ 1
0
φj(y)f(y)dy

)
φi(x) (4.4)

is a Markov operator, where

∆i,j(C)= C
(
i
n
,
j
n

)
−C

(
i−1
n

,
j
n

)
−C

(
i
n
,
j−1
n

)
+C

(
i−1
n

,
j−1
n

)
. (4.5)

Now, we make a simple observation.

Proposition 4.3. Let φ1,n,φ2,n, . . . ,φn,n ∈ L1([0,1]) be a partition of unity and

kn(x,y)=n
n∑

i=1
φi,n(x)χi,n(y), (4.6)

where χi,n is the characteristic function of interval [(i− 1)/n,i/n]. Then for every
copula C ,

Tn(C)= Pn ◦TC ◦P∗n . (4.7)

Proof. It is easy to verify that kn satisfies conditions (3.1) and (3.2). So Pn and P∗n
are Markov operators. Fix f ∈ L1([0,1]), then from (3.3) and (3.4), it follows that

Pn ◦TC ◦P∗n (f)(x)

= (Pn ◦TC
)(∫ 1

0
n

n∑
j=1

φj,n(s)χj,n(x)f(s)ds
)

= Pn

(
d
dx

∫ 1
0
C,2(x,t)n

n∑
j=1

χj,n(t)
∫ 1
0
φj,n(s)f (s)dsdt

)

=
∫ 1
0
n

n∑
i=1

φi,n(x)χi,n(y)
d
dy

∫ 1
0
C,2(y,t)n

n∑
j=1

χj,n(t)
∫ 1
0
φj,n(s)f (s)dsdtdy

=n2
n∑

i,j=1
φi,n(x)

(∫ 1
0
φj,n(s)f (s)ds

)∫ i/n

(i−1)/n
d
dy

∫ j/n

(j−1)/n
C,2(y,t)dtdy

=n2
n∑

i,j=1
∆i,j(C)φi,n(x)

∫ 1
0
φj,n(s)f (s)ds.

(4.8)

This shows that Tn(C)= Pn ◦TC ◦P∗n , which completes the proof.
We are interested in the question of when Tn(C)→ TC in the strong operator topol-

ogy of L1 and also we ask when Tn(C)→ TC in the strong operator topology of Lp for
all p ∈ [1,∞). Since ‖Pn‖ ≤ 1 and ‖P∗n ‖ ≤ 1, the next result follows immediately from
(4.7).
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Corollary 4.4. Let p ∈ [1,∞) be given. Suppose that the operators Pn,P∗n are gen-
erated by kernels kn given by (4.6). Assume that Pn → I and P∗n → I in the strong
operator topology of Lp . Then Tn(C)→ TC in the strong operator topology of Lp .

Now, we can formulate sufficient conditions for approximation by copulas corre-
sponding to Markov operators generated by partitions of unity. Using definition (4.6),
we can write the assumption (3.5) of Theorem 3.1 as

lim
n→∞n

n∑
i=1

∫ ∫
A(ε)

φi,n(x)χi,n(y)dxdy = 1, (4.9)

and the assumption (3.6) and (3.7) of Theorem 3.2 as

lim
n→∞n

∫
A(ε,x)

φ[ny]+1,n(x)dx = 1 for a.e. y ∈ [0,1], (4.10)

lim
n→∞n

n∑
i=1

φi,n(x)
∫
A(ε,x)

χi,n(y)dy = 1 for a.e. x ∈ [0,1], (4.11)

where [z] denotes the largest integer not larger than z.
The following corollary is a consequence of Theorem 3.1 and 3.2, Proposition 4.3

and Corollary 4.4.

Corollary 4.5. Let φ1,n, . . . ,φn,n be a partition of unity for n = 1,2, . . . and let
Tn(C) be a sequence of Markov operators given by (4.4).
(i) If (4.9) holds, then for every copula C , Tn(C)→ TC in the strong operator topology
of L1.

(ii) If (4.10) and (4.11) hold, then for every copula C , Tn(C)→ TC in the strong oper-
ator topology of Lp for every p ∈ [1,∞).

5. Applications

1. A checkerboard approximation. Let C be a copula and let n∈N . Define

Čn(C)(x,y)=n2
n∑

i,j=1
∆i,j(C)

∫ x

0
χi,n(s)ds

∫ y

0
χj,n(t)dt. (5.1)

We call Čn(C) a checkerboard approximation to C . The associated Markov operator
can be written as

(
TČn(C)f

)
(x)=n2

n∑
i,j=1

∆i,j(C)χi,n(x)
∫ 1
0
χj,n(y)f(y)dy. (5.2)

It is easy to see that χ1,n, . . . ,χn,n is a partition of unity for all n ∈ N . If Tn(C) is the
Markov operator corresponding to this partition of unity, then Tn(C)= TČn(C) holds.
An associated sequence of kernels kn is given by

kn(x,y)=n
n∑

i=1
χi,n(x)χi,n(y). (5.3)

We show that the kernels kn satisfy the assumptions of Corollary 4.5. First, we
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check (4.9). Fix ε > 0 and n> 1/ε

n
n∑

i=1

∫ ∫
A(ε)

χi,n(x)χi,n(y)dxdy =n
n∑

i=1

∫ i/n

(i−1)/n
dx

∫ i/n

i−1
dy =n

n∑
n=1

1
n2

= 1. (5.4)

Now, we check (4.10). Fix y ∈ [0,1]\Q. Forn> 1/ε, we have [[ny]/n,([ny]+1)/n]⊂
A(ε,y) and

n
∫
A(ε,y)

χ[ny]+1,n(x)dx =n
∫ ([ny]+1)/n

[ny]/n
dx = 1. (5.5)

Since kernels kn are symmetrical, (4.11) also holds. Consequently, TČn(C) → TC in the
strong operator topology of Lp for every p ∈ [1,∞).

2. Bernstein approximation. We recall that Bernstein polynomials are defined
with the help of the following expressions

bk,n(x)=
(n−1
k−1

)
xk−1(1−x)n−k for k= 1, . . . ,n. (5.6)

The polynomials b1,n, . . . ,bn,n form a partition of unity for n = 1,2, . . . . We approxi-
mate any copula C by

Bn(C)(x,y)=n2
n∑

i,j=1
∆i,j(C)

∫ x

0
bi,n(s)ds

∫ y

0
bj,n(t)dt, n= 1,2, . . . . (5.7)

The associated kernels kn are given by

kn(x,y)=n
n∑

i=1
bi,n(x)χi,n(y), (5.8)

and the corresponding Markov operator by

TBn(C)(f )(x)=n2
n∑

i,j=1
∆i,j(C)bi,n(x)

∫ 1
0
bj,n(y)f(y)dy. (5.9)

We show that the kernels (5.8) satisfy conditions (4.10) and (4.11) of Corollary 4.5.
It is easy to verify that

nbm,n(x)=−

 m∑

k=1
bk,n+1(x)



′

form= 1, . . . ,n. (5.10)

Hence,

n
∫ x

0
bm,n(t)dt = 1−

m∑
k=1

bk,n+1(x). (5.11)

It suffices to show (4.10) for small ε. Fix y ∈ [0,1]\Q and ε ∈ (0,y). Using (5.11), we
obtain

n
∫
A(ε,y)

b[ny]+1,n(x)dx =
[ny]+1∑
k=1

bk,n+1(y−ε)−
[ny]+1∑
k=1

bk,n+1(y+ε). (5.12)
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Let ξn be a sequence of independent random variables such that Prob(ξn = 1) = x
and Prob(ξn = 0)= 1−x and let Sn = ξ1+···+ξn. Then

[ny]+1∑
k=1

bk,n+1(x)= Prob
(
Sn < [ny]+1)= Prob(Sn

n
<

[ny]+1
n

)
. (5.13)

From the law of large numbers, it follows that

lim
n→∞

[ny]+1∑
k=1

bk,n+1(x)=

1, x < y,

0, x > y,
(5.14)

and (4.10), now, follows from (5.12) and (5.14). To check (4.11), we need the well-known
Bernstein theorem (cf. [1, Ch. 1, Thm. 6.3]).

Lemma 5.1 (Bernstein). For every continuous function f : [0,1]→ R

n∑
i=1

f
(
i−1
n−1

)
bi,n(x)⇒ f(x) (5.15)

uniformly on [0,1].

Fix x ∈ [0,1] and ε > 0. Let J(ε,x,n) = {i∈ {1, . . . ,n} : [(i−1)/n,i/n]⊂A(ε,x)}.
We have

n
n∑

i=1
bi,n(x)

∫
A(ε,x)

χi,n(y)dy ≥
∑

i∈J(ε,x,n)
bi,n(x). (5.16)

Let η < ε, K(η,x,n) = {i ∈ {1, . . . ,n} : (i−1)/(n−1) ∈ A(η,x)}, and f : [0,1]→ [0,1]
be a continuous function such that f(t)= 0 for t ∈ [0,1]\A(η,x) and f(x)= 1. Using
Lemma 5.1, we obtain

n∑
i=1

f
(
i−1
n−1

)
bi,n(t)⇒ f(t), (5.17)

which gives, for t = x,

n∑
i=1

f
(
i−1
n−1

)
bi,n(x) �→ 1. (5.18)

From (4.1), we get

n∑
i=1

f
(
i−1
n−1

)
bi,n(x)≤

∑
i∈K(η,x,n)

bi,n(x)≤
∑

i∈J(ε,x,n)
bi,n(x) (5.19)

for sufficiently largen. Combining this with (5.16) and (5.18), we get (4.11). This shows
that TBn(C)→ TC in strong operator topology of Lp for every p ∈ [1,∞).

3. A tent approximation. We define a sequence of tent functions by

φi,n(x)=max
{
0,1−

∣∣∣nx−i+ 1
2

∣∣∣} for i= 2, . . . ,n−1, (5.20)

φ1,n(x)=max
{
0,min

{
1, 32 −nx

}}
, φn,n(x)=φ1,n(1−x). (5.21)
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It is easy to verify thatφ1,n,φ2,n, . . . ,φn,n form a partition of unity for n= 2,3, . . . . We
approximate a copula C by

Dn(C)(x,y)=n2
n∑

i,j=1
∆i,j(C)

∫ x

0
φi,n(s)ds

∫ y

0
φj,n(t)dt, n= 2,3, . . . . (5.22)

The associated kernels kn are given by (4.6) and the corresponding Markov operators
by

TDn(C)(f )(x)=n2
n∑

i,j=1
∆i,j(C)φi,n(x)

∫ 1
0
φj,n(y)f(y)dy. (5.23)

We show that the kernels (4.6) of this approximation satisfy conditions (4.10) and
(4.11) of Corollary 4.5. Fix y ∈ [0,1]\Q, ε ∈ (0,y) and n> 2/ε. Since

[
2[ny]−1
2n

,
2[ny]+3
2n

]
⊂A(ε,y), (5.24)

we have

n
∫
A(ε,y)

φ[ny]+1,n(x)dx = 1, (5.25)

which gives (4.10). Now, fixx ∈ [0,1]\Q, ε ∈ (0,x) andn> 2/ε. Observe thatφi,n(x) �=
0 only for i1 =

[
nx+ (1/2)

]
and i2 =

[
nx+ (3/2)

]
. Also, we have

[
(i−1)/n,i/n] ⊂

A(ε,x) for i= i1 and i= i2. Hence,

n
n∑

i=1
φi,n(x)

∫
A(ε,x)

χi,n(y)dy =φ[nx+(1/2)],n(x)+φ[nx+(3/2)],n(x)= 1, (5.26)

which implies (4.11). From Corollary 4.5, it follows that TDn(C) → TC in the strong
operator topology of Lp for every p ∈ [1,∞).
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