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FINITE-RANK INTERMEDIATE HANKEL OPERATORS
ON THE BERGMAN SPACE
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Abstract. Let L2 = L2(D,r dr dθ/π) be the Lebesgue space on the open unit disc and
let L2a = L2∩�ol(D) be the Bergman space. Let P be the orthogonal projection of L2 onto
L2a and let Q be the orthogonal projection onto L̄2a,0 = {g ∈ L2; ḡ ∈ L2a, g(0) = 0}. Then
I−P ≥ Q. The big Hankel operator and the small Hankel operator on L2a are defined as:
for φ in L∞, H big

φ (f) = (I −P)(φf) and H small
φ (f) = Q(φf)(f ∈ L2a). In this paper, the

finite-rank intermediate Hankel operators between H big
φ and H small

φ are studied. We are
working on the more general space, that is, the weighted Bergman space.

2000 Mathematics Subject Classification. Primary 47B35.

1. Introduction. Let D be the open unit disc in C and let dµ be the finite positive
Borel measure on D. Let L2 = L2(µ) = L2(D,dµ) and �ol(D) be the set of all holo-
morphic functions on D. The weighted Bergman space L2a = L2a(µ) is the intersection
of L2 and �ol(D). In general, L2a is not closed. In [6, Theorem 8], when (suppµ)∩D
is a uniqueness set for �ol(D), the first author and M. Yamada gave a necessary and
sufficient condition for that L2a is closed. Throughout this paper, we assume that L2a
is closed. When dµ = r dr dθ/π , L2a is the usual Bergman space.
For µ such that L2a(µ) is closed, when � is the closed subspace of L2(µ) and z� ⊆�,

� is called an invariant subspace. Suppose that � ⊇ zL2a. P� denotes the orthogonal
projection from L2 onto �. Forφ in L∞ = L∞(µ)= L∞(D,dµ), the intermediate Hankel
operator H �

φ is defined by

H �
φf =

(
I−P�

)
(φf)

(
f ∈ L2a

)
. (1.1)

When � = L2a, H �
φ is called a big Hankel operator H big

φ and when � = (z̄L̄2a)⊥, H �
φ is

called a small Hankel operator H small
φ . Note that H �

φ is called a little Hankel operator

when � = (L̄2a)⊥.
For arbitrary symbol φ in L∞, in the case of dµ = r dr dθ/π , both H big

φ and H small
φ

were studied when they are compact operators or Schatten class operators (see [12]).
However it seems to have not been studied when they are finite-rank operators. When
φ̄ is in L2a, it is known (see [12, page 155]) that if H big

φ is a finite-rank operator, then

H big
φ = 0 and if φ̄ is a polynomial, then H small

φ is a finite-rank operator. In this paper, for

arbitrary symbol φ in L∞ we show that if H big
φ is a finite-rank operator, then H big

φ = 0,

and we study when H small
φ is a finite-rank operator. In fact, we study such problems

for the intermediate Hankel operators H �
φ on the weighted Bergman space L2a(µ).
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In [2, 7, 9, 10], intermediate Hankel operators were studied in special weights, dµ =
(α+1)(1−r 2)αr dr dθ/π for−1<α<∞. In particular, Strouse [9] studied finite-rank
intermediate Hankel operators.
Let dµ = dσ(r)dθ be a Borel measure on D, where dσ(r) is a positive measure

on [0,1) with dσ([0,1)) = 1/2π and dθ is the Lebesgue measure on ∂D. L2a(µ) is
closed if dσ([t,1)) > 0 for any t > 0 (see [6]). For this type measures, it is possible to
study more precisely the intermediate Hankel operators. In fact, L2 has the following
orthogonal decomposition:

L2 =
∞∑

j=−∞
⊕�2eijθ, (1.2)

where �2 = L2(dσ)= L2([0,1),dσ). Set

H2 =
∞∑
j=0
⊕�2eijθ, (1.3)

then L2a ⊂ H2 ⊂ (z̄L̄2a)⊥ and L2 = H2⊕ e−iθH̄2. If � = H2, it is easy comparatively to
determine finite-rank Hankel operators H �

φ and we can do it completely in Section 5.

We can expect that H �
φ is close to H big

φ in case � ⊆H2 (see Section 5) and H �
φ is close

to H small
φ in case � ⊇H2 (see Section 6).

In Section 2, we describe an invariant subspace in L2a whose codimension is of fi-
nite. Moreover we show that there does not exist an invariant subspace which contains
L2a properly and in which L2a is of finite codimension. We also give a lot of examples
of invariant subspaces which contain L2a and in which Hankel operators are studied
in this paper. In Section 3, we describe finite-rank intermediate Hankel operators for
arbitrary measure µ such that L2a(µ) is closed. Moreover, we show that there does

not exist any nonzero finite-rank Hankel operators H big
φ and there exists a nonzero

finite-rank Hankel operator H small
φ . In fact, we give two necessary and sufficient con-

ditions for that if H �
φ is of finite rank ≤ �, then H �

φ = 0. In Sections 3, 4, and 5, we
use the Fourier coefficients {�j}∞j=−∞ of � and so we assume dµ = dσ(r)dθ. Using
the Fourier coefficients of φ and �, we give a necessary and sufficient condition for
that H �

φ is of finite rank ≤ �. Assuming that φ is a harmonic function, we can get a
better necessary and sufficient condition. When � ⊆H2, using the Fourier coefficients
{�j}∞j=−∞, we give a necessary condition and a sufficient condition for that if H �

φ is of

finite rank ≤ �, then H �
φ = 0. Two conditions are very similar but are a little different.

Applications are given to examples in Section 2.

2. Invariant subspaces. In this section, we assume that dµ = dσ(r)dθ and
dσ([t,1)) > 0 for any t > 0, except Propositions 2.1 and 2.2. For our purpose, the
invariant subspace � must contain zL2a but kerH �

φ is an invariant subspace in L2a. If
H �

φ is of finite rank, then the codimension of kerH �
φ in L2a is finite. In order to study

finite-rank intermediate Hankel operators, we need the generalization of a result of
Axler and Bourdon [1] which determines finite codimensional invariant subspaces in
L2a when dµ = r dr dθ/π . In Propositions 2.1 and 2.2, the measure µ is an arbitrary
finite positive Borel measure such that L2a is closed and (suppµ)∩D is a unique-
ness set for �ol(D). Since H2 ∩ L∞ is an extended weak-∗ Dirichlet algebra in L∞,
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Proposition 2.3 is a corollary of [4, Theorem 1]. We will give several examples of in-
variant subspaces which contain zL2a.

Proposition 2.1. Suppose � is an invariant subspace in L2a and � is a positive

integer. The codimension of � in L2a is �, if and only if � = qL2a, where q =∏�
j=1(z−aj)

and aj ∈D (1≤ j ≤ �).

Proof. The proof is almost parallel to that in [1, Theorem 1]. We will give a sketch
of it. Suppose �⊥ = L2a�� and dim�⊥ = �. Put

Szf = P(zf)
(
f ∈�⊥), (2.1)

where P is an orthogonal projection. Since � <∞, there exists an analytic polynomial
b such that b(Sz) = Sb(z) = 0 and the degree of b is less than or equal to �. Hence
b�⊥ ⊆� and so bL2a ⊆�. We show that the zeros of b are only in D and the degree
of b = �. Then � = bL2a. It is clear that the degree of b = �. In this direction, we did
not need the condition such that (suppµ)∩D is a uniqueness set.
If a ∉ D, (z−a)L2a is dense in L2a. Assuming a ≥ 1 and so a = 1 without a loss of

generality, if ε > 0, then (z−1)L2a = (z−1){z−(1+ε)}−1L2a. For any f ∈ L2a, it is easy
to see that ∫

D

∣∣∣∣ z−1
z−(1+ε)f −f

∣∣∣∣
2

dµ �→ 0 (ε �→ 0). (2.2)

This implies that (z−1)L2a is dense in L2a. Thus all zeros of b must be in D. The “if”
part is clear because any point a∈D gives a bounded evaluation functional. Here we
used the condition such that (supp µ)∩D is a uniqueness set (see [6, (1) of Theorem8]).

Proposition 2.2. Suppose that (z−a)−1 does not belong to L2 for each a∈D. If �

is an invariant subspace which contains L2a properly, then the codimension of L2a in �

is infinite.

Proof. If dim��L2a = � <∞, by the proof of Proposition 2.1, there exists a poly-

nomial b = ∏�
j=1(z−aj) such that b� ⊆ L2a and aj ∈ D (1 ≤ j ≤ �). Hence there

exists a function φ in � such that φ ∉ L2a and g = bφ ∈ L2a. If g(ak) �= 0 for some k,
then g/(z−ak)=φ

∏
j �=k(z−aj) cannot belong to L2 because (z−ak)−1 ∉ L2. Hence

g(aj) = 0 for any j. By [6, the proof in (1) of Theorem 8], g ∈ bL2a and so φ = g/b
belongs to L2a. This contradiction implies that dim��L2a =∞.
For an invariant subspace �, set

�j =
{
fj ∈�2; f ∈�, f (z)=

∞∑
j=−∞

fj(r)eijθ
}
. (2.3)

Then �j is a subspace in �2, r�j ⊆ �j+1 and hence dim�j+1 ≥ dim�j . We call
{�j}∞j=−∞ the Fourier coefficients of �. �jeijθ may not belong to �. If �jeijθ belongs
to � for any j, then � has the following decomposition:

� =
∞∑

j=−∞
⊕�jeijθ. (2.4)
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This decomposition is called the Fourier decomposition of �. In general, � does
not have the Fourier decomposition but we can get an extension �̃ of � which has
the following Fourier decomposition:

�̃ =
∞∑

j=−∞
⊕(closure of �j)eijθ. (2.5)

Proposition 2.3. If � is an invariant subspace which contains L2a and eiθ� ⊆ �,
then � = χEq̄H2⊕χEcL2, where χE is a characteristic function in �2 and q is a unimod-
ular function in H2. Hence � ⊇H2. If

⋂∞
j=0 eijθ� = {0}, then � = q̄H2.

Proof. Suppose S0 = � � eiθ�, then � = (∑∞
j=0⊕S0eijθ

)⊕�−∞, where �−∞ =⋂∞
j=0 eijθ�, and rS0 ⊂ S0 because r�j ⊆ �j+1. It is well known that �−∞ = χGL2 for

a characteristic function χF of some measurable subset in D. Put E = Gc then there
exists a function f in S0 such that

|f |> 0 on E and f = 0 on F. (2.6)

Since f is orthogonal to feijθ for all j ≥ 0. |f |2 belongs to�1 = L1(dσ)= L1([0,1),dσ)
and so |f | belongs to �2. Hence χE belongs to �2. Set

F
(
reiθ

)=



f
(
reiθ

)
∣∣f (reiθ)∣∣ if f ≠ 0,

1 if f = 0,
(2.7)

then F is a unimodular function in L2. Since rS0 ⊆ S0, we can show that χEF be-
longs to S0 and so S0 = χEF�2. Hence ���∞ = χEFH2. Since 1 ∈ �, χEF̄ ∈ H2 and
q = F̄ ∈H2,

Example 2.4. (i) For 0< β< 1, put

Tβ = span
{
znz̄m; βn≥m≥ 0

}
. (2.8)

Then Tβ is an invariant subspace and Tβ ⊇ L2a. Put Tβ = L2a for β = 0 and Tβ = H2

for β = 1. In general, L2a ⊆ Tβ ⊆ H2 and Tβ (0 ≤ β < 1) has the following Fourier
decomposition:

Tβ =
∞∑
j=0

⊕(Tβ)jeijθ, (2.9)

where (Tβ)j = span{r jpj(r 2); pj is a polynomial of degree at most βj/(1 − β)}.
Janson and Rochberg [2] studied H �

φ when � = (T̄β)⊥. Then (T̄β)⊥ = eiθH2⊕∑∞
j=0⊕

{�2�(T̄β)j}e−ijθ .
(ii) For k≥ 0, put Ek = span{zmz̄n; m= 0,1, . . . ,k; n=m,m+1, . . .}. Ēk is an invari-

ant subspace and L2a ⊆ Ēk ⊆H2. Ēk has the following Fourier decomposition:

Ēk =
∞∑
j=0

⊕(Ēk)jeijθ, (2.10)

where (Ēk)j = span{r j, . . . ,r j+2k}. Strouse [9] studied H �
φ when � = (Ek)⊥. Then

(Ek)⊥ = eiθH2⊕∑∞
j=0⊕{�2�(Ek)j}e−ijθ .
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(iii) Fix a polynomial p of degree k, that is, p =∑k
j=0ajzj . Put

Y(p)= span
{
zn, zmp̄; n≥ 0, m≥ 0

}
,

Y k = span
{
z�z̄j ; � ≥ 0, 0≤ j ≤ k

}
.

(2.11)

Both Y(p) and Yk are invariant subspaces and L2a ⊆ Y(p) ⊆ Yk, and Yk has the fol-
lowing Fourier decomposition:

Yk =
∞∑

j=−k
⊕(Yk)

je
ijθ, (2.12)

where Yk
0 = span

{
1,r 2, . . . ,r 2k

}
and (Yk)j = r j(Yk

0 ) for j ≥ 0, and (Yk)−j =
span{r 2�−j ;j ≤ � ≤ k} for 1 ≤ j ≤ k. (Y(p))j ⊆ (Yk)j for any j but Y(p) does not
have a Fourier decomposition. If aj �= 0 for 1 ≤ j ≤ k, (Y(p))j = (Yk)j for any j and
so Ỹ (p) = Yk. Peng, Rochberg, and Wu [7] and Wang and Wu [10] studied H �

φ when

� = (Ȳ k)⊥. In general, we can define Y(g) for any function g in L2. Usually, Y(g) does
not have the Fourier decomposition.
(iv) For a unimodular function q inH2, put� = q̄H2. Then� is an invariant subspace

which contains H2. In general, q̄H2 may not have the Fourier decomposition but for
q = ei�θ , for some � ≥ 0,

� =
∞∑

j=−�
⊕�2eijθ. (2.13)

There are a lot of invariant subspaces between H2 and e−i�θH2 even if � = 1.
(v) For arbitrary closed subspaces S in �2, put � =H2⊕Se−iθ . Then � is an invariant

subspace between H2 and e−iθH2.

3. Kronecker’s theorem. In this section, the measure µ is an arbitrary finite posi-
tive Borel measure such that L2a is closed. We will write

�∞ =�∩L∞ (3.1)

and, for each positive integer �,

�∞,� =
{
φ∈ L∞; φ(z)= g(z)

�∏
j=1

(z−aj)−1 a.e. µ on D,g ∈�∞ and a1, . . . ,a� ∈D
}
.

(3.2)
Then �∞ ⊆�∞,1 ⊆�∞,2 ⊆ ··· .
Kronecker (cf. [11, page 210]) described finite-rank Hankel operators on the Hardy

space. Theorem 3.1 describes finite-rank intermediate Hankel operators on the
(weighted) Bergman space. However the situation is very different from that of
Kronecker because �∞ =�∞,� may happen for some � > 0. See Corollaries 3.3 and 3.4.

Theorem 3.1. Suppose � is an invariant subspace which contains zL2a, and φ is a
function in L∞. H �

φ is of finite rank ≤ � if and only if φ belongs to �∞,�.

Proof. Note that kerH �
φ = {f ∈ L2a; φf ∈ �}. Since � is an invariant subspace,

kerH �
φ is also an invariant subspace. Proposition 2.1 implies the theorem.
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Theorem 3.2. Suppose � is an invariant subspace which contains L2a, and φ is a
function in L∞. Then the following are equivalent:
(1) If H �

φ is of finite rank, then H �
φ = 0.

(2) �∞ =�∞,� for any � > 0.
(3) If g ∈ �∞, a ∈ D and (g(z)−g(a))/(z−a) ∈ L∞, then (g(z)−g(a))/(z−a)

belongs to �∞.
(4) If �′ is an invariant subspace and (�′)∞��∞, then there does not exist a nonzero

polynomial b such that b(�′)∞ ⊆�∞.

Proof. By Theorem 3.1, (1)�(2) is clear.
(1)⇒(3). If there exists g ∈�∞ such that (g−g(a))/(z−a)∈ L∞ does not belong to

�∞, put φ= (g−g(a))/(z−a), then H �
φ is of rank 1 and H �

φ �= 0.
(3)⇒(4). If (4) is not true, there exists ψ such that ψ ∉�∞, ψ∈ (�′)∞ and bψ∈�∞

for some polynomial: b =∏�
j=1(z−aj) and aj ∈ D(1 ≤ j ≤ � <∞). We may assume

that φ=ψ
∏�−1

j=1(z−aj) ∉�∞ and g = (z−a�)φ∈�∞. Then

g−g(a�)
z−a� =φ∈ L∞, φ ∉�∞. (3.3)

(4)⇒(1). By Theorem 3.1, if H �
φ is of finite rank ≤ �, then φ ∈ �∞,�. If φ ∉ �∞,

suppose �′ is an invariant subspace generated by φ and �, then (�′)∞��∞ but
there does not exist a nonzero polynomial b such that b(�′)∞ ⊆ �∞. Since φ ∈ �′,
this contradicts that φ∈�∞,�.

Corollary 3.3. Suppose (supp µ)∩D is a uniqueness set for �ol(D). If H big
φ is of

finite rank, then H big
φ = 0.

Proof. Theorem 3.2(3) implies the corollary. In fact, if g ∈ L2a∩L∞, then g(z)−
g(a) ∈ (z−a)L2a by [6, the proof in (1) of Theorem 5.4]. Thus (g(z)−g(a))/(z−a)
belongs to L2a∩L∞.

Corollary 3.4. Suppose dµ = r dr dθ/π . Let D0 be an open subset of D and � =
{f ∈ L2; f is analytic on D0}. Then � is an invariant subspace and if H �

φ is of finite

rank then H �
φ = 0.

Proof. It is easy to see that �∞ satisfies Theorem 3.2(3).

Corollary 3.5. Suppose that if H �
φ is of finite rank then H �

φ = 0. If �′ is an invariant
subspace which contains � properly, then the codimension of � in �′ is infinite or
(�′)∞ =�∞.

Proof. If dim�′/� < ∞, as in the proof of Proposition 2.2, then there exists
a nonzero polynomial b such that b�′ ⊆ �. Hence b(�′)∞ ⊆ �∞. If (�′) �= �∞,
by Theorem 3.2, this contradicts that if H �

φ is of finite rank, then H �
φ = 0.

4. General case. In this section, we assume that dµ = dσ(r)dθ and dσ([t,1)) > 0
for any t > 0. Hence we can define the Fourier coefficients {�j}∞j=−∞ of �. We assume

� = �̃, that is, � has the Fourier decomposition.
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Theorem 4.1. Suppose � is an invariant subspace which contains zL2a and φ =∑∞
j=−∞φj(r)eijθ is a function in L∞. Then H �

φ is of finite rank ≤ � if and only if there
exist complex numbers b0, . . . ,b� such that b� = 1 and, for any integer n,

�∑
j=0

bjr jφn−j(r)∈�n. (4.1)

If � is the minimum number of complex numbers b1, . . . ,b� such that
∑�

j=0bjr jφn−j(r)
∈�n for all n, then H �

φ is of rank �.

Proof. IfH �
φ is of rank≤ �, by Theorem 3.1 there exists a polynomial b=∑�

j=0bjzj

such that bφ∈�. Then


 ∞∑
j=−∞

φj(r)eijθ



 �∑
j=0

bjr jeijθ

= ∞∑

n=−∞


 �∑
j=0

φn−j(r)bjr j

einθ (4.2)

and so
∑�

j=0bjr jφn−j(r)∈ �n for any n. The converse and the second statement are
clear by Theorem 3.2.

Corollary 4.2. Let φ =φt(r)eitθ for some integer t in Theorem 4.1. Then H �
φ is

of finite rank ≤ � if and only if there exist complex numbers b0, . . . ,b� such that b� = 1
and for t ≤n≤ �+t, bn−trn−tφt(r)∈�n.

Proof. Since φj(r)= 0 for j �= t, if n< t or n> �+t, then ∑�
j=0bjr jφn−j(r)= 0.

For t ≤n≤ �+t, ∑�
j=0bjr jφn−j(r)= bn−trn−tφt(r), thus the corollary follows.

Corollary 4.3. Let φ=∑∞
j=1ajzj+

∑∞
j=0a−jz̄j in Theorem 4.1. Then H �

φ is of rank
≤ � if and only if there exist complex numbers b0, . . . ,b� such that b� = 1 and for any
nonpositive integer n

∑�
j=0bjan−jr 2j−n ∈ �n and, for 0 < n < �,

∑�
j=nbjan−jr 2j−n

∈�n.

Proof. If n≥ � and n �= 0, then

�∑
j=0

bjr jφn−j(r)=
�∑

j=0
bjan−jr j+n−j =

( �∑
j=0

bjan−j

)
rn (4.3)

and hence
∑�

j=0bjr jφn−j(r) ∈ �n because zL2a ⊆ �. Now Theorem 4.1 implies the
corollary.
Theorem 4.1 does not give an exact relation between the rank of H �

φ and the num-
ber � of complex numbers b0, . . . ,b� such that b� = 1. However, we can show the
following: if H �

φ is of rank �, then there exist complex numbers b0, . . . ,b� such that

b� = 1,
∑�

j=0bjr jφn−j(r) ∈ �n for any n and b = ∑�
j=0bjzj has just � zeros in D.

That is, if � = 1, then |b0|< 1.
By Theorem 4.1, H �

φ = 0 if and only if φn ∈ �n for any n (i.e., φ ∈ �). Moreover,

H �
φ is of rank ≤ 1 if and only if there exist complex numbers (b0,b1) �= (0,0) such that

b1 = 1 and b0φn+b1rφn−1 ∈�n for any n.
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5. Big Hankel operator and � ⊆H 2. In this section, we assume that dµ = dσ(r)dθ
and dσ([t,1)) > 0 for any t > 0. Hence we can define the Fourier coefficients {�j}∞j=−k
of � and we assume � = �̃. In this case, H �

φ is close to H big
φ . Recall examples in

Section 2, that is, Tβ, Ēk,Y (p), and Yk.

Corollary 5.1. Suppose � is an invariant subspace between zL2a and H2, and φ=∑∞
j=1ajzj+

∑∞
j=0a−jz̄j . Then H �

φ is of finite rank≤ � if and only ifa−n = 0 forn> � and

there exists complex numbers b0, . . . ,b� such that b� = 1 and
∑�

j=nbjan−jr 2j−n ∈ �n

for 0≤n≤ � and
∑�

j=0bjan−jr 2j−n = 0 for −� < n< 0.

Proof. Since � ⊆H2, by Corollary 4.3 H �
φ is of finite rank ≤ � if and only if there

exist complex numbers b0, . . . ,b� such that b� = 1 and
∑�

j=0bjan−jr 2j−n = 0 for n< 0

and
∑�

j=nbjan−jr 2j−n ∈ �n for 0 ≤ n ≤ �. If
∑�

j=0bjan−jr 2j−n = 0 for n < 0, then
bjan−j = 0 for 0 ≤ j ≤ � and n < 0. Hence for each j (0 ≤ j ≤ �), bja−t = 0 if t > j.
Thus a−t = 0 if t > �.

Proposition 5.2. Suppose � is an invariant subspace between zL2a and e−ikθH2

where k ≥ 0, and φ =∑∞
j=0φ−j(r)e−ijθ is a function in L∞. Then H �

φ is of finite rank
≤ � if and only if

φ(z)=
∑�

j=−kψj(r)eijθ∑�
j=0bjr jeijθ

, (5.1)

where ψn =
∑�

j=0bjr jφn−j ∈�n, for −k≤n≤ �, and (b0, . . . ,b�)∈ C�.

Proof. Note that � ⊆ e−ikθH2 and φj(r)= 0 for j > 0. If H �
φ is of finite rank ≤ �,

then, by Theorem 4.1,

 �∑
j=0

bjr jeijθ
)( ∞∑

j=0
φ−j(r)e−ijθ


= �∑

n=−k
ψn(r)einθ (5.2)

and ψn =
∑�

j=0bjr jφn−j ∈ �n for −k ≤ n ≤ �. The converse is also a result of
Theorem 3.1.

Corollary 5.3. Suppose � is an invariant subspace in Proposition 5.2. If φ =
φ+ +φ− =

∑∞
j=1ajzj +

∑∞
j=0a−jz̄j and φ− ∈ L∞, then H �

φ is of finite rank ≤ � if and
only if

φ(z)=φ++
∑�

j=−kψj(r)eijθ∑�
j=0bjr jeijθ

, (5.3)

where ψn =
∑�

j=0bjan−jr j+|n−j| ∈ �n, for −k ≤ n ≤ �, and (b0, . . . ,b�) ∈ C�. If
(b0, . . . ,b�)= (0, . . . ,0), then ψn = 0 and so φ=φ+.

Theorem 5.4. Suppose � is an invariant subspace between zL2a and e−ikθH2 where
k≥ 0, and φ=∑∞

j=1φ−j(r)eijθ is a function in L∞.
(1) If �j∩r j+1�2 = {0} for any j ≥ 0, then there does not exist any finite rank H �

φ

except H �
φ = 0.

(2) If there does not exist any finite rank H �
φ except H �

φ = 0, then �−(k−j)∩r j+1�∞ =
{0} for any j ≥ 0.
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Proof. (1) If H �
φ is of finite rank �, by Proposition 5.2,

ψn =
�∑

j=n
bjr jφn−j ∈�n, (5.4)

for 0 ≤ n ≤ � because φn−j(r) = 0 for 0 ≤ j ≤ n− 1. We may assume b� = 1. As
n= �−1, r �φ−1(r)∈��−1. Since ��−1∩r��2 = {0}, φ−1(r)= 0. As n= �−2,

b�−1r�−1φ−1(r)+r�φ−2(r)∈��−2. (5.5)

Since ��−2∩ r�−1�2 = {0} and φ−1(r) = 0, φ−2(r) = 0. we can get φ−j(r) = 0 for
j ≤ �. In Proposition 5.2, ψn = 0 for 0≤n≤ � and so φ≡ 0.
(2) If r j+1g ∈�−(k−j)∩r j+1�∞, then put φ= ge−i(k+1)θ . If g �= 0 then φ ∉� and

zj+1φ= r j+1ge−i(k−j)θ ∈�−(k−j)e−i(k−j)θ. (5.6)

Since � has the Fourier decomposition, �jeijθ ⊆ � and so zj+1φ ∈ �. Theorem 3.1
gives a contradiction.

We will apply results in this section to Example 2.4 in Section 2.

Example 5.5. (i) Suppose � = Tβ (0≤ β < 1).
(1) When φ =∑∞

j=1φ−j(r)e−ijθ is a function in L∞, there does not exist any finite
rank H �

φ except H �
φ = 0 if and only if β= 0.

(2) When φ =∑∞
j=0ajzj +

∑∞
j=1a−jz̄j is a function in L∞, there does not exist any

finite rank H �
φ except H �

φ = 0 if and only if β= 0.

Proof. Recall that Tβ = ∑∞
j=0⊕(Tβ)jeijθ and (Tβ)j = span{r jpj(r 2); pj is

a polynomial of degree at most βj/1−β}.
(1) If β = 0, then (Tβ)j ∩ r j+1�2 = {0} for any j ≥ 0 and if β �= 0, then (Tβ)j ∩

r j+1�∞ �= {0} for enough large j. Theorem 5.4 implies (1).
(2) If β �= 0, then there existsn such that 1−β≤ β(n−1). Hence (Tβ)n−1 � rn+1. Sup-

pose φ = z̄, then znφ = rn+1ei(n−1)θ and so znφ ∈ (Tβ)n−1ei(n−1)θ ⊂ Tβ. By
Theorem 3.1, H �

φ is of rank ≤n and H �
φ �= 0.

(ii) Suppose � = Ēm (0≤m<∞).
(1) When φ = ∑∞

j=1φ−j(r)e−ijθ , there does not exist any finite rank H �
φ except

H �
φ = 0 if and only ifm= 0.

(2) When φ =∑∞
j=0ajzj +

∑∞
j=1a−jz̄j is a function in L∞, there does not exist any

finite rank H �
φ except H �

φ = 0 if and only ifm= 0 or 1.

Proof. We recall that (Ē)m =∑∞
j=0⊕(Ēm)jeijθ and (Ēm)j = span{r j, . . . ,r j+2m}.

(1) If m = 0, then (Ēm)j ∩ r j+1�2 = {0} for any j ≥ 0 and if m �= 0, then (Ēm)j ∩
r j+1�∞ �= {0} for any j ≥ 0. Theorem 5.4 implies (1).
(2) Ifm= 0, by (1) there does not exist any finite rank H �

φ except H �
φ = 0. Ifm= 1,

then (Em)n = span{rn,rn+2} for n≥ 0. When HM
φ is of finite rank �, by Corollary 5.1,

a−n = 0 for n> � and if 0≤n≤ �,

�∑
j=n

bjan−jr 2j−n = crn+drn+2 (5.7)
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for complex constants c,d. Hence, for 0≤n≤ �,

bjan−j = 0 for n+2≤ j ≤ �. (5.8)

Since b� = 1, an−� = 0 for 0 ≤ n ≤ � and so a−j = 0 for 0 ≤ j ≤ �. When m ≥ 2, if
φ= z̄, then zφ= r 2 ∈ (Ēm)0 = span{1,r 2, . . . ,r 2m} and zφ∈ Ēm because (Ēm)0 ⊂ Ēm.
However H �

φ �= 0.

(iii) Suppose � = Yk.
(1) When φ = ∑∞

j=1φ−j(r)e−ijθ , there does not exist any finite rank H �
φ except

H �
φ = 0 if and only if k= 0.

(2) When φ =φ++φ− =
∑∞

j=0ajzj+
∑∞

j=1a−jz̄j and φ+ are functions in L∞, there
does not exist any finite rank H �

φ except H �
φ = 0 if and only if k= 0.

Proof. Since H �
φ = H �

φ− , it is sufficient to prove (1). We recall that Yk =∑∞
j=−k ⊕(Yk)jeijθ , where Yk

0 = span{1,r 2, . . . ,r 2k} and (Yk)j = r j(Yk)0 for j ≥ 0, and

(Yk)−j = span{r 2�−j , j ≤ � ≤ k} for 1 ≤ j ≤ k. If k = 0, then Yk = L2a. If k ≥ 1,
(Yk)−k = span{rk}. Theorem 5.4(2) implies that there exists a nonzero finite rank H �

φ.

6. Small Hankel operator and � ⊇ H2. In this section, we assume that dµ =
dσ(r)dθ and dσ([t,1)) > 0 for any t > 0. Hence we can define the Fourier coeffi-
cients {�j}∞j=−∞ of �. In this case, H �

φ is close to H small
φ and far from H big

φ . Note that if

�′ is an invariant subspace and �′ ⊆ eiθH2, then � = (�̄′)⊥ is an invariant subspace
and � ⊇ eiθH2.

Proposition 6.1. Suppose � is an invariant subspace which contains eikθH2 for
some nonnegative integer k. If � �= L2, there exists at least a nonzero finite rank H �

φ.

Proof. If z̄n ∈� for all n≥ 1, then z�z̄n ∈� for all � ≥ 1 because z� ⊆�. Let �

be the closed linear span of {z�z̄n; n≥ 1, � ≥ 0}, then �⊆� and g�⊆ � for arbitrary
polynomial g of z and z̄. It is well known that �= L2. This contradiction implies that
there exists at least n such that z̄n ∉� and n ≥ 1. If φ = z̄n, then zn+kφ ∈�. Then
H �

φ �= 0 but H �
φ is of finite rank ≤n+k, by Theorem 3.1.

Proposition 6.2. Suppose � is an invariant subspace which contains eikθH2 for
some nonnegative integer k. The following statements are valid.
(1) If φ =∑∞

j=−∞φj(r)eijθ is a function in L∞, then there exists a function φ′ in L2

such that φ′ =∑k−1
j=0φj(r)eijθ+

∑∞
j=1φ−j(r)e−ijθ and H �

φ′ =H �
φ.

(2) If φ=∑∞
j=kφj(r)eijθ is a function in L∞, then H �

φ = 0.

(3) If φ = ∑∞
j=−�φj(r)eijθ is a function in L∞, then H �

φ is of rank ≤ �+ k < ∞.

Conversely, if one of (1) or (2) is valid, then � contains eikθH2.

Proof. Both (1) and (2) are clear because � ⊇ eikθH2. (3) is a result of Theorem 3.1.
The converse is also clear.

We will consider Example 2.4 in Section 2.

Example 6.3. (ii) Suppose � = (Ek)⊥(0 ≤ k < ∞) and φ = ∑∞
j=−∞φj(r)eijθ is a

function in L∞.
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(1) H �
φ = 0 if and only if

∫ 1

0
φ−j(r)r j+2tdσ = 0 (j ≥ 0, 0≤ t ≤ k). (6.1)

(2) H �
φ is of rank ≤ 1 if and only if there exist complex numbers (b0,b1) �= (0,0)

such that

b0
∫ 1

0
φ−j(r)r j+2tdσ =−b1

∫ 1

0
φ−j−1(r)r j+2t+1dσ (6.2)

for j ≥ 0, 0≤ t ≤ k.
(3) Suppose dσ = r dr/2π . When φ=∑∞

j=0ajzj+
∑∞

j=1a−jz̄j , if H �
φ is of rank ≤ 1,

then H �
φ = 0.

Proof. From the remark in the last part of Section 4, (1) and (2) follows. (3) By (2),
H �

φ is of rank ≤ 1 if and only if there exist complex numbers (b0,b1) �= (0,0) such that

b0a−j
1

2j+2t+1 =−b1a−j−1
1

2j+2t+3 (6.3)

for j ≥ 0, 0≤ t ≤ k. When k �= 0, for each j, as t = 0,

b0a−j
1

2j+1 =−b1a−j−1
1

2j+3 ,

b0a−j
1

2j+3 =−b1a−j−1
1

2j+5 .
(6.4)

This implies that a−j = a−j−1 = 0, for j ≥ 0, and so φ = ∑∞
j=1ajzj . When k = 0,

Corollary 3.3 implies (3)

(iv) Suppose � = q̄H2 for some unimodular function q in H2 and φ is a function
in L∞. H �

φ is of finite rank � if and only if

φ= q̄
∞∑

j=−�
ψj(r)eijθ, (6.5)

where ψ−�(r) �= 0.

Proof. If φ = q̄
∑∞

j=−�ψj(r)eijθ , then z�φ ∈� and so, by Theorem 3.1, H �
φ is of

finite rank ≤ �. Since ψ−�(r) �= 0, bφ ∉� for any polynomial b of degree ≤ �−1 and
so H �

φ is of finite rank �. The converse is clear.

(v) Suppose� =H2⊕Se−iθ and S is a closed subspace in�2. Letφ=∑∞
j=−∞φj(r)eijθ

be a function in L∞. By Theorems 3.1 and 4.1, H �
φ is of finite rank ≤ � if and only if

φj(r)= 0 for j ≤−(�+2) and there exist complex numbers b0, . . . ,b� such that b� = 1,

�∑
j=0

bjr jφn−j(r)= 0 for −(�+1)≤n<−1,

�∑
j=0

bjr jφ−1−j(r)∈ S.

(6.6)
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7. Restricted shift operator and � ⊆ L2a. In this section, we assume µ = r dr dθ/π
for simplicity. Let � be an invariant subspace in L2a and � = L2a��. For φ in L∞a =
L2a∩L∞,

S�
φf =

(
I−P�

)
(φf) (f ∈�), (7.1)

where P� is the orthogonal projection from L2a to �. S�
z is called a restricted shift

operator. For any φ in L∞a , S
�
φ commutes with S�

z . We do not know whether if the

bounded linear operator T on � commutes with S�
z , then T = S�

φ for some φ in L∞a .
If TS�

z = S�
z T and φ = TP�1 is bounded, then it is easy to see that T = S�

φ (cf. [5,
page 784]). In the Hardy space instead of the Bergman space, Sarason [8] showed that
this is true without any condition and ‖T‖ = ‖φ‖∞.
We can define the Hankel operator H �

φ as in the introduction. However H �
φ is not

an intermediate Hankel operator. It is not so difficult to see the following: when � =
L2a�� and φ in L∞a ,

‖H �
φ ‖ = ‖S�

φ‖. (7.2)

This is known for the Hardy space. In fact, for f in L2a,

H �
φf =

(
I−P�

)
φf = P�φP�f (7.3)

and so H �
φf = S�

φP�f for f in L2a. Hence H �
φ is of finite rank n if and only if S�

φ is of

finite rank n. It is easy to see that S�
φ is of finite rank � ≤n if and only if there exists

an analytic polynomial p of degree � ≤ n such that p(φ) ∈ �∞. When φ is in L∞,
Theorems 3.1 and 4.1 are true for H �

φ.
Suppose φ is a function in L∞a .
(1) L2a ⊇ kerH �

φ ⊇�.

(2) When the common zero set Z(�) of � in D is empty, if H �
φ is of finite rank then

H �
φ = 0. This is a result of (1) and Proposition 2.1.

(3) If Z(�) is not empty, there exists a nonzero finite rank H �
φ.
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