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We consider the existence of periodic in distribution solutions to the difference equations
in a Banach space. A random process is called periodic in distribution if all its finite-
dimensional distributions are periodic with respect to shift of time with one period. Only
averaged characteristics of a periodic process are periodic functions. The notion of the
periodic in distribution process gave adequate description for many dynamic stochastic
models in applications, in which dynamics of a system is obviously nonstationary. For
example, the processes describing seasonal fluctuations, rotation under impact of daily
changes, and so forth belong to this type. By now, a considerable number of mathematical
papers has been devoted to periodic and almost periodic in distribution stochastic pro-
cesses. We give a survey of the theory for certain classes of the linear difference equations
in a Banach space. A feature of our treatment is the analysis of the solutions on the whole
of axis. Such an analysis gives simple answers to the questions about solution stability of
the Cauchy problem on +∞, solution stability of analogous problem on −∞, or of exis-
tence solution for boundary value problem and other questions about global behaviour of
solutions. Examples are considered, and references to applications are given in remarks
to appropriate theorems.

2000 Mathematics Subject Classification: 34-02, 34F05, 34K50, 60-02, 60H10, 37L55, 93E03.

1. Bounded and periodic solutions of difference equations. In this section, we

construct an explicit representation of bounded or periodic solutions for abstract de-

terministic linear difference equation with a constant or periodic operator coefficient

and bounded or periodic input. Then, general linear difference equations are studied

too. The existence of bounded and periodic solutions is present for some difference

equations with Lipschitz type nonlinearity and for the equation of Riccati type. Sta-

bility of solutions under bounded perturbation of operator coefficients is considered.

1.1. Notations. Let (B,‖·‖) be a complex Banach space with a zero element 0̄ and

�(B) be a Banach algebra of all continuous linear mappings A : B → B with a unity

element I and zero element Θ.

For an operator A from �(B), let σ(A) and ρ(A) be the spectrum and resolvent set

of A, respectively.

Suppose that σ(A) is the union of two spectral sets σ− and σ+. If Γ is a simple cycle

which lies in C\σ(A) and envelops σ−, then the operators

P− :=− 1
2πi

∮
Γ
(A−λI)−1dλ, P+ := I−P− (1.1)
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are well defined and belong to �(B) (see, e.g., [23] or [16]). Moreover, P2− = P−, P2+ = P+,

and P−P+ = P+P− = Θ. The operators P− and P+ are called the spectral projectors or

Riesz spectral projectors.

Definition 1.1. The sequence {y(n) :n∈ Z} with y(n)∈ B, n∈ Z is bounded if

‖y‖∞ := sup
n∈Z

∥∥y(n)∥∥<+∞. (1.2)

Definition 1.2. For fixed p ∈ N, the sequence {y(n) : n ∈ Z} with y(n) ∈ B,

n∈ Z, is p-periodic if

y(n+p)=y(n), n∈ Z. (1.3)

Define

S := {
z ∈ C : |z| = 1

}
. (1.4)

1.2. Simple linear equation. First, we give basic theorem about the difference equa-

tion with one operator coefficient. The many applications lead to the equation of such

kind. The following result has been proved in [9]. Let A∈�(B) be a fixed operator.

Theorem 1.3. The following statements are equivalent:

(a) the equation

x(n+1)=Ax(n)+y(n), n∈ Z (1.5)

has a unique bounded solution {x(n) : n ∈ Z} for every bounded sequence

{y(n) :n∈ Z};
(b) for spectrum σ(A), we have

σ(A)∩S =∅. (1.6)

Proof. (a) implies (b). Let λ0 ∈ S and z ∈ B. Let {x(n) :n∈ Z} be a unique bounded

solution of (1.5) that corresponds to the bounded sequence {−λn0z :n∈ Z}. Put

u(n) := x(n)λ−n0 , n∈ Z. (1.7)

From formula (1.5), it is clear that the equation

λ0u(n+1)=Au(n)−z, n∈ Z (1.8)

has a unique bounded solution {u(n) :n∈ Z} for every z ∈ B. Consequently,

λ0
(
u(n+1)−u(n))=A(u(n)−u(n−1)

)
, n∈ Z. (1.9)

Thus u(n)=u(0)=:u for every n∈ Z. Therefore, given any element z ∈ B, there is a

unique element u∈ B such that

(
A−λ0I

)
u= z. (1.10)

Thus, by the Banach theorem, the operator A−λ0I is invertible.
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(b) implies (a). Let

σ− := σ(A)∩{
z ∈C : |z|< 1

}
, σ+ := σ(A)\σ−, (1.11)

and P−, P+ are the corresponding spectral projectors. It is easy to show that

L :=
∞∑
j=0

∥∥(AP−)j∥∥+
−1∑

j=−∞

∥∥(AP+)j∥∥<+∞, (1.12)

where (AP−)0 := P− (see, e.g., [16, 23]). If {y(n) : n ∈ Z} is a bounded sequence in B,

then the sequence

x(n) :=
∑
j∈Z
G(j)y(n−1−j), n∈ Z, (1.13)

where

G(j) :=


(
AP−

)j , j ≥ 0;

−(AP+)j, j ≤−1, j ∈ Z (1.14)

is also bounded. Moreover, for every n∈ Z, we have

Ax(n)= (
AP−+AP+

)
x(n)

=
∞∑
j=0

(
AP−

)j+1y(n−1−j)−
−1∑

j=−∞

(
AP+

)j+1y(n−1−j)

= x(n+1)−P−y(n)−P+y(n)= x(n+1)−y(n).

(1.15)

Now, we prove that the solution {x(n) :n∈ Z} for (1.5) is unique. Let {u(n) :n∈ Z}
be a solution of (1.5) which corresponds to {y(n) :n∈ Z}. Then, the sequence

{
v(n) := x(n)−u(n) :n∈ Z} (1.16)

satisfies the equation

v(n+1)=Av(n), n∈ Z, (1.17)

which is equivalent to the system

v−(n+1)= (
AP−

)
v−(n), v+(n+1)= (

AP+
)
v+(n); n∈ Z (1.18)

with

v−(n) := P−v(n), v+(n) := P+v(n), n∈ Z. (1.19)

From this we have, for m≥ 1,∥∥v−(n)∥∥= ∥∥(AP−)mv−(n−m)∥∥≤ ∥∥(AP−)m∥∥sup
k∈Z

∥∥v−(k)∥∥,
∥∥v+(n)∥∥= ∥∥(AP+)−mv+(n+m)∥∥≤ ∥∥(AP+)−m∥∥sup

k∈Z

∥∥v+(k)∥∥. (1.20)

Therefore, v−(n)= 0̄= v+(n), n∈ Z.
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Let {A0,A1} ⊂�(B) and {x(n)} := {x(n) :n∈ Z}.
Corollary 1.4. IfA0A1=A1A0 holds, then the following statements are equivalent:

(a) the equation

x(n+1)=A0x(n)+A1x(n−1)+y(n), n∈ Z (1.21)

has a unique bounded solution {x(n)} for every bounded sequence {y(n)};
(b) for every λ∈ S, the operator λ2I−λA0−A1 has a bounded inverse.

Proof. (a) implies (b). The argument used to establish the first part of Theorem 1.3

can be adapted easily to get this result.

(b) implies (a). It is a direct consequence of Theorem 1.3 for the equation

(
x(n+1)
x(n)

)
=
(
A0 A1

I Θ

)
·
(
x(n)

x(n−1)

)
+
(
I Θ
Θ Θ

)
·
(
y(n)

y(n−1)

)
, n∈ Z. (1.22)

1.3. Periodic solutions. We give the condition under which (1.5), with a p-periodic

sequence {y(n) :n∈ Z}, has a unique p-periodic solution. Put

Sp := {
z ∈ C : zp = 1

}
. (1.23)

Theorem 1.5. The following statements are equivalent:

(a) equation (1.5) has a unique p-periodic solution {x(n)} for every p-periodic input

{y(n)};
(b) for spectrum σ(A), we have

σ(A)∩Sp =∅. (1.24)

Proof. It is immediate. A complete proof of Theorem 1.5 can be found in [9, Chap-

ter 1, Section 1.1].

1.4. General linear equation with one operator coefficient. We now consider a

generalization of (1.5). To this generalization lead also some applications (see, e.g.,

[26, 32, 35]). We need the following condition.

Condition 1.6. Let ω be a complex-valued function which is analytic in some

neighbourhood of circle S.

Under Condition 1.6, the function ω may be written as the Laurent series:

ω(z)=
∑
n∈Z

anzn, n∈ Z, (1.25)

where

an = 1
2πi

∮
S
ω(z)z−n−1dz, n∈ Z;

r = limsup
n→−∞

∣∣an∣∣1/|n|, R =
(

limsup
n→+∞

∣∣an∣∣1/n
)−1

.
(1.26)

By Condition 1.6, we have r < 1<R.
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Let A be a closed linear operator with dense domain D(A) in B. We consider the

equation ∑
k∈Z
akx(n+k)=Ax(n)+y(n), n∈ Z, (1.27)

where {y(n)} is a bounded sequence in B.

Definition 1.7. Sequence {x(n)} is called a solution of (1.27), if

(i) for all n∈ Z, x(n)∈D(A);
(ii) sequence {x(n)} satisfies (1.27).

Let � be the class of all sequences {c(n)} ⊂�(B) satisfying the conditions:

(i) for all n∈ Z, c(n) : B→D(A);
(ii) for all n∈ Z, Ac(n)∈�(B); Ac(n)= c(n)A on D(A);

(iii) limsupn→∞‖c(n)‖1/n < 1, limsupn→−∞‖c(n)‖1/|n| < 1; limsupn→∞‖Ac(n)‖1/n

< 1, limsupn→−∞‖Ac(n)‖1/|n| < 1.

Theorem 1.8. If (1.27) has a unique bounded solution {x(n)} for every bounded

sequence {y(n)}, then

σ(A)∩ω(S)=∅. (1.28)

If an operator A satisfies condition (1.28), then (1.27) has a unique bounded solution

{x(n)} for every bounded sequence {y(n)}; and there exists a sequence {c(n)} ∈ �

such that,

x(n)=
∑
k∈Z
c(k−n)y(k), n∈ Z. (1.29)

Proof. (1) Suppose that (1.27) has a unique bounded solution {x(n)} for every

bounded input {y(n)}. Let v ∈ B, λ0 ∈ S. For a unique bounded solution {x(n)}
of (1.27) with

{
y(n)=−λn0v :n∈ Z}, (1.30)

we have ∑
k∈Z
akλk0u(n+k)=Au(n)−v, (1.31)

where u(n) := x(n)λ−n0 ∈D(A), n∈ Z. The bounded solution {u(n)} of (1.31) is also

unique. Therefore,∑
k∈Z
akλk0

[
u(n+k)−u(n−1+k)]=A[u(n)−u(n−1)

]
, n∈ Z; (1.32)

and by uniqueness of solution for (1.31), we conclude that

∃u∈D(A) :u(n)=u(0)=u, n∈ Z. (1.33)

Thus

∀v ∈ B, ∃!u∈D(A) :
(
A−ω(

λ0
)
I
)
u= v ; (1.34)

and by the closed graph theorem, it follows that operator (A−ω(λ0)I)−1 is continuous.
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(2) From assumption (1.28) and the closedness of the set σ(A), it follows that there

exists an annulus

K := {
z ∈ C : t0 < |z|< t1

}
, (1.35)

with some r < t0 < 1< t1 <R such that

σ(A)∩ω(K)=∅. (1.36)

For the operator-valued function

Φ(z) := (
ω(z)I−A)−1, z ∈K, (1.37)

we have, for every z ∈K,

Φ(z)∈�(B), Φ(z) : B �→D(A) (1.38)

and the Laurent series

Φ(z)=
∑
n∈Z

c(n)zn, z ∈K, (1.39)

where

c(n)= 1
2πi

∮
S
Φ(z)z−n−1dz, n∈ Z, (1.40)

see [23]. From the definition of the function Φ, we have, for every z ∈K on B
(
ω(z)I−A)Φ(z)= I, (1.41)

or

AΦ(z)=ω(z)Φ(z)−I. (1.42)

Therefore, the function AΦ is analytic for z ∈K and, by closedness of the operator A,

we deduce that

Ac(n)= 1
2πi

∮
S
AΦ(z)z−n−1dz, n∈ Z, (1.43)

From (1.42), it follows that

Ac(n)= 1
2πi

∮
S

(
ω(λ)Φ(λ)−I)λ−n−1dλ

= 1
2πi

∮
S

∑
k∈Z

∑
m∈Z

akc(m)λk+m−n−1dλ−Iδn,0

=
∑
k∈Z
akc(n−k)−Iδn,0, n∈ Z.

(1.44)

Thus, {c(n)} ∈ �, condition (ii) of the definition of class � is a consequence of the

equality

AΦ(z)=ω(z)Φ(z)−I = Φ(z)A, z ∈K (1.45)

on D(A).
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For a bounded sequence {y(n)}, set

x(n) :=
∑
k∈Z
c(k−n)y(k), n∈ Z. (1.46)

It is clear that

‖x‖∞ ≤
∑
k∈Z

∥∥c(k)∥∥·‖y‖∞. (1.47)

The closedness of A implies that x(n)∈D(A) for n∈ Z, and

Ax(n)=
∑
k∈Z
Ac(k−n)y(k), n∈ Z. (1.48)

From (1.48) and (1.44), it follows that

∑
k∈Z
akx(n+k)−Ax(n)=

∑
k∈Z
ak

∑
m∈Z

c(m−n−k)y(m)−
∑
m∈Z

Ac(m−n)y(m)

=
∑
m∈Z


 ∑
k∈Z
akc(m−n−k)−Ac(m−n)


y(m)

=
∑
m∈Z

Iδm−n,0y(m)=y(n), n∈ Z.

(1.49)

Thus {x(n)} is a bounded solution of (1.27).

To conclude the proof, we have to show that solution {x(n)} is unique. Let {u(n)}
be a bounded solution of (1.27). Then the sequence {v(n) := x(n)−u(n)} is a bounded

solution of the equation

∑
k∈Z
akv(n+k)=Av(n), n∈ Z. (1.50)

Let {w(n)} be a bounded solution of (1.27) with y(n)= v(n), n∈ Z, such that

w(n)=
∑
k∈Z
c(k−n)v(k), n∈ Z, (1.51)

where {c(n)} ∈�. Using (1.50), we obtain

v(n)=
∑
k∈Z
akw(n+k)−Aw(n)

=
∑
k∈Z
ak

∑
m∈Z

c(m−n−k)v(m)−A
∑
m∈Z

c(m−n)v(m)

=
∑
k∈Z
ak

∑
m∈Z

c(m)v(n+k+m)−A
∑
m∈Z

c(m)v(n+m)

=
∑
m∈Z

c(m)


 ∑
k∈Z
akv(n+k+m)−Av(n+m)


= 0̄.

(1.52)
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1.4.1. Examples. We want to illustrate by means of simple examples how Theorem

1.8 may be applied.

(a) It is easy to see that the existence of Theorem 1.3 is a simple consequence of

Theorem 1.8.

(b) The equation

x(n+1)−2x(n)+x(n−1)=Ax(n)+y(n), n∈ Z (1.53)

has a unique bounded solution for every bounded input {y(n)}, if and only if

σ(A)∩[−4,0]=∅. (1.54)

(c) The equation

1
2

(
x(n+1)−x(n−1)

)=Ax(n)+y(n), n∈ Z (1.55)

has a unique bounded solution for every bounded input {y(n)}, if and only if

σ(A)∩{
is | s ∈ [−1,1]

}=∅. (1.56)

(d) For (1.5), we have from Theorem 1.8 the generalization of Theorem 1.3 to the

unbounded operator A.

Remark 1.9. The particular cases of Theorem 1.8 can be improved in different

ways [9].

Theorem 1.8 can be generalized in the following way.

Condition 1.10. Let {U(n) :n∈ Z} ⊂�(B) be a sequence of operators such that

limsup
n→−∞

∥∥U(n)∥∥1/|n| < 1, limsup
n→∞

∥∥U(n)∥∥1/n < 1. (1.57)

Define

Ω(z) :=
∑
n∈Z

U(n)zn. (1.58)

The operator-valued function Ω is defined by Condition 1.10 in some neighbour-

hood of the circle S.

Theorem 1.11. The following statements are equivalent:

(i) the equation ∑
k∈Z
U(k)x(n+k)=Ax(n)+y(n), n∈ Z (1.59)

has a unique bounded solution {x(n)} for every bounded sequence {y(n)};
(ii) for every z ∈ S, the operator

A−Ω(z) (1.60)

has a continuous inverse.

Proof. The argument used to establish Theorem 1.8 can be adapted to get this

result.
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1.5. Equation with periodic coefficients. Let p ∈ N and {A(n) : n ∈ Z} ⊂ �(B) be

a sequence of bounded operators such that

A(n+p)=A(n), n∈ Z. (1.61)

Now, we first consider the equation

x(n+1)=A(n)x(n)+y(n), n∈ Z, (1.62)

where {y(n)} is a bounded sequence in B. It is a simple situation in which the previous

results can be applied. Put

D :=A(p−1)A(p−2)···A(1)A(0). (1.63)

Theorem 1.12 (see [14]). The following statements are equivalent:

(i) equation (1.62) has a unique bounded solution {x(n)} for every bounded se-

quence {y(n)};
(ii) for spectrum σ(D), we have

σ(D)∩S =∅. (1.64)

Proof. (i) implies (ii). Let {x(n)} be a unique solution of (1.62) for a bounded

sequence {y(n)}. Iterating (1.62), we find that

x
(
(n+1)p

)=Dx(np)+z(n), (1.65)

where

z(n) :=
p−2∑
j=0

A(p−1)···A(j+1)y(np+j)+y(np+p−1). (1.66)

The following statements hold:

(1) sequence {z(n)} is bounded;

(2) for every bounded sequence {z(n)} there exists a bounded sequence {y(n)}
such that equality (1.66) holds;

(3) the uniqueness of the solution (1.62) is equivalent to that of solution of (1.65).

Therefore, if (1.62) has a unique bounded solution {x(n)} for every bounded se-

quence {y(n)}, then the equation

u(n+1)=Du(n)+z(n), n∈ Z (1.67)

has a unique bounded solution {u(n)} for every bounded sequence {z(n)}. By use of

Theorem 1.3, we have (1.64).

(ii) implies (i). Given a bounded sequence {y(n)}, we define the bounded sequence

{z(n)} by (1.66). For sequence {z(n)}, by Theorem 1.3, equation (1.67) has a unique
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bounded solution {u(n)}. Sequence {x(n)}, defined by

x(np) :=u(n);
x(np+1) :=A(0)u(n)+y(np);
x(np+k) :=A(k−1)···A(0)u(n)

+
k−2∑
j=0

A(k−1)···A(j+1)y(np+j)+y(np+k−1), 2≤ k≤ p−1, n∈ Z,

(1.68)

is bounded. This sequence {x(n)} is a solution of (1.62) since

A(np)x(np)=A(0)x(np)
= x(np+1)−y(np);

A(np+1)x(np+1)=A(1)x(np+1)

= x(np+2)−y(np+1);

A(np+k)x(np+k)=A(k)x(np+k)
= x(np+k+1)−y(np+k), 1≤ k≤ p−1.

(1.69)

The uniqueness is immediate.

Remark 1.13. Condition (1.64) is equivalent, for every k ∈ {1,2, . . . ,p−1}, to the

following equality:

σ
(
A(k−1)···A(0)A(p−1)A(p−2)···A(k))∩S =∅. (1.70)

This follows from the relation

σ(AC)\{0} = σ(CA)\{0} (1.71)

which holds for every {A,C} ⊂ �(B). Indeed, if z ≠ 0 and operator AC −zI has an

inverse E, then operator z−1(CEA−I) is inverse to CA−zI.
Let a function ω satisfy Condition 1.6 and {ak : k ∈ Z} be its Laurent series coeffi-

cients. We now consider the equation
∑
k∈Z
akx(n+k)=A(n)x(n)+y(n), n∈ Z (1.72)

for a bounded sequence {y(n)} in B. Equation (1.72) can be rewritten as an equa-

tion from Theorem 1.12 by the following way. Let Bp be a Banach space of column-

vectors �u with coordinates u(1),u(2), . . . ,u(p) from B and with norm

‖�u‖ := max
1≤k≤p

∥∥u(k)∥∥. (1.73)

Denote by

�x(n) := (
x(np),x(np+1), . . . ,x(np+p−1)

)′,
�y(n) := (

y(np),y(np+1), . . . ,y(np+p−1)
)′, (1.74)
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where “′” means the transition to column-vector. Let

A :=




A(0) Θ Θ ··· Θ
Θ A(1) Θ ··· Θ
Θ Θ A(2) ··· Θ
...

...
...

. . .
...

Θ Θ Θ ··· A(p−1)



,

U(j) :=




Iajp Iajp+1 Iajp+2 ··· Iajp+p−1

Iajp−1 Iajp Iajp+1 ··· Iajp+p−2

Iajp−2 Iajp−1 Iajp ··· Iajp+p−3

...
...

...
. . .

...

Iajp−p+1 Iajp−p+2 Iajp−p+3 ··· Iajp




(1.75)

for j ∈ Z. Then {A,U(j)} ⊂ �(Bp). It is a direct matter to verify that the problem of

existence of a bounded solution for (1.72) in B is equivalent to the problem of existence

of a bounded solution for the equation

∑
j∈Z
U(j)�x(n+j)=A�x(n)+ �y(n), n∈ Z (1.76)

in Bp .

Lemma 1.14. If Condition 1.6 for function ω holds, then

limsup
n→−∞

∥∥U(n)∥∥1/|n| < 1, limsup
n→∞

∥∥U(n)∥∥1/n < 1. (1.77)

Proof. This result can be established by direct calculation.

Put

Φj(z) := I
∑
n∈Z

anp+jzn, 0≤ j ≤ p−1. (1.78)

Lemma 1.15. Given z of some neighbourhood of S, the following equalities hold

Ω(z)=
∑
n∈Z

U(n)zn =




Φ0(z) Φ1(z) Φ2(z) ··· Φp−1(z)
zΦp−1(z) Φ0(z) Φ1(z) ··· Φp−2(z)
zΦp−2(z) zΦp−1(z) Φ0(z) ··· Φp−3(z)

...
...

...
. . .

...

zΦ1(z) zΦ2(z) zΦ3(z) ··· Φ0(z)



. (1.79)

Proof. This is immediate.

Lemma 1.16. Equation (1.72) has a unique bounded solution for every bounded se-

quence {y(n)} if and only if the operator

A−Ω(z) (1.80)

has a continuous inverse for every z ∈ S.
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Proof. This is a direct consequence of Theorem 1.12 and Lemmas 1.14 and 1.15.

Lemma 1.16 is not the final result for (1.72), since the analysis of spectrum of op-

erator A−Ω(z) is not simple even for particular cases.

Exercise. Characterize the bounded operators A, C such that the equation

x(n+1)= (A+C sinn)x(n)+y(n), n∈ Z (1.81)

has a unique bounded solution {x(n) : n ∈ Z} for every bounded sequence {y(n) :

n∈ Z}.
1.6. Nonlinear equation. We now consider an example of nonlinear difference equa-

tion which satisfied the Lipschitz condition nonlinearity. This equation is connected

with (1.27).

Theorem 1.17. Let A be a closed linear operator with dense domain D(A) in B
and a function ω satisfying Condition 1.6 with Laurent series coefficients {ak}. Let the

sequence {c(n)} ∈� corresponds to the operatorA and the functionω in Theorem 1.8.

If f : B→ B such that

∥∥f(u)−f(v)∥∥≤ L‖u−v‖, {u,v} ⊂ B (1.82)

with L > 0, and

Lmax


 ∑
n∈Z

∥∥c(n)∥∥,∑
n∈Z

∥∥Ac(n)∥∥

< 1, σ(A)∩ω(S)=∅, (1.83)

then the equation

∑
k∈Z
akx(n+k)=Ax(n)+f

(
x(n)

)+y(n), n∈ Z (1.84)

has a unique bounded solution for every bounded sequence {y(n)}.
Proof. Let {y(n)} be a bounded sequence in B. Consider the following successive

approximations:

x0(n)= 0̄, n∈ Z, (1.85)

and for m≥ 0

∑
k∈Z
akxm+1(n+k)=Axm+1(n)+f

(
xm(n)

)+y(n), n∈ Z. (1.86)

By Theorem 1.8, for every m ≥ 0, (1.86) has a unique bounded solution {xm(n)} ⊂
D(A) and

xm+1(n)=
∑
k∈Z
c(k−n)(f (xm(k))+y(n)), n∈ Z, m≥ 0. (1.87)



PERIODICITY IN DISTRIBUTION. I. DISCRETE SYSTEMS 77

By induction, it is easy to see that, for m≥ 1,

∥∥xm+1(n)−xm(n)
∥∥≤ Lq1

∥∥xm−xm−1

∥∥∞ ≤ (
Lq1

)m(∥∥f (0̄)∥∥+‖y‖∞), (1.88)

where

q1 :=
∑
k∈Z

∥∥c(k)∥∥. (1.89)

Therefore, for every n∈ Z, there is an element x(n)∈ B such that

xm(n) �→ x(n), n �→∞ (1.90)

in norm topology. By the closedness of A, we have

Axm+1(n)=
∑
k∈Z
Ac(k−n)(f (xm(k))+y(k)), n∈ Z, m≥ 1. (1.91)

This implies the following:

∥∥Axm+1(n)−Axm(n)
∥∥≤ (

Lq2
)m(∥∥f(0̄)∥∥+‖y‖∞), m≥ 1 (1.92)

for every n∈ Z and

q2 :=
∑
k∈Z

∥∥Ac(k)∥∥. (1.93)

Hence, for every n∈ Z, there is an element u(n)∈ B such that

Axm(n) �→u(n), m �→∞. (1.94)

Then the closedness of A implies that

∀n∈ Z : x(n)∈D(A), Ax(n)=u(n). (1.95)

It is clear that the sequence {x(n)} is bounded. We can apply (1.87) and (1.91) for

m→∞ to obtain

x(n)=
∑
k∈Z
c(k−n)(f (x(k))+y(k)), n∈ Z;

Ax(n)=
∑
k∈Z
Ac(k−n)(f (x(k))+y(k)), n∈ Z.

(1.96)

By (1.44), we have (1.86).

1.7. Nonlinear operator equation

Definition 1.18. A sequence Y := {Y(n) :n∈ Z} ⊂�(B) is bounded if

‖Y‖∞ := sup
n∈Z

∥∥Y(n)∥∥<+∞. (1.97)
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Let A be a densely defined operator in B with domain D(A). In this section, we

consider one example of the essentially nonlinear difference equation

AX(n)=X(n)(X(n+1)−X(n−1)
)+Y(n), n∈ Z (1.98)

for an operator sequence {X(n)} and the given bounded sequence of operators {Y(n)}.
Definition 1.19. A sequence X:={X(n)} of operators is called a solution of (1.98),

if

(i) for all n∈ Z, X(n) : B→D(A), AX(n)∈�(B);
(ii) equation (1.98) holds.

Theorem 1.20 (see [19]). Let A be a densely defined operator in B with domain

D(A). If there is an operator W ∈�(B) such that

(i) W : B→D(A), AW = I on B;

(ii) for a sequence Y , we have the inequality

8‖W‖2‖Y‖∞ ≤ 1. (1.99)

Then (1.98) has a bounded solution.

Proof. Let Y be a bounded sequence which satisfies (1.99). We consider a sequence

{Xm :m≥ 0}, for n∈ Z, given by

X0(n) :=WY(n),

Xm(n) :=
m−1∑
k=0

WXm−k−1(n)
(
Xk(n+1)−Xk(n−1)

)
, m≥ 1.

(1.100)

It can be easily checked that

∥∥Xm∥∥∞ ≤ 2‖W‖
m−1∑
k=0

∥∥Xm−k−1

∥∥∞∥∥Xk∥∥∞, m≥ 1;

∥∥X0

∥∥∞ ≤ ‖W‖·‖Y‖∞.
(1.101)

By induction and by the following identity for n≥ 1

n∑
k=0

Cn−k2n−2kC
k
2k

1
k+1

= 1
2
Cn+1

2(n+1), (1.102)

(see, e.g., [37, Chapter 3, Problems, 11.(a)]) we have

∥∥Xm∥∥∞ ≤ 1
m+1

Cm2m2m‖W‖2m+1‖Y‖m+1
∞ , m≥ 0. (1.103)

For n≥ 2, the number

1
n
Cn−1

2n−2 (1.104)

is called the nth Catalan number. Then, by (1.99) and (1.103), the series

X(n) :=
∞∑
k=0

Xm(n) (1.105)
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converges in the operator norm for every n∈ Z, since

Cm2m 

22m
√
πm

, m �→∞. (1.106)

By definition, for every m≥ 0, n∈ Z, N ≥ 1, and z ∈ B,

Xm(n)z ∈D(A),
N∑
k=0

Xm(n)z ∈D(A),

A


 N∑
m=0

Xm(n)z


= Y(n)z+ N∑

m=1

m−1∑
k=0

Xm−k−1(n)
(
Xk(n+1)−Xk(n−1)

)
z.

(1.107)

Relation (1.103) implies also the convergence of the series

Y(n)z+
∞∑
m=1


m−1∑
k=0

Xm−k−1(n)
(
Xk(n+1)−Xk(n−1)

)z (1.108)

in norm B, n∈ Z. Thus by the closedness of A, for every n∈ Z,

X(n)z ∈D(A),

AX(n)= Y(n)z+
∞∑
m=1


m−1∑
k=0

Xm−k−1(n)
(
Xk(n+1)−Xk(n−1)

)z. (1.109)

Hence

AX(n)=X(n)(X(n+1)−X(n−1)
)+Y(n), n∈ Z. (1.110)

Remarks. (3) The proof of Theorem 1.20 contains the successive approximations

for the solution of (1.98).

(4) If ‖Y‖∞ > 0, then the sequence {X(n)=Θ :n∈ Z} is not a solution of (1.98).

1.8. Stability of solutions under perturbation of operator coefficients

Theorem 1.21 (see [11, 12]). Let the operators

{
A;Am(n),n∈ Z,m≥ 1

}⊂�(B) (1.111)

satisfy the following conditions:

(i) σ(A)∩S =∅;

(ii) δm := sup{‖Am(n)−A‖ |n∈ Z} → 0, m→∞.

Let {y(n)} be a bounded sequence in B.

Then the equation

x(n+1)=Ax(n)+y(n), n∈ Z, (1.112)

and, for every m greater than some m0 ∈N, the equation

xm(n+1)=Am(n)xm(n)+y(n), n∈ Z (1.113)

have bounded solutions {x(n)} and {xm(n)}, respectively, and
∥∥x−xm∥∥∞ �→ 0, m �→∞. (1.114)
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Proof. Equation (1.112) has a unique bounded solution by Theorem 1.3. Letm0 ∈
N such that Lδm < 1 form≥m0, see the proof of Theorem 1.3. To prove the existence

of the solution of (1.113) for m ≥ m0, we construct by Theorem 1.3 the following

successive approximations:

x0
m(n) := 0̄, n∈ Z;

xj+1
m (n+1)=Axj+1

m (n)+(
Am(n)−A

)
xjm(n)+y(n), n∈ Z, j ≥ 0.

(1.115)

It is easy to verify that

∆jm ≤ Lδm∆j−1
m , j ≥ 1, (1.116)

where ∆jm := ‖xj+1
m −xjm‖∞, j ≥ 1. Therefore, for every n ∈ Z, there is an element

xm(n)∈ B such that in B-norm,

xjm(n) �→ xm(n), j �→∞;
∥∥xm∥∥∞ <+∞. (1.117)

Taking the limit in j in both sides of equality (1.115), we conclude that xm is a solution

of (1.113). By (1.112) and (1.113), it follows that

∥∥x−xm∥∥∞ ≤ Lδm∥∥xm∥∥,
∥∥x−xm∥∥∞ ≤ Lδm

1−Lδm ‖y‖∞, m≥ 1.
(1.118)

Theorem 1.22 (see [12]). Let operators from �(B)

A(n), Am(n), n∈ Z, m≥ 1, (1.119)

satisfy the following conditions for fixed p ∈N:

(i) for all n∈ Z, A(n+p)=A(n);
(ii) σ(A(p−1)A(p−2)···A(1)A(0))∩S =∅;

(iii) sup(‖Am(n)−A(n)‖ |n∈ Z)→ 0, m→∞.

Let {y(n)} be a p-periodic sequence in B. Then the equation

x(n+1)=A(n)x(n)+y(n), n∈ Z (1.120)

and, for every m greater than some m0 ∈N, the equation

xm(n+1)=Am(n)xm(n)+y(n), n∈ Z (1.121)

have a unique p-periodic solution {x(n)} and a unique bounded solution {xm(n)},
respectively; and

∥∥x−xm∥∥∞ �→ 0, m �→∞. (1.122)

Proof. By Theorem 1.12, the proof is analogous to that of Theorem 1.21 and is

omitted. Some other results about stability of bounded solutions can be found in [10].
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1.9. Boundary value problem for difference equation. We return to (1.5) and con-

sider the following boundary value problem. Let the integer numbers {n1,n2} ⊂ Z,

n1 <n2 be given. The boundary value problem to (1.5) is the following. Let a1, a2, and

{y(n1),y(n1+1), . . . ,y(n2−1)} be arbitrary elements from B. It is possible to find

elements {x(n1),x(n1+1), . . . ,x(n2)} ⊂ B such that

x(n+1)=Ax(n)+y(n), n1 ≤n≤n2−1;

x
(
n1

)= a1, x
(
n2

)= a2.
(1.123)

However, it is easy to see that this problem does not have a solution in general. We

consider the correct boundary value problem to (1.5) with an operator A satisfying

condition (1.6). Let B− = P−B, B+ = P+B, both B− and B+ are invariant under A.

Theorem 1.23. Let A be an operator satisfying condition (1.6). For arbitrary a1 ∈
B−, a2 ∈ B+, and {y(n1),y(n1+1), . . . ,y(n2−1)} ⊂ B, the following problem:

x(n+1)=Ax(n)+y(n), n1 ≤n≤n2−1;

P−x
(
n1

)= a1, P+x
(
n2

)= a2
(1.124)

has a unique solution {x(n1),x(n1+1), . . . ,x(n2)}.
Proof. Ignoring a trivial case, we suppose that σ− ≠∅ and σ+ ≠∅. Let A− :=AP−,

A+ := AP+, and x− := P−x, x+ := P+x for x ∈ B. If {x(n1),x(n1+1), . . . ,x(n2)} is a

solution of (1.124) in B, then {x−(n1),x−(n1 + 1), . . . ,x−(n2)} is a solution of the

problem

x−(n+1)=A−x−(n)+y−(n), n1 ≤n≤n2−1;

x−
(
n1

)= a1,
(1.125)

in B−; and {x+(n1),x+(n1+1), . . . ,x+(n2)} is a solution of the problem

x+(n+1)=A+x+(n)+y+(n), n1 ≤n≤n2−1;

x+
(
n2

)= a2,
(1.126)

in B+. Rewrite (1.126) as

x+(n)=A−1
+ x+(n+1)−A−1

+ y+(n), n1 ≤n≤n2−1;

x+
(
n2

)= a2.
(1.127)

Problem (1.125) is an initial-value problem and problem (1.127) is a reverse initial-

value problem. It is trivial that

x−(n)=
n−n1−1∑
j=0

Aj−y−(n−j−1)+An−n1− a1, n > n1,

x+(n)=−
−1∑

j=n−n2

Aj+y+(n−j−1), n < n2.

(1.128)

It is easy to see that {x(n) := x−(n)+x+(n),n1 ≤n2} is a unique solution to (1.124).
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Write x(n;n1,n2,a1,a2) := x(n) for a solution of problem (1.124) with n1≤n≤n2.

Theorem 1.24. Let A be an operator satisfying condition (1.6) and let {y(n)} be a

bounded sequence in B. For any n∈ Z and c > 0,

lim
n1→−∞,n2→+∞

sup
‖a1‖≤c,‖a2‖≤c

∥∥x(n;n1,n2,a1,a2
)−z(n)∥∥= 0, (1.129)

where z is a unique bounded solution to (1.5).

Proof. This follows from the proofs of Theorems 1.3 and 1.23.

2. Periodic random sequences in Banach spaces. Strictly periodic in distribution

random sequences, second-order periodic random sequences and their connection

between themselves and with stationary sequences are the topics of this section. We

discuss the basic properties of the periodic in distribution random sequences in a

Banach space. The second-order periodic and weakly second-order periodic processes

in a Hilbert space are treated. The results of Sections 1 and 2 are the basis to study

the stochastic difference equations with periodic disturbances or periodic structure.

The definition of the second-order periodic C-valued process has been introduced by

Gladyshev [18], where spectral properties of second-order periodic process have also

been considered. For Hilbert-valued process, it is natural to consider two definitions

for the second-order periodicity which are identical in finite-dimensional space. For

more details see [9]. Periodicity often arises in economic and geophysical time series,

see the article by Troutman [40], where sufficient conditions for existence of the real

periodic solution to difference equations are given. In Jiri [24, 25], the methods for

the statistical analysis of the periodic autoregressive processes in finite-dimensional

space are given. Periodic in distribution and the second-order periodic random pro-

cesses have been considered by Morozan [33]. The statistical problems including the

estimation of correlation function for the second-order periodic processes have been

investigated by Pagano [36]. Almost periodic in distribution processes with discrete

time have also been considered [21, 33]. Some methods of analysis of stationary ran-

dom sequences in a Banach space can be found in [3, 31, 34].

2.1. Periodic in distribution random sequences. Let (B,‖·‖) be a complex sepa-

rable Banach space with the zero element 0̄ and let B∗ be its dual space. Let �(B) be

the Borel σ -algebra on B. We refer to [27] for the basic B-valued random variables or

random elements theory. All random elements which arise in the next sections are con-

sidered on a complete probability space (Ω,�,P). Further, all equalities, inequalities,

and so on, with the random elements or random variables mean those almost surely.

Definition 2.1. The mapping

x : Z×Ω �→ B (2.1)

is called a B-valued random process with discrete time or random sequence in B if, for

each n∈ Z, the mapping

x(n) := x(n,·) :Ω �→ B (2.2)
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is a B-valued random element. For each ω ∈ Ω, the sequence {x(n,ω) : n ∈ Z} is

called trajectory of the random process:

{
x(n) :n∈ Z} or

{
x(n,ω) :n∈ Z}. (2.3)

Let

BZ := {{
u(n) :n∈ Z} | ∀n∈ Z :u(n)∈ B} (2.4)

be the set of all sequences with elements from B; and, for each j ∈ Z, let

πj
({
u(n) :n∈ Z}) :=u(j). (2.5)

The σ -algebra in the space BZ is defined as

�Z := σa

⋃
j∈Z
π−1
j

(
�(B)

). (2.6)

For every random process {x(n) :n∈ Z} there is a correspondent probability mea-

sure µx on �Z, which is defined by the equality

µx(A) := P
[
ω | {x(n,ω) :n∈ Z}∈A], A∈�Z. (2.7)

By the well-known Kolmogorov theorem, see, for instance, [17], the measure µx is

uniquely restored by collection of the finite-dimensional distributions

{
µIx : I ⊂ Z, I is finite set

}
, (2.8)

where for every given I, the measure µIx is a unique extension on

σa


⋃
j∈I
π−1
j

(
�(B)

), (2.9)

of the function

µIx


∏
j∈I
Aj


 := P


⋂
j∈I

{
ω | x(j,ω)∈Aj

}, Aj ∈�(B), j ∈ I. (2.10)

Define, for every j ∈ Z, the map θ(j) : BZ→ BZ as

θ(j)
({
x(n) :n∈ Z}) := {

x(n+j) :n∈ Z}. (2.11)

The map θ(j) is one-to-one and the maps θ(j) and θ(j)−1 are measurable. For a

random process {x(n) :n∈ Z}, let

µθ(j)x (2.12)

be the measure which corresponds to the process

θ(j)
{
x(n) :n∈ Z} := {

x(n+j) :n∈ Z}. (2.13)
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We have

µθ(j)x = µxθ(j)−1. (2.14)

Let a number p ∈N be fixed.

Definition 2.2. A B-valued random process {x(n) : n ∈ Z} is called periodic of

the period p in distribution or p-periodic in distribution, if, for every

n∈N, {
m1,m2, . . . ,mn

}⊂ Z, {
A1,A2, . . . ,An

}⊂�(B), (2.15)

the function

Z�n � �→ P


 n⋂
j=1

{
ω | x(mj+n,ω

)∈Aj}

 (2.16)

is periodic on Z of period p.

Remarks. (1) A periodic of period p = 1 in distribution random processes is sta-

tionary.

(2) A stationary random process is periodic of period p in distribution for every

p ∈N.

Definition 2.3. The B-valued random processes
{
xj(n) :n∈ Z}, 1≤ j ≤m, (2.17)

are called periodically with period p connected or periodically connected, if the Bm-

valued random process
{(
x1(n),x2(n), . . . ,xm(n)

)
:n∈ Z} (2.18)

is periodic of period p in distribution.

We refer to [9, Chapter 2] for basic properties of periodic in distribution processes

and list only several that we need later.

Lemma 2.4. A process {x(n) : n ∈ Z} is periodic in distribution of period p if and

only if

µxθ(p)−1 = µx. (2.19)

Proof. By the Kolmogorov theorem, it is sufficient to prove equality (2.19) only for

finite-dimensional distributions (2.8); and, therefore, by uniqueness of an extension

of a measure, it suffices to prove (2.19) for functions (2.10). See Definition 2.2.

Lemma 2.5. A B-valued process {x(n) :n∈ Z} is periodic of period p in distribution

if and only if the Bp-valued process
{
�x(n) := (

x(np),x(np+1), . . . ,x(np+p−1)
)

:n∈ Z} (2.20)

is stationary.

Proof. We first show that if {x(n) : n ∈ Z} is p-periodic in distribution, then

process (2.20) is stationary. Let

n∈N, {
m1, . . . ,mn

}⊂ Z, A1, . . . ,An, (2.21)
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where

Aj =Aj0×···×Aj(p−1), Ajk ∈�(B), 1≤ j ≤n, 0≤ k≤ p−1 (2.22)

is given. By uniqueness of an extension of measure from semi-algebra to the σ -algebra

generated by semi-algebra, (see, e.g., [22] and Definition 2.2) we have

P


 n⋂
j=1

{
ω | �x(mj+1

)∈Aj}

= P


 n⋂
j=1

p−1⋂
k=0

{
ω | x((mj+1

)
p+k)∈Ajk}




= P


 n⋂
j=1

p−1⋂
k=0

{
ω | x(mjp+k

)∈Ajk}



= P


 n⋂
j=1

{
ω | �x(mj

)∈Aj}

.

(2.23)

Now, assume that (2.20) is stationary. Given any

n∈N, {
m1, . . . ,mn

}⊂ Z, {
A1, . . . ,An

}⊂�(B), (2.24)

put mj = (pj+1)p+kj , where {p1, . . . ,pn} ⊂ Z and 0 ≤ kj ≤ p−1, 1 ≤ j ≤ n. For the

sets

Cjl :=

Aj, l= kj ;
B, l≠ kj ;

(2.25)

where 1≤ j ≤n, 0≤ l≤ p−1, and

Cj := Cj0×···×Cj(p−1), 0≤ j ≤n, (2.26)

from Definition 2.2 for (2.20), we have

P


 n⋂
j=1

{
ω | x(mj+p

)∈Aj}

= P


⋂
j=1

{
ω | x((pj+1

)
p+kj

)∈Aj}



= P


 n⋂
j=1

{
ω | �x(pj+1

)∈ Cj}



= P


⋂
j=1

{
ω | �x(pj)∈ Cj}




= P


 n⋂
j=1

{
ω | x(mj

)∈AJ}

.

(2.27)

Theorem 2.6. Let {x(n) :n∈ Z} be a p-periodic in distribution random process in

B, B1 a complex separable Banach space, and m∈N. Suppose that a map

g : Z×Bm �→ B1 (2.28)
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satisfies the conditions

∀n∈ Z ∀�x ∈ Bm : g(n+p, �x)= g(n, �x); g(n,·)∈ C(Bm,B1
)
. (2.29)

Then, for every n1, . . . ,nm from Z, the B1-valued random process

{
g
(
n,x

(
n+n1

)
,x

(
n+n2

)
, . . . ,x

(
n+nm

))
:n∈ Z} (2.30)

is p-periodic in distribution.

Proof. Let

k∈N, {
t1, . . . , tk

}⊂ Z, {
A1, . . . ,Ak

}⊂�
(
B1

)
(2.31)

be given. We have, clearly,

Cj := {
�x ∈ Bm | g(tj+p, �x)∈Aj}= {

�x ∈ Bm | g(tj, �x)∈Aj}, 1≤ j ≤ k. (2.32)

Define for j, 1≤ j ≤ k,

�x
(
tj
)

:= (
x
(
tj+n1

)
,x

(
tj+n2

)
, . . . ,x

(
tj+nm

))
. (2.33)

To prove the theorem, we use Definition 2.2 to show that

P


 k⋂
j=1

{
ω | �x(tj+p)∈ Cj}


= P


 k⋂
j=1

{
ω | �x(tj)∈ Cj}


. (2.34)

By periodicity of the process {x(n) :n∈ Z}, equality (2.34) holds for the sets

Cj = Cj1×···×Cjm, Cjl ∈�(B), 1≤ j ≤ k, 1≤ l≤m. (2.35)

Therefore, (2.34) holds by the uniqueness of extension of measure.

Corollary 2.7. Let {x(n) : n ∈ Z} be a p-periodic in distribution random process

in B.

(i) The process

{∥∥x(n)∥∥ :n∈ Z} (2.36)

is p-periodic in distribution in R.

(ii) For any g ∈ B∗, the process

{〈
g,x(n)

〉
:n∈ Z} (2.37)

is p-periodic in distribution in C.

(iii) If a function a : Z→ B is p-periodic, then the process

{
a(n)+x(n) :n∈ Z} (2.38)

is p-periodic in distribution in B.
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(iv) If a function A : Z→�(B,B1) is p-periodic, then the process
{
A(n)x(n) :n∈ Z} (2.39)

is p-periodic in distribution in B1.

(v) If the processes {xj(n) :n∈ Z}, j = 1,2 are periodically connected with period p,

then the process
{
x1(n)+x2(n) :n∈ Z} (2.40)

is p-periodic in distribution in B.

Theorem 2.8. Let m ∈ N and let {x(n) : n ∈ Z} be p-periodic in distribution in B.

Suppose that F ∈ C(Bm,C) and numbers {n1, . . . ,nm} ⊂ Z such that

E
∣∣F(x(n1

)
, . . . ,x

(
nm

))∣∣<+∞. (2.41)

Then

∀j ∈ Z : EF
(
x
(
n1+jp

)
, . . . ,x

(
nm+jp

))= EF
(
x
(
n1

)
, . . . ,x

(
nm

))
. (2.42)

Proof. We establish the result for j = 1. For {n1, . . . ,nm} ⊂ Z, m∈N, let µ(n1, . . . ,
nm;·) be the distribution on �(Bm) of the random element (x(n1), . . . ,x(nm)). Note

that

µ
(
n1, . . . ,nm;A1×···×Am

)= P


 m⋂
k=1

{
ω : x

(
nk

)∈Ak}

, (2.43)

for every measurable parallelepiped:

A1×A2×···×Am,
{
A1, . . . ,Am

}⊂�(B). (2.44)

Then, according to Definition 2.2, we have

µ
(
n1, . . . ,nm;A1×···×Am

)= µ(n1+p,. . . ,nm+p;A1×···×Am
)
. (2.45)

Therefore, the measures µ(n1, . . . ,nm;·) and µ(n1+p,. . . ,nm+p) coincide, since the

σ -algebra �(Bm) is generated by measurable parallelepipeds. Then

EF
(
x
(
n1

)
, . . . ,x

(
nm

))=
∫
Bm
F
(
u1, . . . ,um

)
dµ

(
n1, . . . ,nm;·)

=
∫
Bm
F
(
u1, . . . ,um

)
dµ

(
n1+p,. . . ,nm+p;·)

= EF
(
x
(
n1+p

)
, . . . ,x

(
nm+p

))
.

(2.46)

Corollary 2.9. Let {x(n) :n∈ Z} be p-periodic in distribution in B and

E
∥∥x(k)∥∥α <+∞, 1≤ k≤ p, (2.47)

where α> 0.

Then the function

Z�n � �→ E
∥∥x(n)∥∥α (2.48)

is p-periodic on Z.
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Theorem 2.10. The following assertions are equivalent:

(i) a process {x(n) :n∈ Z} is p-periodic in distribution in B;

(ii) for all m ∈ N, for all {n1, . . . ,nm} ⊂ Z, for all F ∈ C(Bm), supBm |F| < +∞, the

function

Z�n � �→ EF
(
x
(
n1+n

)
, . . . ,x

(
nm+n

))
(2.49)

is p-periodic.

Proof. (i) implies (ii). This follows directly from Theorem 2.8.

(ii) implies (i). It is enough to show that the measures µ(n1, . . . ,nm;·) and µ(n1+
p,. . . ,nm +p) are equal for every m ∈ N and {n1, . . . ,nm} ⊂ Z. Therefore, we may

equivalently prove the equality of the corresponding characteristic functions, see [2].

However, by Theorem 2.8, it follows that for every g ∈ (Bm)∗,

µ̂
(
n1, . . . ,nm

)
(g) := Eexp

(
iRe

〈
g,

(
x
(
n1

)
, . . . ,x

(
nm

))〉)
= exp

(
iRe

〈
g,

(
x
(
n1+p

)
, . . . ,x

(
nm+p

))〉)
=: µ̂

(
n1+p,. . . ,nm+p

)
(g).

(2.50)

Corollary 2.11. A random process {x(n) :n∈ Z} in B is p-periodic in distribution,

if and only if the functions

Z�n � �→ Ecos


 m∑
j=1

Re
〈
gj,x

(
nj+n

)〉,

Z�n � �→ Esin


 m∑
j=1

Re
〈
gj,x

(
nj+n

)〉
(2.51)

are p-periodic on Z for every

m∈N, {
n1, . . . ,nm

}⊂ Z, {
g1, . . . ,gm

}⊂ B∗. (2.52)

Theorem 2.12. Let {x(n) : n ∈ Z} be a p-periodic in distribution process in B and

let a function f : BZ→ B1 be �Z−�(B1) be measurable.

Then the process

{
f
({
x(n+k) : k∈ Z}) :n∈ Z} (2.53)

is p-periodic in distribution in B1.

Proof. Given

m∈N, {
n1, . . . ,nm

}⊂ Z, {
A1, . . . ,Am

}⊂�
(
B1

)
, (2.54)

define

Ck := f−1(Ak), Ck ∈�Z, 1≤ k≤m. (2.55)
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It is obvious that

P


 m⋂
k=1

{
ω | f ({x(nk+j) : j ∈ Z})∈Ak}




= P


 m⋂
k=1

{
ω | {x(nk+j) : j ∈ Z}∈ Ck}




= P


 m⋂
k=1

{
ω | θ(nk){x(j) : j ∈ Z}∈ Ck}




= P


 m⋂
k=1

{
ω | {x(j) : j ∈ Z}∈ θ(−nk)Ck}




= P


{ω | {x(j) : j ∈ Z}∈ m⋂

k=1

θ
(−nk)Ck}




=: µx


 m⋂
k=1

θ
(−nk)Ck


.

(2.56)

By Lemma 2.4, we have

µx


 m⋂
k=1

θ
(−nk)Ck


= µx


 m⋂
k=1

θ
(−nk−p)Ck


; (2.57)

and, it follows from (2.56), that

P


 m⋂
k=1

{
ω | f ({x(nk+j) : j ∈ Z})∈Ak}




= P


 m⋂
k=1

{
ω | f ({x(nk+p+j) : j ∈ Z})∈Ak}


.

(2.58)

Example 2.13. Let {x(n) :n∈ Z} be a p-periodic in distribution process such that

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p. (2.59)

Assume that

{
A(k) : k∈ Z}⊂�(B),

∑
k∈Z

∥∥A(k)∥∥<+∞. (2.60)

Then, for every n∈ Z, the series

y(n) :=
∑
k∈Z
A(k)x(n−k) (2.61)

converges almost surely in B-norm and {y(n) :n∈ Z} is p-periodic in distribution.

Theorem 2.14. Let {xt(n) :n∈ Z}, t ∈N, be a sequence ofp-periodic in distribution

processes and let {x(n) :n∈ Z} be a process such that, for every n∈ Z,

∀ε > 0 : P
[∥∥xt(n)−x(n)∥∥≥ ε] �→ 0, t �→∞. (2.62)
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Then {x(n) :n∈ Z} is p-periodic in distribution in B.

Proof. Let

µt
(
n1, . . . ,nm;·), µ

(
n1, . . . ,nm;·) (2.63)

be the distributions of the random elements

(
xt

(
n1

)
, . . . ,xt

(
nm

))
,

(
x
(
n1

)
, . . . ,x

(
nm

))
, (2.64)

respectively, for m∈N, {n1, . . . ,nm} ⊂ Z. Then

µt
(
n1, . . . ,nm;·) �→ µ(n1, . . . ,nm;·), t �→∞ (2.65)

in distribution. Hence, for every

F ∈ C(Bm,C), sup
Bm

|F|<+∞, (2.66)

we have

EF
(
xt

(
n1

)
, . . . ,xt

(
nm

))
�→ EF

(
x
(
n1

)
, . . . ,x

(
nm

))
, t �→∞. (2.67)

By (2.67) and by Theorem 2.8,

EF
(
x
(
n1+p

)
, . . . ,x

(
nm+p

))= EF
(
x
(
n1

)
, . . . ,x

(
nm

))
. (2.68)

Therefore, by Theorem 2.10 {x(n) :n∈ Z} is p-periodic in distribution.

Example 2.15. Let {x(n) :n∈ Z} be a p-periodic in distribution process in B such

that

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p. (2.69)

Let {ξk : k ∈ Z} be a stationary process in C such that E|ξ0| < +∞. If the processes

{x(n)} and {ξk} are independent, then the processes

y(n) :=
n∑

k=−∞

ξn−k
1+(n−k)2x(k), z(n) :=

∑
k∈Z

ξk
1+k2

x(n−k); n∈ Z, (2.70)

are p-periodic in distribution.

2.2. Second-order periodic random process in Hilbert spaces. In this section, we

develop the concept of a second-order periodic random process and give some of

its basic properties. Let (Ω,�,P) be a complete probability space, and let (H,(·,·))
be a complex separable Hilbert space with inner product (·,·) and corresponding

norm ‖·‖.
Let x(k) and x(n) be H-valued random variables such that

E
∥∥x(k)∥∥2 <+∞, E

∥∥x(n)∥∥2 <+∞. (2.71)
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Then the Bochner integrals

Ex(k)=
∫
H
x(k)dP, Ex(n)=

∫
H
x(n)dP (2.72)

are well defined. Define

r(k,n) := E
(
x(k)−Ex(k),x(n)−Ex(n)

)
. (2.73)

The function

bk,n(u,v) := E
((
x(k)−Ex(k),u

)(
x(n)−Ex(n),v

))
, {u,v} ⊂H (2.74)

is a continuous bilinear mapping. By the Riesz theorem, there is a unique linear bound-

ed operator Sk,n such that

bk,n(u,v)=
(
u,Sk,nv

)
, {u,v} ⊂H. (2.75)

The operator Sk,n is called joint covariance of x(k) and x(n). It is known (see, e.g.,

[28, 39]) that

(i) S∗k,n = Sn,k;
(ii) the operator Sn,n is selfadjoint nonnegative and nuclear;

(iii) the following relations hold:

trSn,n = E
∥∥x(n)−Ex(n)

∥∥2, tr
(
S∗k,nSk,n

)1/2 <+∞,
∣∣(u,Sk,nv)∣∣2 ≤ (

Sk,ku,u
)(
Sn,nv,v

)
; {u,v} ⊂H;

(2.76)

(iv) for every orthonormal basis {ej : j ≥ 1}, the equality

r(k,n)=
∞∑
j=1

(
ej,Sk,nej

)
(2.77)

holds.

Definition 2.16. Let {x(n) :n∈ Z} be an H-valued random process such that

∀n∈ Z : E
∥∥x(n)∥∥2 <+∞. (2.78)

The process {x(n) :n∈ Z} is called weakly second-order (WSO) p-periodic, if

(i) for all n∈ Z, Ex(n+p)= Ex(n);
(ii) for all {k,n} ⊂ Z, r(k+p,n+p)= r(k,n).

A WSO 1-periodic process is called WSO stationary.

Lemma 2.17. If {x(n) :n∈ Z} is WSO p-periodic in H, then the Hp-valued process

�x(n) := (
x(np),x(np+1), . . . ,x(np+p−1)

)
, n∈ Z (2.79)

is WSO stationary.
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Proof. Let {x(n) : n ∈ Z} be a WSO p-periodic process in H. It can be easily

checked that E�x(n)= E�x(0), n∈ Z and

E
(
�x(n)−E�x(n), �x(m)−E�x(m)

)= p−1∑
j=0

r(np+j,mp+j)

=
p−1∑
j=0

r
(
(n−m)p+j,j).

(2.80)

Remark 2.18. If p ≥ 2 then the converse to Lemma 2.17 is not true. Indeed, let

H = R2 and {ξn : n ∈ Z} be a sequence of independent identically distributed real

random variables with Eξ0 = 0, Eξ2
0 = 1. Define

�x(n) := (
x(2n),x(2n+1)

)
, n∈ Z, (2.81)

where

x(2n) := ξn; x(2n+1) := ξn, n∈ Z\{1,2}, x(3) := ξ2, x(5) := ξ1. (2.82)

Then the process {�x(n) : n ∈ Z} is WSO stationary since E�x(n) = (0,0) for all n ∈ Z,

and

E
(
�x(n), �x(m)

)= Ex
(
(2n)x(2m)

)+E
(
x(2n+1)x(2m+1)

)
= 2δ(n−m), {n,m} ⊂ Z. (2.83)

However, the process {x(n) :n∈ Z} is not WSO 2-periodic since

E
(
x(0)x(1)

)= 1, Ex(4)x(5)= 0. (2.84)

Definition 2.19. Let {x(n) :n∈ Z} be a random process in H such that

E
∥∥x(n)∥∥2 <+∞, n∈ Z. (2.85)

The process {x(n) :n∈ Z} is called second-order (SO) p-periodic if

(i) for all n∈ Z, Ex(n+p)= Ex(n);
(ii) for all {k,n} ⊂ Z, Sk+p,n+p = Sk,n.

An SO 1-periodic process is second-order stationary.

Remarks. (1) By (2.77), it follows that SO p-periodic process is WSO p-periodic.

(2) By Theorem 2.8, it follows that a p-periodic process x such that E‖x(k)‖2 <+∞,

1≤ k≤ p, is SO p-periodic.

Lemma 2.20. Let {x(n) :n∈ Z} be a process in H such that

∀n∈ Z : E
∥∥x(n)∥∥2 <+∞. (2.86)

The process {x(n) :n∈ Z} is SO p-periodic if and only if the Hp-valued process

�x(n) := (
x(np),x(np+1), . . . ,x(np+p−1)

)
, n∈ Z (2.87)

is SO stationary.
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Proof. We first assume that {x(n) :n∈ Z} is SO p-periodic. Then from condition

(i) of Definition 2.19, we have E�x(n) = E�x(0), n ∈ Z. Let S̃n,m be the joint covariance

of elements �x(n) and �x(m). It can be easily checked that

S̃n,m =
(
Snp+j,mp+l

)p−1
j,l=0, {n,m} ⊂ Z. (2.88)

By condition (ii) of Definition 2.19, it follows that function S̃n,m is a function of n−
m only.

Now assume that {�x(n) :n∈ Z} is SO stationary in Hp . Then the equality

E�x(n+1)= E�x(n), n∈ Z (2.89)

implies (i) from Definition 2.19. Since S̃n,m is a function only of n−m, for Snp+j,mp+l,
we have

(
u,Snp+j,mp+lv

)= E
((
x(np+j),u)(x(mp+l),v))= (

�u,S̃n−m,0�v
)
, (2.90)

where �u= (uδj,k)k=pk=0 and �v = (vδl,k)k=pk=0 .

Theorem 2.21. An H-valued process {x(n) :n∈ Z} satisfying

E
∥∥x(n)∥∥2 <+∞, n∈ Z, (2.91)

is SO p-periodic, if and only if the C2-valued process

{((
x(n),u

)
,
(
x(n),v

))
:n∈ Z} (2.92)

is SO p-periodic for every {u,v} ⊂H.

Proof. First, suppose that {x(n) :n∈ Z} is SO p-periodic. It is obvious that

E
((
x(n+p),u),(x(n+p),v))= E

((
x(n),u

)
,
(
x(n),v

))
, n∈ Z. (2.93)

It can be verified that the joint covariance of vectors

((
x(k),u

)
,
(
x(k),v

))
,

((
x(n),u

)
,
(
x(n),v

))
(2.94)

is the matrix

(
σp,q(k,n)

)2
p,q=1, (2.95)

where

σ1,1 =
(
u,Sk,nu

)
, σ1,2 =

(
u,Sk,nv

)= σ̄2,1, σ2,2 =
(
v,Sk,nv

)
;

σp,q(k+p,n+p)= σp,q(k,n), p,q = 1,2, {k,n} ⊂ Z. (2.96)

Now let process (2.92) be SO p-periodic. Then

∀n∈ Z ∀u∈H : E
(
x(n+p),u)= E

(
x(n),u

)
, (2.97)
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so that

∀n∈ Z, ∀u∈H :
(
Ex(n+p)−Ex(n),u

)= 0. (2.98)

Therefore,

∀n∈ Z : Ex(n+p)= Ex(n). (2.99)

Then, using equality

σ1,2(k+p,n+p)= σ1,2(k,n), {u,v} ⊂H, (2.100)

we see that

Sk+p,n+p = Sk,n, {k,n} ⊂ Z. (2.101)

Corollary 2.22. Let {x(n) :n∈ Z} be SO p-periodic process in H and

m∈N, {
A1,A2, . . . ,Am

}⊂�(H),
{
n1,n2, . . . ,nm

}⊂ Z. (2.102)

Then the process in H
{
y(n) :=

m∑
j=1

Ajx
(
n+nj

)
:n∈ Z

}
(2.103)

is SO p-periodic.

Proof. It is simple. The joint covariance of the elements y(k) and y(n) is the

operator

m∑
p,q=1

ApSk+np,n+nqA
∗
q . (2.104)

Theorem 2.23. Let {xt(n) :n∈ Z}, t ≥ 1, be a sequence of H-valued SO p-periodic

processes and {x(n) :n∈ Z} be a process in H such that

∀n∈ Z : E
∥∥xt(n)−x(n)∥∥2

�→ 0, t �→∞. (2.105)

Then the process {x(n) :n∈ Z} is SO p-periodic.

Proof. It is enough to prove that, for every n∈ Z,

Ext(n) �→ Ex(n), t �→∞,
E
((
xt(k)−Ext(k),u

)
,
(
xt(n)−Ext(n),v

))
�→ E

((
x(k)−Ex(k),u

)(
x(n)−Ex(n),v

))
, t �→∞; {u,v} ⊂H.

(2.106)

From the Cauchy inequality, this follows in an obvious way.

Remark 2.24. About the harmonic analysis of WSO stationary and WSO periodic

processes inH, see [9, Chapter 2, Section 2.4]. The covariance of a Gaussian stationary

Markov process in H is also described in [9, Chapter 2, Section 2.7].
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3. Stationary and periodic solutions of difference equations. This section con-

tains the conditions for existence of stationary or periodic in distribution solutions to

the linear difference equations in the spectral terms. It is proved that these conditions

are stable under perturbations of input random process and under bounded pertur-

bation of operator coefficients. The equations with unbounded operator coefficient

and nonlinear equations are also considered.

3.1. Linear difference equations. A stochastic process with discrete time in a com-

plex separable Banach space B by definition is a collection of B-valued random ele-

ments {x(n) :n∈ Z} defined on a complete probability space (Ω,�,P).
Two processes {x(n) : n ∈ Z} and {y(n) : n ∈ Z} are said to be stochastic equiva-

lent if

∀n∈ Z : P
[
x(n)=y(n)]= 1. (3.1)

Two processes which are stochastic equivalent are in fact almost surely equal. Further,

we shall consider equivalent processes as equal.

Theorem 3.1 (see [7, 9]). Let A∈�(B). The following statements are equivalent:

(i) the equation

x(n+1)=Ax(n)+y(n), n∈ Z (3.2)

has a unique stationary solution {x(n) : n ∈ Z} in B with E‖x(0)‖ < +∞ for

every stationary process {y(n) :n∈ Z} in B with E‖y(0)‖<+∞;

(ii) σ(A)∩S =∅.

Proof. (i) implies (ii). Let z ∈ B, z ≠ 0, and t ∈ S be fixed. Let θ be the random

variable with the uniform distribution over [0,2π]. The process

{
y(n) :=−zeiθtn :n∈ Z} (3.3)

is stationary in B. Let {x(n) :n∈ Z} be a unique solution for (3.2) corresponds to (3.3).

By Hahn-Banach theorem, there is an element f ∈ B∗ such that 〈f ,z〉 = 1. Then, by

(3.2),

tneiθ = 〈
f ,Ax(n)−x(n+1)

〉
, n∈ Z, (3.4)

therefore the B×C-valued process

{(
x(n),eiθtn

)
:n∈ Z} (3.5)

is stationary. Hence the process

{
x(n)t−ne−iθ :n∈ Z} (3.6)

is also stationary, moreover,

E
∥∥x(n)t−ne−iθ∥∥= E

∥∥x(0)∥∥<+∞. (3.7)
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Put

u := E
(
x(n)t−ne−iθ

)
, n∈ Z. (3.8)

Since, by (3.2),

x(n+1)t−ne−iθ =Ax(n)t−ne−iθ−z, n∈ Z, (3.9)

we have

tu=Au−z. (3.10)

Therefore, for every z ∈ B, (3.10) has the solution u ∈ B. This solution is unique.

Indeed, if v ∈ B, v ≠u is also a solution for (3.10), then the process

{
x(n)+tneiθ(u−v) :n∈ Z} (3.11)

is a stationary solution for (3.2) which is not equal to {x(n) :n∈ Z}.
Thus A−tI is a one-to-one mapping on B and t ∈ (C\σ(A)).
(ii) implies (i). Let {y(n) : n ∈ Z} be a stationary process such that E‖y(0)‖ < +∞.

Then with notations from Section 1, we define the random element

x(n) :=
∞∑
j=0

(
AP−

)jy(n−1−j)−
−1∑

j=−∞

(
AP+

)jy(n−1−j). (3.12)

The series for x(n) converges almost surely in B-norm since by (ii),

∞∑
j=0

∥∥(AP−)j∥∥+
−1∑

j=−∞

∥∥(AP+)j∥∥<+∞. (3.13)

By Theorem 2.12, the process {x(n) : n ∈ Z} is stationary and E‖x(0)‖ < +∞. It can

be easily checked, by boundedness of A, that this process satisfies (3.2).

To prove uniqueness, we consider two stationary solutions {x(n) : n ∈ Z} and

{u(n) : n ∈ Z} of (3.2) such that E‖x(0)‖ < +∞, E‖u(n)‖ < +∞. Then, for every

n∈ Z, we have

E
∥∥P−(x(n)−u(n))∥∥≤ ∥∥(AP−)m sup

k∈Z
E
∥∥P−(x(k)−u(k))∥∥

≤ ∥∥P−∥∥E
(∥∥x(0)∥∥+∥∥u(0)∥∥)∥∥(AP−)m∥∥,

E
∥∥P+(x(n)−u(n))∥∥≤ ∥∥P+∥∥E

(∥∥x(0)∥∥+∥∥u(0)∥∥)∥∥(AP+)−m∥∥
(3.14)

for every m≥ 1. Therefore, for every n∈ Z, x(n)=u(n) almost surely.

Remarks. (1) Theorem3.1 is not a direct consequence of the deterministic Theorem

1.3 and the moment condition of Theorem 3.1 is essential.

(2) If σ(A)∩{z | |z| < 1} ≠ ∅ and σ(A)∩{z | |z| > 1} ≠ ∅, then the stationary

solution of (3.2) is not stable for n→ +∞ or for n→ −∞. About the concepts of the

stochastic stability see [17, 38].
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(3) If σ(A)⊂ {z | |z|< 1} then the stationary solution of (3.2) is stable in the mean

for n→+∞.

(4) If {y(n) : n ∈ Z} is a sequence of independent identically distributed B-valued

random elements and �n is the σ -algebra generated by y(k), k≤n forn∈ Z, then the

stationary solution of (3.2), in remark (3), is anticipative with respect to {�n,n ∈ Z}
and, in remark (2), is nonanticipative with respect to {�n,n∈ Z}.

Theorem 3.2. Let A∈�(B). The following statements are equivalent:

(i) equation (3.2) has a unique p-periodic solution {x(n) :n∈ Z} such that

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p, (3.15)

for every p-periodic process {y(n) :n∈ Z}, such that

E
∥∥y(k)∥∥<+∞, 1≤ k≤ p; (3.16)

(ii) σ(A)∩S =∅.

Proof. The proof is analogous to that of Theorem 3.1 and is omitted.

Remark 3.3. (5) The deterministic Theorem 1.5 for (3.2) is proved by weakly con-

dition then condition (ii) of Theorem 3.2.

Let the operators A(n)∈�(B), n∈ Z, be such that

∀n∈ Z :A(n+p)=A(n). (3.17)

Define

B0 :=A(p−1)A(p−2)···A(1)A(0),
B1 :=A(0)A(p−1)···A(2)A(1),

...

Bp−1 :=A(p−2)A(p−3)···A(0)A(p−1).

(3.18)

Theorem 3.4. The following statements are equivalent:

(i) the equation

x(n+1)=A(n)x(n)+y(n), n∈ Z (3.19)

has a unique p-periodic solution {x(n) :n∈ Z}, such that

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p, (3.20)

for every p-periodic random process {y(n) :n∈ Z} in B, such that

E
∥∥y(k)∥∥<+∞, 1≤ k≤ p; (3.21)

(ii) there is k∈ {0,1, . . . ,p−1} : σ(Bk)∩S =∅;

(iii) for all k∈ {0,1, . . . ,p−1} : σ(Bk)∩S =∅.
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Proof. (i) implies (iii). Let {z(k) : k∈ Z} be a B-valued stationary process such that

E‖z(0)‖<+∞. Fix j ∈ {1,2, . . . ,p} and define

y(kp+j−1) := z(k−1),

y(kp+s) := 0̄, s ∈ {0,1, . . . ,p−1}\{j−1} (3.22)

for k∈ Z. By Lemma 2.5, {y(n) :n∈ Z} is p-periodic in B. It is evident that

E
∥∥y(k)∥∥<+∞, 1≤ k≤ p. (3.23)

Let {x(n) : n ∈ Z} be a unique p-periodic solution for (3.19) with the above con-

structed process {y(k) : k ∈ Z}. By Lemma 2.5, the process {x(kp+ j) : k ∈ Z} is

stationary; and it can be easily checked that this process satisfies the equation

x
(
(k+1)p+j)= Bjx(kp+j)+z(k), k∈ Z, Bp = B0. (3.24)

By Theorem 3.1, σ(Bj)∩S =∅.

(ii) is equivalent to (iii). See Remark 1.13.

(ii) implies (i). Let σ(B0)∩S = ∅ and {y(n) : n ∈ Z} be a p-periodic process in B
such that

E
∥∥y(k)∥∥<+∞, 1≤ k≤ p. (3.25)

Define

z0(k) :=
p−1∑
t=1

A(p−1)A(p−2)···A(p−t)y(
(k+1)p−t−1

)+y(
(k+1)p−1

)
, k∈ Z.

(3.26)

By Lemma 2.5, the process {z0(k) : k∈ Z} is stationary, moreover, E‖z0(0)‖<+∞. By

Theorem 3.1, there is a unique stationary B-valued process {x0(k) : k ∈ Z} satisfies

the equation

x0(k+1)= B0x0(k)+z0(k), k∈ Z; E
∥∥x0(0)

∥∥<+∞. (3.27)

Now, we consider the process {x(n) :n∈ Z} defined by

x(kp) := x0(k),

x(kp+1) :=A(0)x0(k)+y(kp),
x(kp+2) :=A(1)x(kp+1)+y(kp+1)

=A(1)A(0)x0(k)+A(1)y(kp)+y(kp+1),
...

x(kp+p−1) :=A(p−2)x(kp+p−2)+y(kp+p−2)

=A(p−2)A(p−3)···A(0)x0(k)

+A(p−2)A(p−3)···A(1)y(kp)
+A(p−2)···A(2)y(kp+1)

+A(p−2)···A(3)y(kp+2)

+···+y(kp+p−2), k∈ Z.

(3.28)
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It can be easily verified that the Bp-valued process

{(
x(kp),x(kp+1), . . . ,x(kp+p−1)

)
:n∈ Z} (3.29)

is stationary and therefore, by Lemma 2.5, the process {x(n) : n ∈ Z} is p-periodic

in B. The equality

x(n+1)=A(n)x(n)+y(n), (3.30)

holds for the value n = kp + j, k ∈ Z, 0 ≤ j ≤ p − 2, by the definition of process

{x(n) :n∈ Z}. To prove (3.30) for values n= kp+p−1, k∈ Z, we have

A(p−1)x(kp+p−1)= B0x0(k)+A(p−1)···A(1)y(kp)
+A(p−1)···A(2)y(kp+1)

+A(p−1)···A(3)y(kp+2)

+···+A(p−1)y(kp+p−2)

= B0x0(k)+z0(k)−y
(
(k+1)p−1

)
= x0(k+1)−y(

(k+1)p−1
)
.

(3.31)

We consider the equation

Ax(n)= x(n+1)−2x(n)+x(n−1)+y(n), n∈ Z, (3.32)

which can be found in various applications, see [26, 32, 35]. The following existence

stationary solution theorem is based on some modification of the method used in

Section 1.

Let A be a closed linear operator with dense domain D(A) in B. It is known that

D(A)∈�(B) see [29, Chapter 3, Section IV]. Let {y(n) :n∈ Z} be a random process.

Definition 3.5. A random process {x(n) : n∈ Z} is called a solution of (3.32) if,

for every n∈ Z,

(i) P[x(n)∈D(A)]= 1,

(ii) equality (3.32) holds with the probability one.

Theorem 3.6 (see [8, 20]). The following statements are equivalent:

(i) there is a sequence of operators {c(k) : k ∈ Z} ∈ �, and (3.32) has a unique

stationary solution {x(n) :n∈ Z} such that

x(n)=
∑
k∈Z
c(n−k)y(k), n∈ Z; E

∥∥x(0)∥∥<+∞, (3.33)

for every stationary process in B{y(n) :n∈ Z} with E‖y(0)‖<+∞;

(ii) σ(A)∩[−4,0]=∅.

Proof. (i) implies (ii). By definition of the family �, the series

∑
k∈Z
c(n−k)y(k),

∑
k∈Z
Ac(n−k)y(k) (3.34)
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converges almost surely in B-norm for every n ∈ Z. By the closedness of operator A,

we have

Ax(n)=
∑
k∈Z
Ac(n−k)y(k), n∈ Z. (3.35)

Hence, (3.32) implies that

∑
k∈Z
U(k)y(k)= 0̄, (3.36)

where

U(k) :=Ac(n−k)−c(n+1−k)+2c(n−k)−c(n−1−k)−δn,kI, k∈ Z. (3.37)

We observe that U(k)∈�(B), k∈ Z. Now let {y(n) :n∈ Z} be a sequence of indepen-

dent identically distributed random elements such that Ey(0) = 0̄. Fixing n ∈ Z and

taking the conditional expectation of (3.36) gives the σ -algebra generated by y(k),
k≠n, we have

U(n)y(n)= 0̄. (3.38)

Hence, it follows that U(n)=Θ. Indeed, let {u(j) : j ≥ 1} be a countable dense set in

B. The random element y(n), by definition, is such that

P
[
y(n)=u(j)]= (

2j+1(1+∥∥u(j)∥∥))−1, j ≥ 1;

P
[
y(n)= 0̄

]= 1−
∞∑
j=1

(
2j+1(1+∥∥u(j)∥∥))−1.

(3.39)

Then U(n)u(j)= 0̄, j ≥ 1. Therefore, U(n)=Θ.

Thus we have

Ac(n−k)= c(n+1−k)−2c(n−k)+c(n−1−k)+δn,kI. (3.40)

Let

Φ−(z) :=
∑
k∈Z
c(k)zk, z ∈K := {

z ∈ C | t0 ≤ |z| ≤ t1
}
; Φ−(z)∈�(B), (3.41)

where t0, t1 are the numbers corresponding to the sequence {c(k) : k ∈ Z} in the

definition of �, see Section 1. By the definition of �, the series

∑
k∈Z
Ac(k)zk, z ∈K (3.42)

also converges in the operator norm; and by the closedness of A, it follows that

Φ−(z)x ∈D(A), AΦ−(z)=
∑
k∈Z
Ac(k)zk, (3.43)

for all x ∈ B. Now, by (3.40), we obtain(
A−

(
1
z
−2+z

)
I
)
Φ−(z)= I, z ∈K. (3.44)
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Therefore, for every y ∈ B, z ∈K, the equation

(
A−

(
1
z
−2+z

)
I
)
x =y (3.45)

has the solution x := Φ−(z)y ∈D(A), moreover,

‖x‖ ≤
∑
k∈Z

∥∥c(k)∥∥·∥∥y(k)∥∥. (3.46)

For z ∈ K, fixed (3.45) has a unique solution x for every y ∈ B. Indeed, if a solution

of (3.45) is not unique, then there is u∈D(A), u≠ 0̄, such that

(
A−

(
1
z
−2+z

)
I
)
u= 0̄. (3.47)

Now put y =u in (3.45). Then we find

u=
(
A−

(
1
z
−2+z

)
I
)
Φ−(z)u= Φ−(z)

(
A−

(
1
z
−2+z

)
I
)
u= 0̄, (3.48)

a contradiction. Thus 1/z−2+z lies in the resolvent set of operator A. It can be easily

checked that

[−4,0]⊂
{

1
z
−2+z : z ∈K

}
. (3.49)

We note that function Φ− is uniquely defined by (3.45) and the sequence {c(k) : k∈ Z}
is uniquely defined by the Laurent series of Φ−.

(ii) implies (i). Let σ(A)∩[−4,0]=∅. Since the set ρ(A) := C\σ(A) is an open set,

there are numbers t0 and t1 such that 0< t0 < 1< t1, (1/z−2+z)∈ ρ(A), z ∈ K. For

z ∈K, put

Φ−(z) :=
(
A−

(
1
z
−2+z

)
I
)−1

. (3.50)

The operator-valued function Φ− is analytic in K; and for every x ∈ B, the relation

Φ−(z)x ∈D(A) is true. Hence, the following expansion in Laurent series

Φ−(z)=
∑
k∈Z
c(k)zk, z ∈K, (3.51)

is valid, where

c(k)= 1
2πi

∮
|s|=1

Φ−(s)s−k−1ds, c(k)∈�(B), k∈ Z. (3.52)

This series absolutely converges in K in operator norm. By definition of Φ−,

(
A−

(
1
z
−2+z

)
I
)
Φ−(z)= I, z ∈K (3.53)

and therefore (3.40) is true. Moreover,

AΦ−(z)=
(

1
z
−2+z

)
Φ−(z)+I, z ∈K. (3.54)
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Hence, the function AΦ− also is analytic in K; and by the closedness of A, we have for

every k∈ Z,

Ac(k)= 1
2πi

∮
|s|=1

AΦ−(s)s−k−1ds. (3.55)

Thus, {c(k) : k∈ Z} ∈� and

AΦ−(z)=
∑
k∈Z
Ac(k)zk, z ∈K. (3.56)

By the relation {c(k) : k∈ Z} ∈�, the series∑
k∈Z
c(n−k)y(k),

∑
k∈Z
Ac(n−k)y(k) (3.57)

converge almost surely in B-norm. Since operator A is closed, it follows that

x(n)∈D(A), Ax(n)=
∑
k∈Z
Ac(n−k)y(k) (3.58)

for every n∈ Z. By Theorem 2.12, process {x(n) :n∈ Z} is stationary. It can be easily

verified that relations (3.40) imply (3.32). Uniqueness is obvious.

We now take up an important extension of Theorem 3.1. Suppose that ω is a func-

tion which satisfies Condition 1.6 from Section 1 and let {ak : k ∈ Z} be the Laurent

series coefficients for ω.

Theorem 3.7 (see [20]). Let A be a closed operator. The following statements are

equivalent:

(i) there is a sequence of operators {c(k) : k∈ Z} ∈�; and the equation∑
k∈Z
akx(n+k)=Ax(n)+y(n), n∈ Z (3.59)

has a unique stationary solution {x(n) :n∈ Z} such that

x(n)=
∑
k∈Z
c(n−k)y(k), n∈ Z; E

∥∥x(0)∥∥<+∞, (3.60)

for every stationary process in B{y(n) :n∈ Z} with E‖y(0)‖<+∞;

(ii) σ(A)∩ω(S)=∅.

Proof. The proof is analogous to that of Theorem 3.6 and is omitted. See also the

deterministic Theorem 1.8 for comparison.

Just in the same way, we also get the following result.

Theorem 3.8 (see [9]). Let A be a closed operator. The following statements are

equivalent:

(i) there is a sequence of operators {c(k) : k ∈ Z} ∈ �; and (3.59) has a unique

p-periodic solution {x(n) :n∈ Z} such that

x(n)=
∑
k∈Z
c(n−k)y(k), n∈ Z; E

∥∥x(k)∥∥<+∞, 1≤ k≤ p, (3.61)

for every p-periodic process in B{y(n) :n∈ Z} with E‖y(k)‖<+∞, 1≤ k≤ p;
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(ii) σ(A)∩ω(S)=∅.

Theorem 3.9 (see [9]). Let

p ∈ (
N∪{0}), {

A0,A1, . . . ,Ap
}⊂�(B). (3.62)

The following statements are equivalent:

(i) the equation

A0x(n)+A1x(n−1)+···+Ap(n−p)=y(n), n∈ Z (3.63)

has a unique stationary solution {x(n) : n ∈ Z} such that E‖x(0)‖ < +∞ for

every stationary process {y(n) :n∈ Z} with E‖y(0)‖<+∞;

(ii) for every λ∈ S, the operator

A0λp+A1λp−1+···+Ap (3.64)

has a bounded inverse.

Proof. (i) implies (ii). It can be established by the use of an argument similar to

that of the first part of Theorem 3.1.

(ii) implies (i). Suppose that, for every λ∈ S, operator (3.64) has an inverse defined

on B. Then, for every λ∈ S, there is r(λ) > 0 such that the operator

A0zp+A1zp−1+···+Ap (3.65)

has a bounded inverse for all z with |z−λ| < r(λ). Since S is compact in C, there is

an annulus

K = {
z ∈ C | t0 < |z|< t1

}
, 0< t0 < 1< t1 < 2, (3.66)

such that, for every z ∈ K, operator (3.65) has bounded inverse R(z). Now we prove

that the function R is analytic in K. Let z0 ∈ K be a fixed point. By definition of R, it

follows that

R(z)= R(z)(A0z
p
0 +A1z

p−1
0 +···+Ap

)
R
(
z0

)
= R(z)(A0zp+A1zp−1+···+Ap−A0

(
zp−zp0

)
−A1

(
zp−1−zp−1

0

)
−···−Ap−1

(
z−z0

))
R
(
z0

)

= R(z0
)−R(z)p−1∑

j=0

Aj
(
zp−j−zp−j0

)
R
(
z0

)
.

(3.67)

Therefore,

R(z)


I+p−1∑

j=0

AjR
(
z0

)(
zp−j−zp−j0

)= R(z0
)
. (3.68)

By equality (3.68), we obtain

R(z)= R(z0
) ∞∑
n=0


p−1∑
j=0

AjR
(
z0

)(
zp−j0 −zp−j)



n

, (3.69)
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for every value z, such that

∣∣z−z0

∣∣p−1∑
j=0

∥∥AjR(z0
)∥∥22(p−j) < 1. (3.70)

Hence

R(z)= R(z0
) ∞∑
n=0


−p−1∑

j=0

AjR
(
z0

)p−j∑
k=1

Ckp−jz
p−j−k
0

(
z−z0

)k
n

,

∞∑
n=0


p−1∑
j=0

∥∥AjR(z0
)∥∥p−j∑

k=1

Ckp−j2
p−j−k∣∣z−z0

∣∣k


n

<+∞,
(3.71)

if, in addition, |z−z0|< 1. Let

R(z)=
∑
k∈Z
c(k)zk, z ∈K (3.72)

be the Laurent series for R. Note that

c(k) := 1
2πi

∮
S
R(z)z−k−1dz, c(k)∈�(B), k∈ Z, (3.73)

∑
k∈Z

∥∥c(k)∥∥<+∞. (3.74)

Suppose that {y(n) :n∈ Z} is a stationary process with E‖y(0)‖<+∞ and put

x(n) :=
∑
k∈Z
c(k−n−p)y(k), k∈ Z. (3.75)

By (3.74), the series for x(n) converges almost surely in the B-norm. By Theorem 2.12,

the process {x(n) : n ∈ Z} is stationary. The process {x(n) : n ∈ Z} satisfies (3.63).

To establish this, note that for every n∈ Z, we have

A0x(n)+A1x(n−1)+···+Apx(n−p)
=

∑
k∈Z

(
A0c(k−n−p)+A1c(k−n−p+1)+···+Apc(k−n)

)
y(k). (3.76)

By (3.72) and the identity

(
A0zp+A1zp−1+···+Ap

)
R(z)= I, z ∈K, (3.77)

we have∑
k∈Z

(
A0c(k)zk+p+A1c(k)zk+p−1+···+Apc(k)zk

)
=

∑
k∈Z

(
A0c(k−p)+A1c(k−p+1)+···+Apc(k)

)
zk = I. (3.78)

By uniqueness expansion in a Laurent series, it follows that

A0c(−p)+A1c(−p+1)+···+Apc(0)= I,
A0c(k−p)+A1c(k−p+1)+···+Apc(k)=Θ, k≠ 0.

(3.79)

From this and (3.76), (3.63) follows.
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Now we prove uniqueness. Let {u(n) :n∈ Z} be a stationary solution of (3.63) with

E‖u(0)‖<+∞ and

w(n) := x(n)−u(n), n∈ Z. (3.80)

Then

A0w(n)+A1w(n−1)+···+Apw(n−p)= 0̄, n∈ Z. (3.81)

By (3.79) for the process

v(n) :=
∑
k∈Z
c(k−n−p)w(k), n∈ Z, (3.82)

we have

A0v(n)+A1v(n−1)+···+Apv(n−p)=w(n), n∈ Z. (3.83)

In addition, by identity

(
A0zp+A1zp−1+···+Ap

)
R(z)= R(z)(A0zp+A1zp−1+···+Ap

)
, z ∈K, (3.84)

it follows that

A0c(k−p)+A1c(k−p+1)+···+Apc(k)
= c(k−p)A0+c(k−p+1)A1+···+c(k)Ap, k∈ Z. (3.85)

Therefore,

A0v(n)+A1v(n−1)+···+Apv(n−p)
=

∑
k∈Z

(
A0c(k−n−p)+A1c(k−n−p+1)+···+Apc(k−n)

)
w(n)

=
∑
k∈Z

(
c(k−n−p)A0+c(k−n−p+1)A1+···+c(k−n)Ap

)
w(n)

=
∑
k∈Z
c(k−n−p)(A0w(n)+A1w(n−1)+···+Apw(n−p)

)= 0̄, n∈ Z.

(3.86)

Stationary solutions of a two-dimensional stochastic difference equation in a Banach

space have been developed in [19].

3.2. Perturbed equation. In many problems of applications, a given system is sub-

ject to deterministic and random influences that must be taken into account in the

appropriate mathematical models. Usually, mathematical models are only approxima-

tion to real behavior of systems. Therefore, mathematical models must be stable under

perturbation of its parameters. From the viewpoint of applications, stability is just as

important as existence. We give such results in this section. From the mathematical

viewpoint, many of such results are the theorems about the continuous dependence

of solution in given norm from equation coefficients.
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Theorem 3.10 (see [11, 12]). Let the operators

A∈�(B),
{
Am(n), n∈ Z,m≥ 1

}⊂�(B) (3.87)

satisfy the following conditions:

(i) σ(A)∩S =∅;

(ii) δm := sup{‖Am(n)−A‖ |n∈ Z} → 0, m→∞.

Then for each stationary B-valued process {y(n) : n ∈ Z} with E‖y(0)‖ < +∞, we

have the equation

x(n+1)=Ax(n)+y(n), n∈ Z (3.88)

and for every m greater than some m0 ∈N, the equation

xm(n+1)=Am(n)xm(n)+y(n), n∈ Z (3.89)

has a unique stationary solution {x(n) :n∈ Z} and a unique solution {xm(n) :n∈ Z},
respectively, for which

E
∥∥x(0)∥∥<+∞; sup

n∈Z
E
∥∥xm(n)∥∥<+∞, n∈ Z, (3.90)

sup
n∈Z

E
∥∥xm(n)−x(n)∥∥ �→ 0, m �→∞. (3.91)

Proof. By Theorem 3.1, it follows that condition (i) is equivalent to the existence

of a unique stationary solution {x(n) : n∈ Z} with E‖x(0)‖<+∞ of (3.88) for every

stationary process {y(n) : n ∈ Z} with E‖y(0)‖ < +∞. Moreover, as in Theorem 3.1,

let

σ−(A) := σ(A)∩{
z ∈ C | |z|< 1

}
, σ+(A) := σ(A)\σ−(A), (3.92)

and let P− and P+ be the spectral projectors corresponding to the spectral sets σ−(A)
and σ+(A), respectively. Then, for every n∈ Z, we have

x(n)=
∑
j∈Z
G(j)y(n−j−1), (3.93)

where, for j ∈ Z,

G(j) :=


(
AP−

)j , j ≥ 0,

−(AP+)j, j ≤−1.
(3.94)

The series for x(n) converges almost surely in B-norm and E‖x(0)‖<+∞, moreover,

L :=
∑
j∈Z

∥∥G(j)∥∥<+∞. (3.95)

Let m0 ∈ Z be such that Lδm < 1 for m > m0. Now let m > m0. We prove the

existence of solution for (3.89) by showing that the sequence {xjm | j ≥ 1}, defined by

x0
m(n) := 0̄, n∈ Z,

xj+1
m (n+1)=Axj+1

m (n)+(
Am(n)−A

)
xjm(n)+y(n), n∈ Z, j ≥ 0,

(3.96)
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converges as j→∞ to a solution of (3.89). First, we have

∆jm ≤ Lδm∆j−1
m , j ≥ 1 (3.97)

for

∆jm := sup
n∈Z

E
∥∥xj+1

m (n)−xjm(n)
∥∥. (3.98)

Then by [27], for every n∈ Z, there is a random element xm(n) such that

xjm(n) �→ xm(n), j �→∞ (3.99)

almost surely in B-norm. In addition,

sup
m≥1

sup
n∈Z

E
∥∥xm(n)∥∥<+∞, (3.100)

and taking the limit in j in both sides of the equality (3.96), we obtain that the process

{xm(n) :n∈ Z} satisfies (3.89). From (3.88) and (3.89), it follows that

sup
n∈Z

E
∥∥x(n)−xm(n)∥∥≤ LδmE

∥∥xm(n)∥∥,
sup
n∈Z

E
∥∥x(n)−xm(n)∥∥≤ Lδm

1−Lδm E
∥∥y(0)∥∥. (3.101)

Remark 3.11. Theorem 3.10 may be generalized to the more general case of per-

turbations. Let {
Aνm(n) |n∈ Z,ν ≥ 0,m≥ 1

}⊂�(B),

δ′m := sup
n∈Z

∥∥A0
m(n)−A

∥∥+ ∞∑
ν=1

sup
n∈Z

∥∥Aνm(n)∥∥ �→ 0, m �→∞. (3.102)

Then, the statement of Theorem 3.10 holds for the solutions of the following equa-

tions:

xm(n+1)=
∞∑
ν=0

Aνm(n)xm(n−ν)+y(n), n∈ Z; m≥ 1. (3.103)

We now return to the linear stochastic equation (3.19). Let {A(n) : n ∈ Z} ⊂ �(B);
and, for a fixed p ∈N, let

A(n+p)=A(n), n∈ Z. (3.104)

Put B0 :=A(p−1)A(p−2)···A(1)A(0).
Condition 3.12. The operators {A(n),Am(n),m ≥ 1;n ∈ Z} ⊂ �(B) satisfy the

following conditions:

(i) σ(B0)∩S =∅;

(ii) supn∈Z‖Am(n)−A(n)‖→ 0, m→∞.

Theorem 3.13. Let Condition 3.12 hold and let {y(n) : n ∈ Z} be a p-periodic in

distribution process with E‖y(k)‖<+∞, k= 1,2, . . . ,p.
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Then, the equation

x(n+1)=A(n)x(n)+y(n), n∈ Z (3.105)

and, for every m greater than some m0 ∈N, the equation

xm(n+1)=Am(n)xm(n)+y(n), n∈ Z (3.106)

have a unique p-periodic in distribution solution {x(n) :n∈ Z}, and a unique solution

{xm(n) :n∈ Z}, respectively, for which

E
∥∥x(k)∥∥<+∞, k= 1,2, . . . ,p; sup

n∈Z
E
∥∥xm(n)∥∥<+∞;

sup
n∈Z

E
∥∥xm(n)−x(n)∥∥ �→ 0, m �→∞. (3.107)

Proof. The proof of Theorem 3.13 is similar to that of Theorem 3.10 and we give

only new features. First notice that, for each process {y(n) :n∈ Z} with

sup
n∈Z

E
∥∥y(n)∥∥<+∞, (3.108)

equation (3.88), under condition (i) of Theorem 3.10, has a unique solution {x(n) :

n∈ Z} with

sup
n∈Z

E
∥∥x(n)∥∥<+∞. (3.109)

The proof of this statement follows along the lines of the proof of Theorem 3.10.

It is easily seen that the solution {x(n) :n∈ Z} for (3.105) satisfies the equation

x
(
(ν+1)p

)= B0x(νp)+z(ν), ν ∈ Z (3.110)

with

z(ν) :=
p−1∑
t=1

A(p−1)A(p−2)···A(p−t)y(
(ν+1)p−t−1

)+y(
(ν+1)p−1

)
, ν ∈ Z.

(3.111)

Then, using the above statement, we define {x(νp) : ν ∈ Z} as the solution for (3.110)

and put

x(νp+1) :=A(0)x(νp)+y(νp),
x(νp+2) :=A(1)x(νp+1)+y(νp+1),

...

x(νp+p−1) :=A(p−2)x(νp+p−2)+y(νp+p−2),

(3.112)

we have the solution {x(n) :n∈ Z} for (3.105).

Now, using the approximating method of Theorem 3.10, it is easy to prove the

existence of a solution for (3.106) for every m greater than some m0 ∈N.

The study of a random perturbation is complicated and more interesting. In the

sequel, we investigate this question. The following result will be useful in applications.
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Theorem 3.14 (see [5, Chapter 10, Section 1], [9]). Let {A,C} ⊂�(B) and let {(ε(n),
y(n)) :n∈Z} be a stationary metrically transitive random process in C×B. Suppose that

(i) E ln+‖y(0)‖<+∞;

(ii) µ := E ln‖A+ε(0)C‖<+∞.

Then the equation

x(n+1)= (
A+ε(n)C)x(n)+y(n), n∈ Z (3.113)

has a unique stationary solution {x(n) :n∈ Z}.
Proof. Let n∈ Z be fixed. We show that the series

x(n) :=y(n−1)+
∞∑
j=1

(
A+ε(n−1)C

)(
A+ε(n−2)C

)···(A+ε(n−j)C)y(n−j−1)

(3.114)

converges almost surely in B-norm. It is obvious that

(∥∥(A+ε(n−1)C
)(
A+ε(n−2)C

)···(A+ε(n−j))Cy(n−j−1)
∥∥)1/j

≤ exp


1
j

n−1∑
t=n−j−1

ln
∥∥A+ε(t)C∥∥+ 1

j
ln+

∥∥y(n−j−1)
∥∥

. (3.115)

Since ε is metrically transitive, we have, by the ergodic theorem, (see [5, Chapter X,

Section 2])

1
j

n−1∑
t=n−j−1

ln
∥∥A+ε(t)C∥∥ �→ µ, j �→∞ (3.116)

almost surely. For any a> 1, it follows from (i) that

∞∑
j=1

P
[
ln+

∥∥y(n−j−1)
∥∥> j lna

]
<+∞. (3.117)

Therefore,

P

[
limsup
j→∞

(
ln+

∥∥y(n−j−1)
∥∥> j lna

)]= 0, (3.118)

and hence

limsup
j→∞

∥∥(A+ε(n−1)C
)···(A+(n−j)C)y(n−j−1)

∥∥1/j ≤ eµ < 1. (3.119)

Thus, the sequence of the partial sums of series for x(n) is the Cauchy sequence

almost surely in B-norm. Hence, (see [27]) there is a random element x(n) which is

the limit of these sums.

By the boundedness of the operators A and C , we find

(
A+ε(n)C)x(n)= ∞∑

j=0

(
A+ε(n)C)(A+ε(n−1)C

)···(A+ε(n−j)C)y(n−j−1)

= x(n+1)−y(n), n∈ Z.
(3.120)
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By Theorem 2.12, {x(n) : n ∈ Z} is stationary. In the same manner we get the

uniqueness.

Analogous to Theorem 3.14, this result can be proved for p-periodic processes.

Instead, we give the following theorem with the moment conditions.

Theorem 3.15 (see [9]). Let operators {A,C} ⊂�(B). Suppose that {ε(n) :n∈ Z} is

a sequence of independent identically distributed random variables in C, {y(n) :n∈ Z}
is a p-periodic in distribution random process in B which is independent from {ε(n) :

n∈ Z}. Let

(i) E‖y(k)‖<+∞, 1≤ k≤ p;

(ii) E‖A+ε(0)C‖< 1.

Then there is a uniquep-periodic in distribution process {x(n) :n∈ Z} in B that satisfies

(3.113) such that

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p. (3.121)

Proof. Since, for every n∈ Z, j ≥ 1,

E
∥∥(A+ε(n−1)C

)···(A+ε(n−j)C)y(n−j−1)
∥∥

≤ (
E
∥∥A+ε(0)C∥∥)j max

1≤k≤p
E
∥∥y(k)∥∥, (3.122)

the series

x(n) :=y(n−1)+
∞∑
j=1

(
A+ε(n−1)C

)···(A+ε(n−j)C)y(n−j−1) (3.123)

converges almost surely in B-norm and

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p. (3.124)

By Theorem 2.12, the process {x(n) :n∈ Z} is p-periodic in distribution.

3.3. Nonlinear equation. In this section, we consider some nonlinear equations,

which are disturbed by stochastic processes, and give conditions for existence sta-

tionary or periodic in distribution solutions to these equations.

3.3.1. A nonlinearity satisfying Lipschitz condition. Let p ∈N be given.

Theorem 3.16 (see [15]). Let G : Z×B→ B be a function such that

(i) G(n+p,x)=G(n,x), x ∈ B, n∈N;

(ii) there is λ∈ [0,1) : ‖G(n,x)−G(n,y)‖ ≤ λ‖x−y‖, {x,y} ⊂ B;

(iii) there is µ ∈ [0,1) : ‖G(n,x)‖ ≤ µ(1+‖x‖) for all n∈ Z, {x,y} ⊂ B.

Let {y(n) :n∈ Z} be a p-periodic in distribution process in B such that

E
∥∥y(k)∥∥<+∞, 1≤ k≤ p. (3.125)

Then the equation

x(n+1)=G(n,x(n))+y(n), n∈ Z (3.126)
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has a unique p-periodic in distribution solution {x(n) :n∈ Z} satisfying

E
∥∥x(k)∥∥<+∞, 1≤ k≤ p. (3.127)

Proof. Given n0 ∈ Z and x0 ∈ B, define the sequence {x(n;n0,x0) :n≥n0} by

x
(
n0;n0,x0

)
:= x0; x

(
n+1;n0,x0

)
:=G(n,x(n;no,x0

))+y(n), n≥n0. (3.128)

Now letn∈ Z and x0 be fixed. To prove that the sequence {x(n;n0,x0) :n0 ≤n} is the

Cauchy sequence almost surely in B-norm, we obtain for n1 < n2 < n the following

inequality:∥∥x(n;n1,x0
)−x(n;n2,x0

)∥∥= ∥∥x(n;n2,x
(
n2;n1,x0

))−x(n;n2,x0
)∥∥

≤ λ∥∥x(n−1;n2,x
(
n2;n1,x0

))−x(n−1;n2,x0
)∥∥

≤ ··· ≤ λn−n2
∥∥x(n2;n1,x0

)−x0

∥∥
(3.129)

almost surely. In addition,∥∥x(n2;n1,x0
)−x0

∥∥= ∥∥G(n2−1,x
(
n2−1;n1,x0

))+y(
n2−1

)−x0

∥∥
≤ ∥∥x0

∥∥+∥∥y(
n2−1

)∥∥+µ+µ∥∥x(n2−1;n1,x0
)∥∥

≤ ∥∥x0

∥∥+∥∥y(
n2−1

)∥∥+µ+µ∥∥y(
n2−2

)∥∥
+µ2+µ2

∥∥x(n2−2;n1,x0
)∥∥

≤ ∥∥x0

∥∥+ ∞∑
j=1

µj−1
∥∥y(

n2−j
)∥∥+ µ

1−µ +µ
n2−n1

∥∥x0

∥∥
(3.130)

almost surely. The series in (3.130) converges almost surely by periodicity of the pro-

cess {y(n) :n∈ Z} and the moment condition. By (3.130), it follows that

n∑
n2=−∞

λn−n2E
(

sup
n1<n2

∥∥x(n2;n1,x0
)−x0

∥∥)

≤ 2
1−λ

∥∥x0

∥∥+ µ
(1−µ)(1−λ) +

1
(1−µ)(1−λ) max

1≤k≤p
E
∥∥y(k)∥∥

(3.131)

and therefore, the series

n∑
n2=−∞

λn−n2 sup
n1<n2

∥∥x(n2;n1,x0
)−x0

∥∥ (3.132)

converges almost surely. Hence, for n1 <n2,

λn−n2
∥∥x(n2;n1,x0

)−x0

∥∥ �→ 0, n2 �→−∞ (3.133)

almost surely. By (3.129), the sequence {x(n;n0,x0) :n0 ≤n} is the Cauchy sequence.

Thus there is (see [27]) a random element x(n;x0) such that

x
(
n;x0

)= lim
n0→−∞

x
(
n;n0,x0

)
(3.134)

in the B-norm almost surely.
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Now we prove that for every n ∈ Z, the element x(n;x0) is independent from x0

with probability one. Let z0 ∈ B. Then∥∥x(n;n0,x0
)−x(n;n0,z0

)∥∥
= ∥∥G(n−1,x

(
n−1;n0,x0

))−G(n−1,x
(
n−1;n0,z0

))∥∥
≤ λ∥∥x(n−1;n0,x0

)−x(n−1;n0,z0
)∥∥≤ ··· ≤ λn−n0

∥∥x0−z0

∥∥
(3.135)

and therefore,

P
[
x
(
n;x0

)= x(n;z0
)]= 1. (3.136)

We, further, write x(n) instead of x(n;x0). Using (3.130) for n2 =n, n1 =n0, (3.134)

and Fatou’s lemma, we obtain

E
∥∥x(n)∥∥<+∞. (3.137)

It follows from (3.128) and (3.134) that the process {x(n) :n∈ Z} satisfies (3.126).

To prove that the process {x(n) :n∈ Z} is periodic in distribution, we consider the

following Borel set in BZ

� :=
{{
uk : k∈ Z} :∀n∈ Z :

∞∑
j=1

µj−1
∥∥un−j∥∥<+∞;

exists in B-norm the limit vn := lim
n0→−∞

vn
(
n0, 0̄

)}
,

(3.138)

where, for every k∈ Z, the element vk(n0, 0̄) is defined for n0 ≤ k by

vn0

(
n0, 0̄

)
:= 0̄; vk+1

(
n0, 0̄

)
:=G(k,vk(n0, 0̄

))+uk, k≥n0. (3.139)

By definition of � for the sequence {uk : k∈ Z} and corresponding to it the sequence

{vk : k∈ Z}, it follows that

vk+1 =G
(
k,vk

)+uk, k∈ Z. (3.140)

Let T : �→ BZ be the mapping defined by

T
({
uk : k∈ Z}) := {

vk : k∈ Z}, {
uk : k∈ Z}∈�. (3.141)

The mapping T is measurable and for mapping θ(p), we have

Tθ(p)= θ(p)T . (3.142)

Indeed, let for {uk : k∈ Z} ∈�

{
wk : k∈ Z} := Tθ(p){uk : k∈ Z}, {

w̃k : k∈ Z} := θ(p)T{uk : k∈ Z}. (3.143)

Then

wk+1 =G
(
k,wk

)+uk+p ;

w̃k+p+1 =G
(
k+p,w̃k+p

)+uk+p (3.144)
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for all k∈ Z. According to (ii), we have∥∥wk+1−w̃k+p+1

∥∥≤ λ∥∥wk−w̃k+p
∥∥≤ ··· ≤ λj∥∥wk−j+1−w̃k+p−j+1

∥∥ (3.145)

for j ≥ 1. Hence by inequality, that is analogous to (3.130), it follows that

wk+1 = w̃k+p+1, k∈ Z. (3.146)

By the previous argument, we have

P
[{
y(n) :n∈ Z}∈�

]= 1. (3.147)

Let µx and µy be the measures on �(BZ) generating by the processes {x(n) : n ∈ Z}
and {y(n) :n∈ Z}, respectively. By Lemma 2.4,

µx = µyT−1 = µyθ(p)−1T−1 = µyT−1θ(p)−1 = µxθ(p)−1. (3.148)

By Lemma 2.4, the process {x(n) :n∈ Z} is p-periodic in distribution.

To prove the uniqueness, we consider a p-periodic in distribution process {z(n) :

n∈ Z} which is the solution of (3.126), such that E‖z(k)‖<+∞, 1≤ k≤ p. Then

E
∥∥x(n)−z(n)∥∥≤ λE

∥∥x(n−1)−z(n−1)
∥∥≤ ··· ≤ λjE∥∥x(n−j)−z(n−j)∥∥

≤ λj max
1≤j≤p

(
E
∥∥x(k)∥∥+E

∥∥z(k)∥∥), j ≥ 1. (3.149)

Thus

P
[
x(n)= z(n),n∈ Z]= 1. (3.150)

Remark 3.17. Given x0 ∈ B, the sequence {z(n) :n≥ 0} is defined by

z(0) := x0; z(n+1)=G(n,z(n))+y(n), n≥ 0. (3.151)

By the conditions of Theorem 3.16, the sequence {z(n) : n ≥ 0} is asymptotically

p-periodic, that is, ∥∥z(n)−x(n)∥∥ �→ 0, n �→∞ (3.152)

almost surely, where {x(n) :n∈ Z} is p-periodic in distribution solution of (3.126).

Example 3.18. Let B = H = L2([0,1]) and K : [0,1]2 ×R → R be a measurable

function satisfying the conditions:

∃λ∈ [0,1) :
∣∣K(s,t;x)−K(s,t;y)∣∣≤ λ|x−y|,

∃µ ∈ [0,1) :
∣∣K(s,t;x)∣∣≤ µ(1+|x|) (3.153)

for all {s,t}⊂[0,1]2, {x,y} ⊂R. Let {y(n) :n∈ Z} be stationary sequence in L2([0,1])
such that

Ey(n,t)= 0, t ∈ [0,1]; n∈ Z. (3.154)

For every f ∈ L2([0,1]), there is a stationary L2([0,1])-valued sequence {x(n) :n∈ Z}
satisfying the equation

x(n+1, t)=
∫ 1

0
K
(
t,s;x(n,s)

)
ds+f(t)+y(n,t), t ∈ [0,1], n∈ Z. (3.155)
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This result is important for applications. By a fixed point theorem, the sequence,

defined by

z0 ∈ L2
(
[0,1]

)
; zn+1(t)=

∫ 1

0
K
(
t,s;zn(s)

)
ds+f(t), t ∈ [0,1], n≥ 0, (3.156)

converges in L2([0,1]) to a unique solution of the integral equation

z(t)=
∫ 1

0
K
(
t,s;z(s)

)
ds+f(t) t ∈ [0,1]. (3.157)

If each function zn+1 from (3.156) is defined with the random error y(n) as in (3.155),

and errors {y(n)} forms a stationary process, then the sequence {x(n)} also is sta-

tionary process and consequently does not converge to solution of (3.157). However,

there exist methods for estimation of solution for (3.157) in this situation, see [4, 13].

3.3.2. Equations near to linear. We apply the techniques described above to study

the existence stationary and periodic in distribution solution of nonlinear stochastic

difference equations, which are near to linear equations. Of course, these conditions

are only sufficient.

If A ∈ �(B) is an operator such that σ(A)∩S = ∅, let P− and P+ be the spectral

projectors corresponding to the spectral sets that lie inside and outside of S, respec-

tively.

Theorem 3.19 (see [15]). Let G : Z×B→ B be a function such that

(i) for all n∈ Z, for all x ∈ B, G(n+p,x)=G(n,x);
(ii) there are an operator A∈�(B) and a number L≥ 0 such that

σ(A)∩S =∅;

∀k∈ {1,2, . . . ,p}, ∀{x,y} ⊂ B :
∥∥G(k,x)−G(k,y)−A(x−y)∥∥≤ L‖x−y‖;

L1 := L

 ∞∑
j=0

∥∥(AP−)j∥∥+
−1∑

j=−∞

∥∥(AP+)j∥∥

< 1.

(3.158)

Let {y(n) :n∈ Z} be a p-periodic in distribution process in B, such that

E
∥∥y(k)∥∥<∞, 1≤ k≤ p. (3.159)

Then the equation

x(n+1)=G(n,x(n))+y(n), n∈ Z (3.160)

has a unique p-periodic in distribution solution {x(n) : n ∈ Z} with E‖x(k)‖ < +∞,

1≤ k≤ p.

Proof. Let x0 ∈ B. By Theorem 3.2, there is a unique p-periodic in distribution

random process {x1(n) :n∈ Z} in B, such that

x1(n+1)=Ax1(n)+G
(
n,x0

)−Ax0+y(n), n∈ Z;

E
∥∥x1(k)

∥∥<+∞, 1≤ k≤ p. (3.161)



PERIODICITY IN DISTRIBUTION. I. DISCRETE SYSTEMS 115

Given for j ≥ 1 the p-periodic in distribution process {xj(n) :n∈ Z}, by Theorem 3.2

there is a unique p-periodic in distribution solution {xj+1(n) :n∈ Z} of

xj+1(n+1)=Axj+1(n)+G
(
n,xj(n)

)−Axj(n)+y(n), n∈ Z, (3.162)

in addition, E‖xj+1(k)‖<+∞, 1≤ k≤ p. We also have

xm+1(n)=
∞∑
j=0

(
AP−

)j(G(n−1−j,xm(n−1−j))−Axm(n−1−j)+y(n−1−j))

−
−1∑

j=−∞

(
AP+

)j(G(n−j−1,xm(n−1−j))−Axm(n−1−j)+y(n−1−j))
(3.163)

for any n∈ Z and m≥ 1. By (ii) of Theorem 3.19, we obtain

E
∥∥xm+1(n+1)−xm(n+1)

∥∥≤ L1 max
1≤k≤p

E
∥∥xm(k)−xm−1(k)

∥∥, m≥ 1. (3.164)

Therefore,

max
1≤k≤p

E
∥∥xm+1(k)−xm(k)

∥∥≤ Lm1 max
1≤k≤p

E
∥∥x1(k)−x0

∥∥, m≥ 1. (3.165)

From (3.164) and (3.165), we have that for every n ∈ Z, the sequence of the random

elements {xm(n) :m≥ 1} converges in the first-order mean [27] to a random element

x(n) with E‖x(n)‖<+∞. According to Theorem 2.14, {x(n) :n∈ Z} is p-periodic in

distribution in B. In addition, from (3.162), we have (3.160).

To prove the uniqueness, we suppose that {z(n) : n ∈ Z} is a p-periodic in the

distribution solution of (3.160). By Theorem 3.2, we have

x(n)=
∞∑
j=0

(
AP−

)j(G(n−1−j,x(n−1−j))−Ax(n−1−j)+y(n−1−j))

−
−1∑

j=−∞

(
AP+

)j(G(n−1−j,x(n−1−j))−Ax(n−1−j)+y(n−1−j))
(3.166)

for any n∈ Z and for the analogous representation of z(n). Then

E
∥∥x(n+1)−z(n+1)

∥∥≤ L1 max
1≤k≤p

E
∥∥x(k)−z(k)∥∥. (3.167)

Since

E
∥∥x(k)−z(k)∥∥≤ max

1≤k≤p
(
E
∥∥x(k)∥∥+E

∥∥z(k)∥∥), (3.168)

we obtain

E
∥∥x(n)−z(n)∥∥= 0, n∈ Z. (3.169)

Theorems like Theorem 3.19 may be proved for other difference equations. An anal-

ogous proof leads to the following results.
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Theorem 3.20. Let A be a closed linear operator with domain D(A) such that

σ(A)∩[−4,0]=∅. (3.170)

Suppose that a function f : Z×B3 → B satisfies the following conditions:

(i) f(n+p,u,v,w)= f(n,u,v,w);
(ii) the following inequality holds:

∥∥f (n,u1,v1,w1
)−f (n,u2,v2,w2

)∥∥≤ L(∥∥u1−u2

∥∥+∥∥v1−v2

∥∥+∥∥w1−w2

∥∥) (3.171)

for all n∈ Z, {u,v,w,uj,vj,wj,j = 1,2} ⊂ B with a number L such that

L2 := 3L
∑
k∈Z

∥∥c(k)∥∥< 1, (3.172)

where {c(k)} are the Laurent series coefficients of the function

(
A−

(
1
z
−2+z

)
I
)−1

. (3.173)

Let {y(n) :n∈ Z} be a p-periodic in distribution process such that

E
∥∥y(k)∥∥<+∞, 1≤ k≤ p. (3.174)

Then the equation

Ax(n)= x(n+1)−2x(n)+x(n−1)+f (n,x(n+1),x(n),x(n−1)
)+y(n), n∈ Z

(3.175)

has a unique p-periodic in distribution solution {x(n) :n∈ Z} and

P
[
x(n)∈D(A), n∈ Z]= 1, E

∥∥x(k)∥∥<+∞, 1≤ k≤ p. (3.176)

Theorem 3.21. Let A0,A1, . . . ,Ap be an operator from �(B) such that, for every

z ∈ S, the operator

A0zp+A1zp−1+···+Ap (3.177)

has the bounded inverse R(z). Suppose that b : B2 → B is a function which satisfies the

conditions:

(i) there is L1 > 0 : ‖b(u,v)‖ ≤ L1(1+‖u‖+‖v‖);
(ii) there is L2 > 0 : ‖b(u1,v)−b(u2,v)‖ ≤ L2‖u1−u2‖ for all {u,v,u1,u2} and

L2

∑
k∈Z

∥∥c(k)∥∥< 1, (3.178)

where {c(k)} are the Laurent series coefficients of R.

Let {y(n) :n∈ Z} be a stationary process such that

E
∥∥y(0)∥∥<+∞. (3.179)

Then the equation

A0x(n)+A1x(n−1)+···+Apx(n−p)= b
(
x(n),y(n)

)
, n∈ Z (3.180)

has a unique stationary solution {x(n) :n∈ Z} such that E‖x(0)‖<+∞.
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3.4. Second-order stationary and periodic solutions. Let B =H be a Hilbert space

over R. The existence problems of SO stationary and SO periodic in distribution so-

lutions for difference equations are more complicated than those from previous sec-

tions. Finite-dimensional stochastic equations with constant coefficients are studied

in detail, see Arató [1]. The aim of this section is to prove criteria for the existence of

SO stationary and SO periodic solutions for linear stochastic difference equations in

a Hilbert space [6].

3.4.1. Second-order stationary solutions. Let x and y be the H-valued random

elements with E‖x‖2 <+∞, E‖y‖2 <+∞. If

∀{u,v} ⊂H : E
[
(x,u)(y,v)

]= 0, (3.181)

then x and y are said to be orthogonal to each other. We note that mutual correla-

tion operator of orthogonal elements is the zero operator, and that orthogonality of

mutually Gaussian elements implies their independence.

Given sequence {y(n) : n ∈ Z} of random elements such that E‖y(n)‖2 < +∞,

n∈ Z and m∈ Z, let L
y
m be mean-square closure of linear combination

A1y
(
n1

)+A2y
(
n2

)+···+Aky(
nk

)
, (3.182)

where k≥ 1, {A1,A2, . . . ,Ak} ⊂�(H), nj ≤m, 1≤ j ≤ k.

Theorem 3.22. Let A∈�(H). The equation

x(n+1)=Ax(n)+y(n), n∈ Z (3.183)

has a unique SO stationary solution {x(n) ∈ L
y
n−1 : n ∈ Z} for every SO stationary

sequence {y(n) : n ∈ Z} of pairwise orthogonal H-valued random elements, if and

only if, for every orthonormal basis {ej : j ≥ 1} in H, the inequality

sup
j≥1

∞∑
k=0

∥∥Akej∥∥2 <+∞ (3.184)

is valid.

Proof

Necessity. Let {x(n) ∈ L
y
n−1 : n ∈ Z} be an SO stationary solution of (3.183) cor-

responding to an SO stationary process {y(n) :n∈ Z} with a correlation operator Sy
of y(0). From (3.183), we have

Ex(0)=AEx(0)+Ey(0). (3.185)

This equation has a unique solution Ex(0) for every Ey(0). Hence 1 ∈ (C\σ(A)). It

can be supposed that Ey(0)= Ex(0)= 0̄. Taking into account (3.183), we have

E
[(
x(n+1),u

)(
x(n+1),v

)]
= E

[(
Ax(n),u

)(
Ax(n),v

)]+E
[(
y(n),u

)(
y(n),v

)]
+E

[(
Ax(n),u

)(
y(n),v

)]+E
[(
y(n),u

)(
Ax(n),v

)]
.

(3.186)
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Since x(n) ∈ L
y
n−1, we obtain that the correlation operator Sx of the element x(0)

satisfies the equality

Sx =ASxA∗+Sy, (3.187)

where A∗ is the adjoint operator of A. From (3.187), for every n∈N, we have

Sx =An+1SxA∗(n+1)+
n∑
k=0

AkSyA∗k. (3.188)

Hence, taking into account the properties of the correlation operators, the conver-

gence of the following series is obtained

∞∑
k=0

(
AkSyA∗kz,z

)
, z ∈H. (3.189)

By the condition of theorem, series (3.189) is convergent for an arbitrary correlation

operator Sy . Thus,

∀z ∈H :
(
An+1SxA∗(n+1)z,z

)
�→ 0, n �→∞; (3.190)

and from (3.188), the following equality is obtained

(
Sxz,z

)= ∞∑
k=0

(
AkSyA∗kz,z

)
, z ∈H. (3.191)

Now let {ej : j ≥ 1} be an arbitrary orthonormal basis in H. For every sequence of

positive numbers such that

∞∑
j=1

λj <+∞, (3.192)

the operator

Sy :=
∞∑
j=1

λj
(·,ej)ej (3.193)

is a correlation operator. For the corresponding operator Sx , equality (3.191) is true,

which implies the following equality for the trace of operator Sx

trSx =
∞∑
j=1

(
Sxej,ej

)= ∞∑
j=1

∞∑
k=0

(
AkSyA∗kej,ej

)= ∞∑
j=1

λj


 ∞∑
k=0

‖Akej‖2


. (3.194)

From the convergence of the last series for every sequence of positive numbers {λj :

j ≥ 1} satisfying (3.192), it follows that

sup
j≥1

∞∑
k=0

∥∥Akej∥∥2 <+∞. (3.195)
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Sufficiency. If 1∈ (C\σ(A)), the expectation Ex(0) is a unique solution of

Ex(0)=AEx(0)+Ey(0), (3.196)

for every Ey(0). To prove that 1 ∉ σ(A), we first note that by the condition of

Theorem 3.22,

∀x ∈H :
∞∑
k=0

∥∥Akx∥∥2 <+∞. (3.197)

Therefore, on H is well-defined the linear operator � :H → l2(H), where

�x := (
x,Ax,A2x,. . .

)
, x ∈H,

l2(H) :=
{(
un :n≥ 0

) |un ∈H, n≥ 0;
∞∑
n=0

∥∥un∥∥2 <+∞
}

(3.198)

is a Hilbert space. The operator � is closed. Indeed, if xj → x in H and �xj → u =
(un :n≥ 0) in l2(H), then for every n≥ 0, we obtain

Anxj �→Anx, Anxj �→un, j �→∞. (3.199)

Hence un = Anx, n ≥ 0 and u =�x. By the closed graph theorem, the operator � is

bounded and

∀x ∈H :
∞∑
n=0

∥∥Anx∥∥2 ≤ ‖�‖2‖x‖2; (3.200)

it follows that ∞∑
n=0

∥∥An+kx∥∥2 ≤ ‖�‖2
∥∥Akx∥∥2, k≥ 0. (3.201)

Therefore,

∞∑
k=0

∞∑
n=0

∥∥An+kx∥∥2 =
∞∑
n=0

(n+1)
∥∥Anx∥∥2 ≤ ‖�‖4‖x‖2. (3.202)

In the same way, it follows that

∞∑
n=0

(n+1)(n+2)
∥∥Anx∥∥2 ≤ 2‖�‖6‖x‖2. (3.203)

By Cauchy’s inequality, we obtain

∞∑
n=0

∥∥Anx∥∥= ∞∑
n=0

1
n
(
n
∥∥Anx∥∥)≤


 ∞∑
n=0

1
n2

∞∑
n=0

n2
∥∥Anx∥∥2




1/2

<+∞. (3.204)

Thus, the operator

I+A+A2+···+An+··· (3.205)

is bounded inverse to I−A. There is no loss of generality in assuming that Ey(0)= 0̄.
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Fix arbitrary n∈ Z. Consider the following sequence of random elements in H:

ξ(m) :=
m∑
j=0

Ajy(n−1−j)∈ L
y
n−1, m≥ 1. (3.206)

The element ξ(n) has the correlation operator

T(m)=
m∑
j=0

AjSyA∗j , m≥ 1 (3.207)

and for 1≤m<k, the following equality

E
∥∥ξ(k)−ξ(m)∥∥2 = tr


 k∑
j=m+1

AjSyA∗j

 (3.208)

holds. For the orthonormal basis {ej : j ≥ 1} inH consisting of the eigenvectors of the

operator Sy , we obtain, from representation (3.208),

E
∥∥ξ(k)−ξ(m)∥∥2 =

∞∑
t=1

λt
k∑

j=m+1

∥∥Ajet∥∥2, (3.209)

where {λj : j ≥ 1} are the eigenvalues of operator Sy corresponding to the eigenvectors

{ej : j ≥ 1}. By the conditions of Theorem 3.22, for every t ≥ 1,

∞∑
j=m+1

∥∥Ajet∥∥2
�→ 0, m �→∞. (3.210)

Furthermore, for m≥ 1,

∞∑
j=m+1

∥∥Ajet∥∥2 ≤ sup
t≥1

∞∑
j=0

∥∥Ajet∥∥2 <+∞. (3.211)

Hence, the sequence {ξ(m) :m≥ 1} is a Cauchy sequence in the quadratic mean; and

there is a random element x(n) such that

E
∥∥x(n)∥∥2 <+∞, x(n)=

∞∑
j=0

Ajy(n−j−1)∈ L
y
n−1, (3.212)

see [27]. The last series is convergent in the quadratic mean, with the correlation

operator Sx of the element x(0) being

Sx =
∞∑
j=0

AjSyA∗j , (3.213)

the series in (3.213) converging in the trace norm. Also, for every n ∈ Z, Ex(n) = 0̄,

the mutual correlation operator Sk,n of the elements x(k) and x(n) has the following
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representation:

(
Sk,nu,v

)= ∞∑
j=0

(
An−k+jSyA∗ju,v

)
, {u,v} ⊂H. (3.214)

Hence,

Sk,n =An−kSx, {k,n} ⊂ Z, k≤n. (3.215)

Thus, the process {x(n) :n∈ Z} is SO stationary in H. Moreover, since A∈�(H) with

probability one,

Ax(n)+y(n)=
∞∑
j=0

Aj+1y(n−j−1)+y(n)= x(n+1), (3.216)

for every n∈ Z.

To complete the proof of sufficiency, we need only to show uniqueness. Let {z(n) :

n ∈ Z} be an SO stationary solution of (3.183) satisfying the conditions of Theorem

3.22. Then for every n∈ Z, we have

x(n)−z(n)=An−m(
x(m)−z(m)), m≤n−1. (3.217)

It is easy to see that

E
∥∥x(n)−z(n)∥∥2 ≤ 2E

∥∥An−mx(m)∥∥2+2E
∥∥An−mz(m)∥∥2

= 2tr
(
An−mSxA∗(n−m)

)+2tr
(
An−mSzA∗(n−m)

)
,

(3.218)

where Sz is the correlation operator of z(0). By (3.191) we have Sx = Sz. Combining

(3.188) and (3.191), we claim that

tr
(
An−mSxA∗(n−m)

)= tr


 ∞∑
j=n−m

AjSyA∗j



=
∞∑
t=1

λt
∞∑

j=n−m

∥∥Ajet∥∥2, m≤n−1,

(3.219)

where λt , t ≥ 1 and et , t ≥ 1 are the eigenvalues and eigenvectors of operator Sy such

that et , t ≥ 1 is orthonormal basis in H. By the conditions of Theorem 3.22, we infer

that
∞∑
t=1

λt
∞∑

j=n−m

∥∥Ajet∥∥2
�→ 0, m �→−∞, (3.220)

and that x(n)= z(n) with probability one for each n∈ Z.

Corollary 3.23. Let {y(n) :n∈ Z} be a sequence of Gaussian independent identi-

cally distributed random elements in H with expectation 0̄ and correlation operator Sy .

Let the operator A∈�(H) satisfy the conditions of Theorem 3.22.
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Then there is a unique stationary Gaussian Markov process {x(n) ∈ L
y
n−1 : n ∈ Z}

satisfying (3.183).

Proof. It is a direct consequence of the previous theorem and the known proper-

ties of the Gaussian random elements, see [38, 9] for the full proof.

Remarks. (1) We mention simple sufficient conditions ensuring the conditions of

Theorem 3.22. If the spectral radius of the operator A is

r(A) := lim
n→∞

∥∥An∥∥1/n < 1, (3.221)

then the conditions of Theorem 3.22 are satisfied. Indeed,

sup
j≥1

∞∑
k=0

∥∥Akej∥∥2 ≤
∞∑
k=0

∥∥Ak∥∥2
(3.222)

with the series in the right converging by the Cauchy’s theorem.

(2) If ‖A‖< 1 then conditions of Theorem 3.22 are satisfied.

(3) If H is the finite-dimensional space then every stationary Gaussian Markov pro-

cess satisfies an equation such as (3.183), see [1, Chapter 2, Section 2.1] and [30].

For the infinite-dimensional space, this is not true, see [9, Chapter 2, Section 2.7] for

the details.

Corollary 3.24. Let the conditions of Theorem 3.22 be satisfied and Ey(0) = 0̄.

For z0 ∈ L
y
−1, the sequence {z(n);n∈ Z} is defined by

z(n+1) :=Az(n)+y(n), n≥ 0;

z(0) := z0.
(3.223)

Then

E
∥∥z(n)−x(n)∥∥2

�→ 0, n �→∞, (3.224)

where {x(n)∈ L
y
n−1 :n∈ Z} is a unique SO stationary solution to (3.183).

Proof. The proof follows the lines of the proof of Theorem 3.22 and is omitted.

Corollary 3.25. Let A∈�(H) be such that

sup
j≥1

∞∑
k=0

∥∥Akej∥∥2 <+∞ (3.225)

for every orthonormal basis {ej : j ≥ 1} in H.

Then the equation

Sx =ASxA∗+Sy (3.226)

has, in the class of all correlation operators, a unique solution Sx for every correlation

operator Sy .
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Proof. See the proof of Theorem 3.22.

3.4.2. Second-order periodic solutions. Let p ∈ N be a natural number and let

{A(n) :n∈ Z} be the bounded linear operators such that

∀n∈ Z :A(n+p)=A(n). (3.227)

Set

B0 :=A(p−1)A(p−2)···A(1)A(0). (3.228)

Theorem 3.26 (see [6]). The equation

x(n+1)=A(n)x(n)+y(n), n∈ Z (3.229)

has a unique SO p-periodic solution {x(n) ∈ L
y
n−1 : n ∈ Z} for every SO p-periodic

process {y(n) : n∈ Z} with orthogonal values and with Ey(n)= 0̄, n∈ Z, if and only

if, for every orthonormal basis {ej : j ≥ 1} in H, the following inequality holds

sup
j≥1

∞∑
k=0

∥∥Bk0ej∥∥2 <+∞. (3.230)

Proof

Sufficiency. Let p > 1. Suppose that condition (3.230) holds. Let {y(n) : n ∈ Z},
Ey(n)= 0̄, n∈ Z, be an SO p-periodic process with orthogonal values. Now define

ξ(k) :=
p−1∑
t=0

Cty
(
(k+1)p−1−t), k∈ Z;

C0 := I, Ct :=A(p−1)···A(p−t), 1≤ t ≤ p−1.

(3.231)

The elements {ξ(k) : k∈ Z} are pairwise orthogonal. They have expectation 0̄ and the

same correlation operator

p−1∑
t=0

CtSy,−t−1C∗t , (3.232)

where Sy,−k := Sy,k, 0 ≤ k ≤ p−1, and Sy,0,Sy,1, . . . ,Sy,p−1 are the correlation oper-

ators of the elements y(0),y(1), . . . ,y(p−1), respectively. For every SO p-periodic

sequence {u(k) : k ∈ Z}, Eu(k) = 0̄, k ∈ Z, of pairwise orthogonal H-valued random

elements, an SO p-periodic process {y(n) : n ∈ Z} with orthogonal values and with

Ey(n)= 0̄, n∈ Z, can be chosen in such a way that ξ(k)=u(k), k∈ Z.

By Theorem 3.22, there is a unique SO stationary solution {x0(k)∈ L
ξ
k−1 : k∈ Z} of

the following equation:

x0(k+1)= B0x0(k)+ξ(k), k∈ Z, (3.233)

and this solution has the following representation:

x0(k)=
∞∑
j=0

Bj0ξ(k−j−1), k∈ Z. (3.234)
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The series for x0(k) converges in the quadratic mean. Now define the process {x(n) :

n∈ Z} in H in the following way:

x(kp) := x0(k),

x(kp+1) :=A(kp)x(kp)+y(kp)=A(0)x0(k)+y(kp),
x(kp+2) :=A(kp+1)x(kp+1)+y(kp+1),

=A(1)A(0)x0(k)+A(1)y(kp)+y(kp+1),
...

x(kp+j) :=A(kp+j−1)x(kp+j−1)+y(kp+j−1)

=A(j−1)A(j−2)···A(0)x0(k)

+
j−2∑
l=0

A(j−1)···A(l+1)y(kp+l)+y(kp+j−1), 2≤ j ≤ p−1.

(3.235)

Clearly, x(n)∈ L
y
n−1. We now show that, for each 0≤ j ≤ p−1, the process {x(kp+j) :

k∈ Z} is SO stationary; and by Lemma 2.5 the process {x(n) :n∈ Z} is SO p-periodic.

This process satisfies (3.229). For the proof, it suffices to prove the equality

x(kp+p)=A(kp+p−1)x(kp+p−1)+y(kp+p−1), k∈ Z. (3.236)

For fixed k, we have

A(kp+p−1)x(kp+p−1)+y(kp+p−1)

=A(p−1)A(p−2)···A(0)x0(k)

+
p−3∑
j=0

A(p−1)···A(j+1)y(kp+j)

+A(p−1)y(kp+p−2)+y(kp+p−1)

= B0x0(k)+ξ(k)= x0(k+1)= x(kp+p).

(3.237)

The process {x(n) : n ∈ Z} is a unique solution for (3.229). Indeed, let {z(n) ∈
L
y
n−1 :n∈ Z} be an SO p-periodic solution for (3.229). Then

x
(
(k+1)p

)= Bx(kp)+ξ(k),
z
(
(k+1)p

)= Bz(kp)+ξ(k), k∈ Z,
x(kp)−z(kp)= B(x((k−1)p

)−z((k−1)kp
))

= Bk−m(
x(mp)−z(mp)), m≤ k−1.

(3.238)

Thus

E
∥∥x(kp)−z(kp)∥∥2 ≤ 2E

∥∥Bk−mx(m)∥∥2+2E
∥∥Bk−mz(m)∥∥2

= 2tr
(
Bk−mSxB∗(k−m)

)+2tr
(
Bk−mSzB∗(k−m)

)
,

(3.239)

and as in the proof of Theorem 3.22, we have P[x(kp)= z(kp), k∈ Z]= 1. It follows

that P[x(n)= z(n), n∈ Z]= 1.
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Necessity. Let {x(n)∈ L
y
n−1, :n∈ Z} be a unique SO p-periodic solution to (3.229)

for arbitrary but fixed SO p-periodic process {y(n) : n ∈ Z} with orthogonal values

and with Ey(n)= 0̄, n∈ Z.

It is easy to verify that, for an SO p-periodic process {x(n) : n ∈ Z}, for every

j,0≤ j ≤ p−1, the process

{
x(kp+j) : k∈ Z} (3.240)

is SO stationary. Moreover, if the process {x(n) :n∈ Z} satisfies (3.229), then

x
(
(k+1)p

)= B0x(kp)+ξ(k), k∈ Z. (3.241)

Let x0(k) := E(x(kp)/ξ(j), j ≤ k−1), k ∈ Z. Then x0(k) ∈ L
ξ
k−1, k ∈ Z, and from

(3.241), we have

x0(k+1)= B0x0(k)+ξ(k), k∈ Z. (3.242)

The process {x0(k) : k ∈ Z} is a unique solution for (3.242). Indeed, if (3.242) had

two different solutions, then we can construct two different solutions to (3.229) by

repeating the arguments from the proof of sufficiency.

Now applying Theorem 3.22 to (3.242), we find that

sup
j≥1

∞∑
k=0

∥∥Bk0ej∥∥2 <+∞ (3.243)

for each orthonormal basis in H.

Corollary 3.27. Let the operators {A(n)} satisfy the conditions of Theorem 3.26,

{y(n) : n ∈ Z} be a Gaussian p-periodic process in H with independent values, and

Ey(n)= 0̄, n∈ Z. Then there is a unique p-periodic Gaussian Markov process x(n)∈
L
y
n−1, n∈ Z, satisfying (3.229).

Theorem 3.26 admits the following generalization. Let p ∈N∪{0} and let � be the

class of all H-valued SO p-periodic processes {y(n) : n ∈ Z}, such that Ey(n) = 0̄,

n∈ Z; the random elements y(k) and y(n) are orthogonal if |k−n|>p.

Theorem 3.28. Let {A(n)} be the operators from Theorem 3.26. Equation (3.229)

has a unique SO p-periodic solution {x(n) ∈ L
y
n−1 : n ∈ Z} for every process {y(n) :

n ∈ Z} ∈ � if and only if, for every orthonormal basis {ej : j ≥ 1} in H, inequality

(3.230) holds.

Proof. The proof is similar to that of Theorem 3.26 and so is omitted.

The following sufficient condition will be useful in the applications.

Condition 3.29. Let

A(n+p)=A(n), n∈ Z; B0 =A(p−1)···A(0). (3.244)

Suppose that the spectrum of operator B0 consists of two parts σ− and σ+, such that

sup
(|z| : z ∈ σ−

)
< 1, inf

(|z| : z ∈ σ+
)
> 1. (3.245)
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Theorem 3.30. By Condition 3.29, equation (3.229) has a unique SOp-periodic solu-

tion {x(n) :n∈ Z} for every SO p-periodic process {y(n) :n∈ Z} inH with Ey(k)= 0̄,

1≤ k≤ p.

Proof. See the proof of Theorems 3.1, 3.26, and see [6] for more details.
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