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A dynamics of a nuclear-spin quantum computer with a large number
(L = 1000) of qubits is considered using a perturbation approach. Small
parameters are introduced and used to compute the error in an imple-
mentation of an entanglement between remote qubits, using a sequence
of radio-frequency pulses. The error is computed up to the different or-
ders of the perturbation theory and tested using exact numerical solu-
tion.

1. Introduction

The different solid-state quantum systems are considered now as candi-
dates for quantum computation. They include: nuclear spins [2, 9, 14],
electron spins [3, 8, 13], quantum dots [10], Josephson junctions [1, 11],
and others. For the most effective quantum information processing a
quantum computer (QC) should operate with a large number of qubits.
For numerical simulation of quantum dynamics of this system we must
solve a large set of 2L linear differential equations for long enough time,
or diagonalize many large matrices of the size 2L × 2L. Hence, it is im-
portant to develop a consistent perturbation theory for quantum com-
putation which allows to predict a probability of correct implementation
of the quantum logic operations involving large number of qubits in the
real physical systems.

In this paper, we describe the procedure which allows to estimate
the errors in implementation of quantum logic operations in the one-
dimensional solid-state system of nuclear spins, without exact solution
of quantum dynamical equations and without direct diagonalization of
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large matrices. We suppose that our computer operates at the temper-
ature T = 0 and the error is generated only as a result of “internal de-
coherence” (nonresonant processes). Our approach provides the tools
to choose the optimal parameters for operation of the scalable quantum
computer with a large number of qubits.

2. Dynamics of a spin chain

Application of Ising spin systems for quantum computations was first
suggested in [3]. Today, Ising spin systems are used in liquid nuclear
magnetic resonance (NMR) quantum computation with small number
of qubits [7]. The register (a 1D chain of L identical nuclear spins) is
placed in a magnetic field,

B(n)(z, t) =
(
b
(n)
⊥ cos

[
ν(n)t+ϕ(n)],−b(n)⊥ sin

[
ν(n)t+ϕ(n)],Bz(z)), (2.1)

where tn ≤ t ≤ tn+1, n = 1, . . . ,M, Bz(z) is a slightly nonuniform magnetic
field (with a constant gradient) oriented in the positive z-direction, b(n)⊥ ,
ν(n), and ϕ(n) are, respectively, the amplitude, the frequency, and the ini-
tial phase of the circular polarized (in the x-y plane) magnetic field. This
magnetic field has the form of rectangular pulses of the length (duration
time) τn = tn+1 − tn. The magnetic dipole field on nucleus k in any station-
ary state is much less than the external field. So, only the z component
of the dipole field Bz

d
(k) affects the energy spectrum,

Bzd(k) =
L−1∑
j=0

3cos2 θ − 1
r3
jk

Mz
j , (2.2)

where Mz
j is the z component of the jth nuclear magnetic moment, and

rjk is the distance between the nuclei j and k. In order to suppress the
dipole interaction between the spins, we should choose the angle θ ≈
54.7◦ between directions of the spin chain and the permanent magnetic
field (z direction). For this angle cosθ = 1/

√
3, and for any stationary

state the z component of the dipole field disappears [4].
The Hamiltonian of the spin chain in the magnetic field is

H(n) = −
L−1∑
k=0

ωkI
z
k − 2J

L−1∑
k=0

IzkI
z
k+1 −Θ(n)(t)

(
Ωn

2

)

×
L−1∑
k=0

{
I−k exp

[− i(ν(n)t+ϕ(n))]+ I+k exp
[
i
(
ν(n)t+ϕ(n))]}

=H0 +V (n)(t),

(2.3)
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where the index k labels the spins in the chain, J is the Ising interaction
constant, Iz

k
is the operator of z component of kth spin 1/2, I±

k
= Ix

k
± iIy

k
,

ωk = γBz(zk) is the Larmor frequency of the kth spin, Ωn = γb
(n)
⊥ is the

precession (Rabi) frequency, γ is the gyromagnetic ratio, and we put ħ =
1 for the Planck constant. The function Θ(n)(t) equals 1 only during the
nth pulse and equals zero otherwise. Since the permanent magnetic field
has a constant gradient, the frequency difference δω = ωk+1 −ωk is the
same for all k. Below δω is considered as a parameter of the model.

In order to remove the time-dependence from the Hamiltonian (2.3),
we write the wave function Ψ(t) in the time interval of the nth pulse, in
the laboratory system of coordinates in the form

Ψ(t) = exp

{
i
[
ν(n)t+ϕ(n)]L−1∑

k=0

Izk

}
Ψ(n)

rot (t)

=
∑
p

Ap(t)|p〉exp
[
− iχ(n)

p t+ iξ(n)p

]
,

(2.4)

where Ψ(n)
rot (t) is the wave function in a frame rotating with the frequency

ν(n), χ(n)
p = −[ν(n)/2]

∑L−1
k=0 σ

p

k , ξ(n)p = [ϕ(n)/2]
∑L−1

k=0 σ
p

k , σpk = −1 if the kth
spin of the state |p〉 is in the position |1〉, and σ

p

k
= 1 if the kth spin is

in the position |0〉, and |p〉 is the eigenfunction of the Hamiltonian H0.
The dynamics during the nth pulse are described by the Schrödinger

equation

iΨ̇ =H(n)Ψ. (2.5)

Now, we show that in representation (2.4) the effective Hamiltonian,
which describes the dynamics of the system, is independent of time.
Consider the matrix elements for the transitions associated with a flip
of only one spin, for example, the transition between the states |p1〉 =
|120110〉 and the state |p2〉 = |120100〉 under the influence of the wave with
the frequency ν and the initial phase ξ = ϕ = 0. We have χp1 = ν/2 and
χp2 = −ν/2, and the matrix element for this transition,

−
(
Ω
2

)
〈101|eiνt/2I−0 e

−iνteiνt/2|100〉 = −Ω
2
, (2.6)

is independent of time. In a similar way we can show that matrix ele-
ments for other one-spin-flip transitions in representation (2.4) are also
time-independent and independent of phase ϕ(n). In brief, in representa-
tion (2.4) each spin flip is accompanied by a change of the phase of the
wave function by the value ±[ν(n)t+ϕ(n)], which compensates the time-
dependent phase in the perturbation V (n)(t) in the Hamiltonian (2.3).
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The unitary transformation (2.4) is the quantum transformation to the
frame rotating with the frequency of the external field ν(n) (see, e.g., [5,
Chapter 15]).

As follows from (2.3), (2.4), and (2.5) the Schrödinger equation for the
coefficients Ap(t) has the form

iȦp(t) =
[
Ep −χ(n)

p

]
Ap(t)− Ω

2

∑
p′
Ap′(t), (2.7)

where the sum is taken over the states |p′〉 related by a single-spin tran-
sition with the state |p〉, Ep is the eigenvalue of the Hamiltonian H0,
the transition matrix elements are time-independent and equal to each
other, as described in the previous paragraph. We can see from (2.7)
that the dynamics of the coefficients Ap(t) is governed by the effective
time-independent Hamiltonian H(n), and (2.7) can be written in the form
iȦp(t) =

∑
p′ H(n)

pp′Ap′(t), where

H(n)
pp′ =

[
Ep −χ(n)

p

]
δpp′ − Ω

2
αpp′ . (2.8)

Here αpp = 0, αpp′ = 1 if the states p and p′ are related to each other by a
one-spin-flip transition, and αpp′ = 0 for all other states.

The dynamics of the coefficients Ap(t) generated by the Hamiltonian
H(n) can be computed using the eigenfunctions Aq(n)

m and the eigenval-
ues enq of this Hamiltonian by

Am

(
tn
)
=
∑
m0

Am0

(
tn−1

)∑
q

A
q(n)
m0 A

q(n)
m exp

(− ienqτn). (2.9)

Since different pulses of the protocol can have different frequencies and
duration times, we should operate in the laboratory frame and make the
transformation of the wave function to the rotating frame before each
pulse, and the transformation to the laboratory frame after each pulse. If
we write the wave function in the laboratory frame in the form

Ψ(t) =
∑
p

Cp(t)|p〉exp
(− iEpt), (2.10)

then the coefficients Cp(t) in (2.10) in the laboratory frame are expressed
through the coefficients Ap(t) in (2.4) in the rotating frame as

Cp(t) = exp
[
iE(n)

p t+ iξ(n)p

]
Ap(t). (2.11)
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Here E(n)
p = Ep −χ(n)

p are the diagonal elements of the Hamiltonian matrix
H(n)

pp′ , t = tn−1 before the nth pulse, and t = tn = tn−1 + τn after the nth pulse.

Hereafter we take ϕ(n) = ξ(n)p = 0 for all n.

3. Two-level approximation

We explain in this section how selective transitions (resonant tran-
sitions), which realize a quantum logic gate, can be implemented in the
system described by the Hamiltonian (2.3). To do this, we consider the
structure of the effective time-independent Hamiltonian matrix Hpp′ .
(Here and below we omit the upper index (n).) All nonzero nondiag-
onal matrix elements are the same and equal to −Ω/2. At Ω 
 δω the
absolute values of the diagonal elements in general case are much larger
than the absolute values of the off-diagonal elements, and the resonance
is coded in the structure of the diagonal elements of the Hamiltonian
matrix Hpp′ .

Suppose that we want to flip the kth spin in the chain. To do this, we
choose the frequency of the pulse to be equal to the difference ν = Ep −Em
between the energies of the states which related to each other by a flip of
the kth spin. The whole Hamiltonian matrix has the form

Hpp′ =




Ep V V 0 0 0 V 0 · · ·
V Em 0 V 0 0 0 V · · ·
V 0 Ep′ V V 0 0 0 · · ·
0 V V Em′ 0 V 0 0 · · ·
0 0 V 0 Ep′′ V 0 0 · · ·
0 0 0 V V Em′′ 0 0 · · ·
V 0 0 0 0 0 Ep′′′ V · · ·
0 V 0 0 0 0 V Em′′′ · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·



, (3.1)

where Ep = Em +∆pm, |∆pm| ∼ J (near-resonance case) or |∆pm| = 0 (exact
resonance case) is the detuning from the resonance, which depends on
the positions of the (k − 1)th and (k + 1)th spins, V = −Ω/2. All quantum
states in this matrix are renumerated in such a way that each two states
with the diagonal elements Ep and Em, which are related to each other by
the resonance or near-resonance transition, are neighbors (i.e., the diago-
nal elements Ep and Em are close to each other). The different 2× 2 blocks
can be organized in an arbitrary order. The states of the different blocks
in (3.1) are connected to each other (these relations are indicated by the
solid lines in (3.1)) if they differ by a flip of a nonresonant spin, while the
other spins are identical. For example, the state Ep in (3.1) differs from
the state Em by a flip of a resonant (or near-resonant) spin, while the
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same state Ep differs from the state Ep′′′ by a flip of a nonresonant spin,
and the state Ep differs from the state Ep′′ by flips of two nonresonant
spins, and so on.

As an illustration we build the matrix (3.1) for the system of three
qubits. In this case, we have the matrix of the size 23 × 23 = 8× 8. Suppose
that we organize the resonant transition

|p〉 = ∣∣020100
〉 −→ |m〉 = |001〉. (3.2)

Suppose also that

ω0 = δω, ω1 = 2δω, ω2 = 3δω, (3.3)

and the Ising interaction constant is J . Then, the resonant frequency is

ν = Em −Ep= 1
2
(δω−2δω − 3δω)− 1

2
(−δω− 2δω − 3δω − 2J) = δω + J.

(3.4)

The diagonal elements for these states are

Ep = Ep −
(
− 3

2
ν

)
= −3

2
δω+

1
2
J,

Em = Em −
(
− 1

2
ν

)
= −3

2
δω +

1
2
J = Ep.

(3.5)

In a similar way we can calculate other diagonal elements. The states in
the whole matrix (3.1) correspond to the following quantum states with
the corresponding diagonal elements:

|p〉 = |000〉, Ep = −3
2
δω +

1
2
J, |m〉 = |001〉, Em = −3

2
δω+

1
2
J,

|p′〉 = |010〉, Ep′ = −1
2
δω +

3
2
J, |m′〉 = |011〉, Em′ = −1

2
δω − 1

2
J,

|p′′〉 = |110〉, Ep′′ = 3
2
δω − 1

2
J, |m′′〉 = |111〉, Em′′ =

3
2
δω − 5

2
J,

|p′′′〉 = |100〉, Ep′′′ = 1
2
δω +

1
2
J, |m′′′〉 = |101〉, Em′′′ =

1
2
δω +

1
2
J.

(3.6)

In order to find the state |m〉, which forms a 2 × 2 block with a definite
state |p〉, we should flip the resonant spin of the state |p〉. In other words,
positions of N − 1 (nonresonant) spins of these states are equivalent,
while position of the resonant spin is different.
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Under the condition J 
 δω = ωk+1 −ωk, the energy separation be-
tween the diagonal elements of a single 2× 2 block is much less than the
energy separation between the diagonal elements of the different blocks
(∼ |k − k′|δω) which are related to each other by a flip of a nonresonant
k′th (k′ 
= k) spin. Some possible nonresonant transitions are indicated in
(3.1) by the lines connecting the different 2× 2 blocks. When the matrix
elements, V , relating different 2 × 2 blocks are small, |V | = |Ω/2| 
 δω,
in the zero-order approximation, we can neglect the nonresonant inter-
action between the states of the different blocks, and the Hamiltonian
matrix Hpp′ breaks up into 2L/2, approximately independent 2 × 2 ma-
trices,

(
Ep V

V Em

)
. (3.7)

This approximation can be called a two-level approximation, since in
this case we have relatively 2L/2 independent two-level systems. (Quan-
titatively, the relative independence of the different 2× 2 blocks follows
from (5.1) and (6.3), below. Under the condition |vqq′ | ∼Ω
 |e(0)q − e(0)q′ | ∼
δω the corrections due to interactions between different 2× 2 blocks are
small.)

We now derive the solution in the two-level approximation. The dy-
namics is given by (2.9). Since we deal only with a single 2 × 2 block of
the matrix Hpp′ (but not with the whole matrix), the dynamics in this
approximation are generated only by the eigenstates of one block. The
eigenvalues e(0)q , e(0)Q and the eigenfunctions of the 2× 2 matrix (3.7) are
(we put ∆pm = ∆)

e
(0)
q = Em +

∆
2
− λ

2
,

(
A
q(0)
m

A
q(0)
p

)
=

1√
(λ−∆)2 +Ω2

(
Ω

λ−∆

)
, (3.8)

e
(0)
Q = Em +

∆
2
+
λ

2
,

(
A
Q(0)
m

A
Q(0)
p

)
=

1√
(λ−∆)2 +Ω2

(
−(λ−∆)

Ω

)
, (3.9)

where λ =
√
Ω2 +∆2. Suppose that before the pulse, the system is in the

state |m〉, that is, the conditions

Cm

(
t0
)
= 1, Cp

(
t0
)
= 0 (3.10)
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are satisfied. After the transformation, (2.11), to the rotating frame we
obtain

Am

(
t0
)
= exp

(− iEmt0)Cm

(
t0
)
= exp

(− iEmt0), Ap

(
t0
)
= 0. (3.11)

The dynamics is given by (2.9), which in our case takes the form

Am(t) =Am

(
t0
){[

A
q(0)
m

]2 exp
[− ie(0)q τ

]
+
[
A
Q(0)
m

]2 exp
[− ie(0)Q τ

]}
=

exp
[− i[Emt− (∆/2)τ

]]
Ω2 + (λ−∆)2

{
Ω2e−iλτ/2 + (λ−∆)2eiλτ/2}, (3.12)

where t = t0 + τ . Applying the back transformation

Cm(t) = exp
(
iEmt

)
Am(t), (3.13)

and taking the real and imaginary parts of the expression in the curl
brackets, we obtain

Cm

(
t0 + τ

)
=
[

cos
(
λτ

2

)
+ i
(
∆
λ

)
sin

(
λτ

2

)]
exp

(
− iτ∆

2

)
. (3.14)

For another amplitude we have,

Ap(t) =Am

(
t0
){
A
q(0)
m A

q(0)
p exp

[− ie(0)q τ
]
+AQ(0)

m A
Q(0)
p exp

[− ie(0)Q τ
]}

= i
Ω
λ

exp
{
− i
[
Emt− ∆

2
τ

]}
sin

(
λτ

2

)
.

(3.15)

Applying the back transformation

Cp(t) = exp
[
i
(Em +∆

)
t
]
Ap(t), (3.16)

we obtain,

Cp

(
t0 + τ

)
= i
(
Ω
λ

)
sin

(
λτ

2

)
exp

(
it0∆+

iτ∆
2

)
. (3.17)

When ∆ = 0 (the resonance case) and λτ = π (π-pulse), (3.14) and
(3.17) describe the complete transition from the state |m〉 to the state |p〉.
In the near-resonance case, when ∆ 
= 0 the transition probability is (here
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we again put the index n indicating the pulse number),

εn =
(
Ωn

λn

)2

sin2
(
λnτn

2

)
. (3.18)

We can suppress the near-resonant transitions, and make the probability
εn equal to zero by choosing the Rabi frequency in the form (see 2πk-
method in [4])

Ωk
n =

∣∣∆n

∣∣
√

4k2 − 1
. (3.19)

The solutions (3.14) and (3.17) can also be derived without trans-
formation to the rotating frame [4]. However, as will be shown below,
our description allows to introduce the small parameters and to build
the consistent perturbation theory. Using our approach we will compute
the dynamics up to different orders of our perturbation theory, and will
test our approximate results by using exact numerical solution for small
number of qubits. In Section 7, we will apply the perturbation theory to
analyze the quantum dynamics during the implementation of a simple
quantum logic gate in the spin chain with large number (L = 1000) of
qubits.

4. Protocol for creation of entangled state between remote qubits

Here we schematically describe the protocol (the sequence of pulses)
which allows to create the entangled state for the remote qubits in the
system described by the Hamiltonian (2.3). The initial state of the sys-
tem is supposed to be the ground state |00 · · ·00〉. The first pulse in our
protocol, described by the unitary operator U1, creates the superposition
of the states |00 · · ·00〉 and |10 · · ·00〉 from the ground state,

U1|00 · · ·00〉 = 1√
2

(|00 · · ·00〉+ i|10 · · ·00〉). (4.1)

Other pulses create from this state the entangled state. This procedure is
described by the unitary operator U′,

U′ 1√
2

(|00 · · ·00〉+ i|10 · · ·00〉) = 1√
2

(
eiϕ1 |00 · · ·00〉+ eiϕ2 |10 · · ·01〉), (4.2)

where ϕ1 and ϕ2 are known phases [4].
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Now, we describe the procedure for realization of the operator U =
U′U1 by the sequence of pulses. Each pulse is characterized by the corre-
sponding unitary operator, Un, where n = 1,2, . . . ,2L− 2. (The total num-
ber of pulses in our protocol is M = 2L− 2.) The unitary operator of the
whole protocol is a product of the unitary operators of the individual
pulses, U =U2L−2U2L−4 · · ·U2U1. The first pulse, described by the oper-
ator U1, is resonant to the transition between the states |00 · · ·00〉 and
|10 · · ·00〉. If we choose the duration of this pulse as τ1 = π/(2Ω1) (a π/2-
pulse), then from (3.14) and (3.17) we obtain (4.1). In order to obtain the
second term in the right-hand side of (4.2), we choose a sequence of res-
onant π-pulses which transforms the state |10 · · ·00〉 to the state |10 · · ·01〉
by the following scheme:

|1000 · · ·0〉 −→ |1100 · · ·0〉 −→ |1110 · · ·0〉 −→ |1010 · · ·0〉 −→ |1011 · · ·0〉
−→ |1001 · · ·0〉 −→ ·· · −→ |100 · · ·11〉 −→ |100 · · ·01〉.

(4.3)

The frequencies of pulses which realize this protocol are: ν(2) = ωL−2,
ν(3) = ωL−3, ν(4) = ωL−2 − 2J , ν(5) = ωL−4, . . . , ν(2L−3) = ω0 − J , ν(2L−2) = ω1.
If we apply the same protocol to the ground state, then with large prob-
ability the system will remain in this state, because all transitions from
the ground state are nonresonant.

Since the values of the detuning for the near-resonant transitions from
the ground state are the same for all pulses, ∆n = ∆ = 2J (except for the
fourth pulse where ∆4 = 4J), in our calculations we take the values of
Ωn to be the same, Ωn = Ω (n 
= 4) and Ω4 = 2Ω. In this case, the proba-
bilities of excitation of the ground state (near-resonant transitions), εn,
are independent of n: εn = ε, since εn depends only on the ratio |∆n/Ωn|.
(Here ε and Ω are numerical parameters used in simulations presented
below.) We can minimize the probability of the near-resonant transitions
choosing ε = 0.

5. Errors in creation of an entangled state for remote qubits

Our matrix approach allows to estimate the error in the quantum logic
gate (4.2) caused by flips of nonresonant spins (nonresonant transitions).
Consider a transition between the states |l〉 and |l′〉 related by a flip of the
nonresonant k′th spin. The absolute value of the difference between the
lth and l′th diagonal elements of the matrix H(n)

pp′ is of order or greater
than δω, because they belong to different 2 × 2 blocks. Since the abso-
lute values of the matrix elements which relate different 2× 2 blocks are
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small, |V | 
 δω, we can write

ψq = ψ
(0)
q +

∑
q′

′ vqq′

e
(0)
q − e(0)q′

ψ
(0)
q′ , (5.1)

where the prime in the sum indicates that the term with q′ = q is omit-
ted, ψq is the eigenfunction of the Hamiltonian H, the qth eigenstate is
related to the lth diagonal element, and the q′th eigenstate is related to
the l′th diagonal element, vqq′ = 2V 〈ψ(0)

q |Ixk′ |ψ
(0)
q′ 〉 is the matrix element

for the transition between the states ψ(0)
q and ψ

(0)
q′ , the sum over q′ takes

into consideration all possible nonresonant transitions from the state |l〉.
Because the matrix H is divided into 2N−1 relatively independent 2 × 2
blocks, the energy e(0)q (e(0)q′ ) and the wave function ψ(0)

q (ψ(0)
q′ ) in (5.1) are,

respectively, the eigenvalue and the eigenfunction with the amplitudes
given by (3.8) and (3.9) of the effective Hamiltonian, H, in which all el-
ements are equal to zero except for the elements related to a single 2× 2
block.

The probability of a nonresonant transition from the state |l〉 to the
state |l′〉 related by a flip of the nonresonant k′th spin is

Pll′ =
∣∣〈l′∣∣ψq〉∣∣2

. (5.2)

Only one term in the sum in (5.1) contributes to the probability Pll′ . When
the block (3.7) is related to the near-resonant transition (∆/Ω = 2J/Ω),
then from (3.8) and (3.9) the eigenfunctions of this block are

ψ
(0)
q′ ≈

[
1− Ω2

32J2

]
|l′〉+ Ω

4J
|m′〉 ≈ |l′〉,

ψ
(0)
Q′ ≈ −Ω

4J
|l′〉+

[
1− Ω2

32J2

]
|m′〉 ≈ |m′〉.

(5.3)

On the other hand, if this block is related to the resonant transition (∆ =
0), we have

ψ
(0)
q′ =

1√
2

(|l′〉+ |m′〉), ψ
(0)
Q′ =

1√
2

(|l′〉 − |m′〉). (5.4)
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In both cases vqq′ ≈ V , so that

Pll′ ≈
(

V

El −El′
)2

≈
(

V

|k − k′|δω
)2

, (5.5)

where we put e(0)q ≈ El, e(0)q′ ≈ El′ ; |k − k′| is the distance from the nonreso-
nant k′th spin to the resonant kth spin.

The total probability, µN−1 (here the subscript of µ stands for the num-
ber of the resonant spin), of generation of all unwanted states by the first
π/2 pulse (see (4.1)) in the result of the nonresonant transitions is

µN−1 = µ
N−2∑
k′=0

1
|N − 1− k′|2 , µ =

(
Ω

2δω

)2

. (5.6)

After the first π/2 pulse, the probability of the correct result is P1 =
1 − µN−1. After the second π pulse, the probability of the correct result
becomes

P2 =
1
2
(
1−µN−1

)(
1−µN−2

)
+

1
2
(
1−µN−1

)(
1−µN−2 − ε

)
. (5.7)

The probability of error after applying 2N − 2 pulses is

P = 1−P2N−2

= 1− 1
2
(
1−µN−1

)(
1−µN−2 − ε

)(
1− 4µN−2 − ε

)(
1−µ0 − ε

)
×
N−3∏
i=1

(
1−µi − ε

)2 − 1
2
(
1−µN−2

)(
1− 4µN−2

)N−3∏
i=0

(
1−µi

)2
,

(5.8)

where the factor 4 at µN−2 appeared because the Rabi frequency of the
fourth pulse which addresses the (N − 2)th qubit is twice larger (2Ω)
than the Rabi frequencies of the other pulses (Ω, see the end of Section 4),
the square at (1 − µi)2 and (1 − µi − εi)2 appears because we address the
ith qubit twice (see a sequence of the resonant π-pulses in Section 4),
and the last two terms in the right-hand side of (5.8) are related to the
last two terms in the right-hand side of (4.2). In the approximation de-
scribed in this section we took into consideration all one-spin-flip transi-
tions because we neglected the terms of the order of Ω/(4J) and smaller
in (5.3).
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6. Improved perturbation theory

In the analysis presented before, we used the approximate solutions (5.3)
and (5.4) for the wave functions (3.8) and (3.9). In a more exact ap-
proach, which also does not requires diagonalization of the large ma-
trices, we use the explicit forms (3.8) and (3.9) to express the wave func-
tions ψ(0)

q′ and ψ
(0)
Q′ of the 2× 2 blocks, in (5.1),

ψ
(0)
q′ =Aq′(0)

m′ |m′〉+Aq′(0)
l′ |l′〉, ψ

(0)
Q′ =A

Q′(0)
m′ |m′〉+AQ′(0)

l′ |l′〉. (6.1)

Then, we put the functions ψ(0)
q′ and ψ(0)

Q′ into (5.1), and obtain the expres-
sion for the wave function in the form

ψq =
∑
m

A
q
m|m〉, (6.2)

where the sum in the right-hand side includes 2L terms. Using the func-
tions Aq

m, we solve the dynamical equations (2.9) with the energies eq
computed up to the second order of our perturbation theory by

eq = e
(0)
q +

∑
q′

′
∣∣vqq′∣∣2

e
(0)
q − e(0)q′

, (6.3)

where the prime in the sum means that the term with q = q′ is omitted,
e
(0)
q is defined by (3.8) or (3.9), and the matrix elements vqq′ are defined

after (5.1).
We call the described approach in this section the improved perturba-

tion theory to indicate the difference from the approach considered in
Section 5. In this approximation each eigenfunction ψq of the Hamilton-
ian H is expanded over 2L (see (6.2)) basis functions |m〉, with all other
coefficients Aq

m′ being equal to zero. Here we use all possible transitions
between different 2 × 2 blocks in (3.1) which include the two-spin-flip
transitions: a flip of the spin with a near-resonant frequency and a flip
of a nonresonant spin. The number of the nonzero coefficients in this ap-
proximation is 2L × 2L. It still can be large for large L and can require
large computer memory for simulation. As will be shown below, at the
condition Ω
 J 
 δω this approach (the improved perturbation theory)
provides the results which practically coincide with the exact solution.
In this approximation we neglect, for example, the two-step transitions
like the transition Ep → Ep′′ in (3.1) which occurs with the probability
∼ µ2 and which is associated with the flips of two nonresonant spins.
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Figure 7.1. The probability of generation of unwanted states P at
different values of δω and Ω. In the gray regions P < P0, P0 = 10−5.
The region delimited by the dashed line is obtained using (5.8). The
gray region delimited by the solid line is obtained using the im-
proved perturbation theory described in Section 6. The position of
the point A in Ω satisfies the 2πk condition (3.19), Ω =Ωk , where the
values of k are indicated in the figures. L = 10.

7. Numerical results

All frequencies in this section are measured in units of J . Suppose that
we are able to correct the errors with the probability less than P0 = 10−5,
using some additional error correction codes. Our perturbation theory
allows to calculate the region of parameters for which the probability of
error P in realization of the logic gate (4.2) is less than P0. In Figures
7.1a and 7.1b we plot the diagrams obtained by solution of (5.8) and
using the improved perturbation theory. In the gray areas the probability
of generation of unwanted states is less than P0. We can see that two
approaches provide similar results. They become practically identical at
large values of δω.

In almost all quantum algorithms the phase of the wave function is
important. We numerically compared the phase of the wave function
on the boundaries of the gray regions in Figures 7.1a and 7.1b with the
phase in the centers of these regions, where Ω satisfies 2πk condition,
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Figure 7.2. The same as in Figures 7.1a and 7.1b but for L = 1000.
The error was calculated using (5.8).

and the expression for the phase can be obtained analytically [4]. The de-
viation in phase is only ∼ 0.15%. This is much less than the correspond-
ing change in the probability, P , of error, and we do not consider below
the error in the phase of the wave function.

We now analyze the probability of errors as a function of δω. When
the value of δω is large enough, the probability of error (and the widths
of the gray areas in Ω) becomes practically independent of δω. This is
because at δω� 1 and at ε� µ the error is mostly defined by ε, which
is independent of δω. As a consequence, we can, for example, estimate
the widths of the gray areas at δω� 1 taking into account only the near-
resonant transitions. To do this, we put in (5.8) the value µn = 0 for all n
and obtain

PB =
1
2

[
1−

2L−3∏
n=1

(1− ε)
]
=

1
2
[
1− (1− ε)2L−3] ≈ 2L− 3

2
ε. (7.1)

The positions of the boundaries in Ω in Figures 7.1a and 7.1b can be
obtained from the equation PB = P0, where PB is given by (7.1) and ε is
the function of Ω (see (3.18)).

We can see from (5.8) that the number of qubits L in our approach
is a scalable parameter that can be increased without principal change
in the calculation procedure. We used (5.8) to create the error diagrams
as in Figures 7.1a and 7.1b but for as much as 1000 qubits in Figures
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Figure 7.3. The minimum value of δω, δωmin = δωA (see Figures
7.1a and 7.1b for L = 10 and Figures 7.2a and 7.2b for L = 1000), re-
quired to make the error in the logic gate (4.2) below the threshold
P0 = 10−5, as a function of number of qubits. The value of Ω in the
point A, ΩA, satisfies the conditions of the 2πk-method, ΩA = Ωk .
The values of k are indicated in the figure.

7.2a and 7.2b. The Hilbert space for this problem contains 21000 states,
and the exact solution is impossible. In our approach we overcome this
problem by taking into consideration only the states with the relatively
large probabilities.

In Figures 7.1a, 7.1b, 7.2a, and 7.2b the value of Ω at the point A,
ΩA, satisfies the conditions of the 2πk-method, and near-resonant tran-
sitions are completely suppressed (ε = 0). From Figures 7.1a, 7.1b, 7.2a,
and 7.2b, we can see that even in the case when the condition of 2πk-
method is satisfied the error can be large due to the nonresonant tran-
sitions which cannot be completely eliminated. The value of Ω cannot
be decreased considerably because decreasing of Ω makes the quan-
tum computer very slow so that the quantum state can be destroyed
by decoherence due to possible influence of environment. Hence, we
can make the value of µ small by increasing δω, or the gradient of the
permanent magnetic field. Thus, at δω < δωA, where δωA is the coor-
dinate of the point A in δω in Figures 7.1a, 7.1b, 7.2a, and 7.2b, the
error is greater than P0. In Figure 7.3 we plot the minimum value of
δω = δωA as a function of the number of qubits L computed by using
(5.8). We can see that δωA becomes large for large N. Thus, for example,
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Figure 7.4. The exact solution for the probability of generation
of unwanted states P computed using the parameters which cor-
respond to (a) dashed curve AB in Figure 7.1a (obtained using
(5.8)), (b) lower boundary of the hatched region in Figure 7.1a ob-
tained using the improved perturbation theory, (c) dashed curve
AB in Figure 7.1b (obtained using (5.8)), (d) lower boundary of the
hatched region in Figure 7.1b obtained using the improved pertur-
bation theory. The dashed lines indicate the solutions obtained using
(corresponding) perturbation theory for the same parameters.

for protons with J/(2π) ∼ 10 Hz (for estimations in this paragraph we
use the dimensional units) with the distance between the neighboring
spins a = 2nm, the value δω/J = 1000 gives the gradient of the magnetic
field δω/(γacosθ) ∼ 2 × 105 T/m [6, 12]. From Figure 7.3, we can see
that this is the minimum value of the gradient of the magnetic field for
Lmax ≈ 155 when Ω =Ω5 and Lmax ≈ 740 when Ω =Ω11 required to make
the error less than P0 = 105. At L > Lmax, at a given gradient of the mag-
netic field, and at Ω ≈Ωk, k = 5 or 11, the error will be always larger than
P0.
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In Figures 7.4, we test our perturbation theory by using the exact nu-
merical solution obtained by diagonalization of 2L × 2L matrices and us-
ing (2.9). We can see that there is good correspondence with the exact
numerical solution for the results obtained using (5.8), and practically
exact correspondence for the solution obtained using the improved per-
turbation theory. The similar correspondence can be demonstrated for
other parameters (δω,Ω).

8. Conclusion

We developed a perturbation theory which allows to estimate the errors
in the implementation of the quantum logic gates by the radio-frequency
pulses in the solid-state system with large number (1000 and more) of
qubits. Our perturbation approach correctly describes the behavior of
the quantum system in the large Hilbert space (the Hilbert space with
a large number of states) and predicts the final quantum state of the
system after action of the sequence of pulses with different frequen-
cies. This is possible because in the system there exist small parame-
ters which characterize the probabilities of the near-resonant transitions,
ε, and probabilities of the nonresonant transitions, µ, which are small,
ε
 1 and µ
 1, when the conditions Ω
 J 
 δω are satisfied. Our ap-
proach allows to control the quantum logic operations in the system with
large number of qubits and to minimize the error caused by the internal
decoherence (nonresonant processes).
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