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The criterion and sufficient condition for the existence of moments of one-
parameter increasing predictable processes is presented in terms of an asso-
ciated potential. The estimates of moments of special functional connect-
ed with two-parameter increasing predictable processes are given in the
case when the associated potential is bounded. The application of these
estimates to the local time for purely discontinuous strong martingales in
the plane is also presented.
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1. Introduction, Definitions and Notations

We estimate the moments of one- and two-parameter increasing processes in terms of
associated potentials. It is well known that a one-parameter increasing predictable
process has moments of all orders if the associated potential is bounded. In Section 2
we give the criterion and sufficient conditions for the existence of moments of all
orders for an increasing process in the case when the associated potential is
unbounded, with examples that demonstrate the optimality of the criterion. In
Section 3 we give estimates of moments for special functionals connected with
increasing predictable two-parameter processes in the case where the associated
potential is bounded. The problem of estimating moments of increasing predictable
processes associated with two-parameter potentials arises from a question whether the
local time for two-parameter purely discontinuous strong martingales has all finite
moments. Note that in a one-parameter case Bass [1] gave a positive answer for this
question. In Section 4 we apply the results of Section 3 to the local time for purely
discontinuous strong martingales on the plane. We estimate moments of special
functionals connected with the local time, and formulate the conditions sufficient for
the local time to have all finite moments.
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The following are pecessary definitions and notations: For two points s = (sy,5,)
and t = (t,1,) in R? "+, s <t means that s; <?; and sy <t,, and s <t means that
s; <1, and sy < t,. If s < t, then (s,t] is the rectangle (sy,t ]x (s9,ty]. Let (2, F,%)
be a complete probability space with the filtration {¥,,t € R +} which satisfies the
following properties [2]:

(F1) if t <t' then ¥, C T,

(F2) %, contains all null sets of &F;

(F3) foreach t,F, = ¥,

t<t
(F4) for each ¢, ¥} and G.F are conditionally 1ndependent given F,,

where qu_v ert, F; _v o Let Fr=F, VI, F,, _ = F

v ti8,? t
T -+ —
32<t2 1°2

GJ_VGJGﬂ: v 7 F2 = v F, . The
t— Tsgt™ S sy <ty ty >0 Sty TP T <ot >0 %2

definitions of strong, weak 1- and 2-martingale, and increasing process in the plane
will follow those of [2]. The definitions and notation of two-parameter predictable, 1-
and 2-predictable processes, predictable and dual predictable projection will follow
those of [7]. The definition of one—parameter potential will follow that of [3]. If
[0,t]C R?, we denote A'={0=10<t}< <t =t} =12, AT = AT x Ay,
A DAY if m > n, the partitlon of [0,t]. We also denote t;; = (t’l,tz) X = X Y

1

Ok = M tipiet1h ARX =X - X ARX =X~ Xip DikX =
A}k 15— A}kX . The increment of process X on the rectangle (s,1]
X(st]=X, - X, , —X, , +X, Let A'X,=X,-X,__, A’X,=X,-X

s1tq 2ED) t+ —

0xX,=X,-X,_, —X,, _+X,_, where Xyy =lim le, X,_ =lim 3Xs,
s—t,s € Qt s—t,s € Q}

Xy - =lim X  with Q%:{s:t<s}, Q?:{s:sl<t1,t2§sz}, Q?:{s:s<t},

s—t,s € Q?
Q‘t1 = {s:t; <sy,89 <ty}. All processes are assumed to have these limits, to be
constant on T' = ({0} x[0,00)) U ([0,00) x {0}), and to be continuous in Q;.
A functional
n—1
] X, dY,=P-lm > X,0,V
[0,¢] IA1=0 i k=0

is called a stochastic integral of the first kind if this limit exists for any sequence of
partitions Af. A functional
n-—1
/Xd Y,dyZ, = P~lim Yo X, ALY ALz
| ’\t | -0 1,k=0
[0, ] *
is called a stochastic integral of the second kind if this limit exists for any sequence of
partitions A}
A process X = {X,,t € R+} is called a weak submartingale if X, is integrable for
each t, X is adapted and E( (s, t]/‘ﬂ‘ ) > 0 for each s < t.
If {At,tER } is an increasing process, then define A :tlznwAt, Aoot2:
2

lim A4,, A_ _hmA
17%°
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A process {X,,t € R2+} is called a two-parameter potential if X, is a nonnegative
weak submartingale such that X, () and X, (¢,) are one-parameter potentials. If a
potential X, is bounded, then it is associated “with the increasing predictable process
A, in the following way [5]

Xt = At+E(Aoo_Atloo~Aoot2/qt)' (1)

2. Some Properties of One-Parameter Potentials

Let {X,,F,t€R +} be a one-parameter potential associated with predictable increas-
ing process A,. It means that X, = E(A_ — A,/%,) [3]. All increasing processes are
assumed to be integrable.

Theorem 1: The following statements are equivalent:

(a)  for every k > 1, Esztthf < ¢y < 00,

(b)  for every k>1, EA’;o <dj < oo.

Proof: Suppose condition (a) holds. Let AS") =A,An, Xgn) be a potential asso-
ciated with Agn). Then for any k > 2

BAQ = pAQADN 1 = 8 [ ({4 Afaafp
0
=5 [ (x4 A AP,
0

2BAQF =B [ () +x( + A+ A{)d A
0

On the other hand, we have from integration by parts that

oo}

2B(ACF = [ ()4 A
0
He /oo([Aﬁ")]’“ ~HAPE T haaf), Y
hence, °
E ]OO(Xﬁ") + XA = B /OO([AS"hk Sl [AME A (3)
0 0

We can estimate the integral in the left-hand side of (3)

B [ O+ x{maagp -t
0
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> (n)
=5 [ (x4 XA s x () > S
0
o (n) (4)
+8 [P+ XA o x (Y < )
0
< 8kE(s1;pX§"))k + 5B AL,
Note that
> n—1
[ APaarp =im S DA -
b |’\tl_'0k=0 1 ) 1—1
n—1 >
<(k-1) Jim Y LAPF Al = (- [ (AP A,
IAFI-0 (= i )
From (2)-(4) we have
E[AMT < kE / [A{ME= 134" < 8k2B(sup X {™)E + LB ALK
1 t
0

or
E[Ag;’)]k < 16Ic2E'(s1;pX£"))k.
Since Xg") =E(A An—A,An/¥F,) < X,, we have that
BlAMF < 16Ic2Es1:pr.
While n—oo, we obtain
BAk < 16k2Es1;pr.

Suppose condition (b) holds. Then obviously X, < E(A_/%,), and by Doob’s
inequality

k
EsupX¥ < Esup(E(A/F,)F <(£~) EAE,

The theorem is proved. 0
Remark 1: Theorem 1 generalizes the well known result that if an associated
potential is bounded, then the increasing process has all bounded moments. We give
examples to demonstrate that the existence of moments of X, does not supply the
existence of moments of A,. This means that the conditions of Theorem 1 are quite
optimal.
Example 1: Suppose {{,,,n > 1} is a sequence of independent random variables,

and each of them has gamma-distribution with parameters «, = Lz and G, = -

n n

Then B¢k = ﬁl—k(an +k—-1)-...- (o, + 1)a,, < 0. Coilsider the filtration F,, = o{;,
n—

k <n} and an T{ncreasing predictable process A, = > €. Hence, a potential associat-
k=1
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ed with A is 0
n:E(Aoo_An/Gjn):EZ £k+€n‘

k=n+1
Note that X is unbounded, but it has all bounded moments. It is easy to see that

EA_ = <oo,butEA2>z"+1—oo

OO
n_ln\/_ n=1 n3

Let o, = —2 and 8, =1. One can check that a random variable n = Z €, has
n

gamma-distribution with parameters « _”— and f =1. Therefore, for any k>1

2 2
EA’;O = tk—-1)-...-%-<oo, ie, the increasing process has all bounded
moments.
Example 2: Consider a standard Wiener process {w,, ¥, t € R+}. Let ¢, =
lC_a_ k

=t here a,b€ R, b>0. Then ECK = " oo, 130, k> 1, Les C,

has all moments. By It6’s formula

t - t
F=14ka / gfdws+(’~“—2@——kb) / ¢kds. (5)
0 0

If k& < 2b , then (t is a potential; if k£ = =2, then Ct is a martingale; and if k > 2b , then

(f is a submartingale. Suppose 2 —2 > 1. Then ¢, is a potential with Aoo =
2 00 a
(=% +b) [{,ds. Suppose there exists such n € N that 2"~ BPS —% < 2", Consider
0 a

the following cases: ‘ ‘
(%) Let £ =2". Then k < z—g, (4 i <k is a potential, ({ =0, i <k, and from

(5) (the constants depend on ¢ and r)

o0 r o0 r
E / Clds | <ey+eyE / (ldw, (6)
0 0
for every r > 1. Moreover, by Burkholder’s inequalities
00 r 00 2r 0o T
| [ s sel [ lau,) sep| [ das). (7)
0 0 0
From (6) and the second part of (7) we obtain
00 k 00 k oo k/2
E / (ds | <cg+cgl / (dw, | <cg+c,E / ngs <...
0 0 0

[eo] o]
k — kb
<eg+ ek / Cznds :c8+c9E/ e s *ds
0 0
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2
k%a
==——kb
:c8+09/ e( 2 )sds<oo.

0
Thus, EA¥ < co.

it Let k=2"%1 Then ¢}, i >k is a submartingale,
t

o0
—00, t—00; E / (ids = oo0.
0

2 2
EC’ _ e(———l Za - lb)t
;=

o0
Hence, from the first part of (7) E’(f(ic/zdws)2 = o0o. Further, from the potential
0

o0
property and from (5) FE f(k/2ds)2 =o0. Again, from the first part of (7)
0
E(ka/4dw )= oo, and from (5) E(f(k/4ds = o0o. Continuing in the same way,
we obtam that E(f( ds)k = oo; ie., EAk = oo.

From g)) and (zz) we have that EA' < oo for i<2"" 1< 2 and EA. = oo for
i>2">

Now we will prove a sufficient condition for the existence of moments EA';O, k>1
in the case when a potential X, = E(A_  — A,/%,) and associated increasing process
A, are continuous. Denote a martingale M, = E(A_/¥,),(M), is its quadratic char-
acteristic.

Theorem 2: Let X, be a continuous one-parameter potential, associated with

continuous increasing process A,. Assume that for every k> 1, Ekad M), < oco.
Then

EAF < oo, k>1.

Proof: By It6’s formula for every k > 2

t t
k(k—1
Xf:k/ Xf*%Xﬁ%/ xXk=29(m),.
0 0
Therefore,
t k(k—1) [
sngfSksx:pi/Xf"ldMsl +¥/ Xf"zd(M)s.
0 0

If the condition of the theorem holds, then by Gundy’s inequality

1/2

o0 o0
k(k —
EsupXF <kE / xX*-29m), |+ ( 5 1)E/ xk=24(m), < oo,
¢ 0
hence, by Theorem 1 we have the proof. 0

t
Remark 2: Suppose (M), = fagds, where a, is a nonrandom function with

o) 2 o] & 0 oo k
{asds < oo. Then E{Xsd(M)s = {EXsazds. Since EXf—»O when s—oo, then a
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[e o]
continuous function EXF is bounded and, therefore, E [ X*d(M), < co.
0

3. Two-Parameter Potentials Associated with Increasing Processes
We assume in this section that {X,, ¥, t¢€ RZ_I_} is a two-parameter, nonnegative,
bounded potential associated with increasing predictable integrable process A,; i.e.,
(1) holds.
Theorem 3: If X, <c, then for every p > 1
E(E(Ay — A,/F,))P <2PT1cPpl
Proof: Fix t, > 0. Consider a process

Ztl(tz) = E(Atloo - A /%), t,>0. (8)

It is obvious that Ztl(tz) is 1-predictable with respect to the filtration {%},¢; > 0}.

Since At100 — A, is F}-measurable and from the condition (F4) [2] we have
2 (1) = B(B(Ay oo~ AJFD/FD) = E(Ay o 4,/5))
Therefore, Ztl(tz) is predictable in t;. Moreover, if s; < t;, then
Ztl(tz) - Zsl(tz) = E(Atloo — A=Ay ot Aslt2/oj%) > 0.

Thus, Z, (t,) is a predictable increasing integrable process as a one-parameter process
with a parameter t;. Denote th(t2) a potential associated with Ztl(tZ)' Then from
(8)
th(tz) = E(Z (1) - Ztl(t2)/gt)
=E(A, - Aoot2 - Atloo +A4,/%,) =X, )

Consequently, X, (t,) is bounded; and we can apply the Garsia inequality [3] that
leads to the estimate E(Z ()P < cPplor

E(B(Agy = Ayt [F)P < PPl p2 1.
It follows easily from the last inequality and from (F4) [2] that for every t € R2+
B(B(Ay o0~ AJF))P < P,
and by a symmetric argument
E(E(Aoot2 —A,/F,))P <cPpl.

Finally, we obtain
E(E(Ag = A/ F))P < 2PE(E(A = Acoyr, [ F))P
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+2PE(E(Agy, — A/F))P < 2P tlePpl

The theorem is proved. ]
The next statement follows directly from Theorem 1, (8) and (9).
Corollary 1: The following conditions are equivalent:
(a) EA'go < cy, for every k > 1,
() Esklp(E(Aoot2 - At/‘:]‘t))’C <dy for every k> 1.

Let A, be an integrable predictable increasing process. Denote
7, =inf{t; €R +:At1t1 >n}
and
A7 = / M (s)dA,. (10)
[0,7.[
[0,¢]

Note that A} is a predictable process and has all bounded moments. In fact, accord

ing to (7], AF = ([ I[0 [2(S)dAs)7r, where we denote ()™ the dual predictable pro-
y T

jection [7] of the cérrespogding increasing predictable process. Further, again accord-

ing to [7], for every p > 1 there exist constants p such that

E(A})P < ) ( / I[O,rn[Z(s)dAs)p < cpnp.

[0,¢]

Suppose now that A, and B, are two different increasing predictable processes; A}
is defined by (10). Denote o,, = inf{t; € R_l_:Btlt1 >n} and

B = / W o()dB, (11)
¢ "

The next auxiliary result will be used for the proof of the main theorem.

Lemma 1: Let A;, B, be two predictable increasing processes, A}’ is defined by
(10), BY is defined by (11). Then

Jim E / B'dAT = E / B,dA,.
[0,¢] [0,¢]

Proof: Using (10), (11), and the definition of predictable projection [7], we can
write

E / BrdA" :E[ 0/ | ( / HI[O’GH[Q(u)dBU)HI[O’Tn[z(s)dAs
St

[0,¢] [0, 5]

=E / / W, pWdB |, a(s)dA,,
[0,t] [0, ]

Note that iréf I[O ]2(3)—>1 a.s. Thus, it is sufficient to prove that
s < "Th
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A | B, — / HI[Oygnlz(u)dBﬂ = / HIR2+\[O’0n[2(s)st—>0 as.
[O,S] [O,t]

The sequence {I (s),n > 1} is decreasing; hence, it is sufficient to prove

RE\[0,0,[
that the last integral converges to zero in probability. But

P / HIR2+ \[Oyan[Z(S)st >¢€
[0, ¢]

1
= EE/ T2 \o,, 28480, nc0,
[0,]
and we obtain the proof. ]
Further, we assume that o-fields ‘:T% and ‘If are continuous on the right.
Lemma 2: Suppose X, is a bounded potential associated with increasing predict-

able process A, that has all finite moments, and B, is an increasing predictable pro-
cess that has all moments. Then the following formula holds

E‘/ XtdBt+E/ (B4 _ +B,_ . —B,_)dA,
[0,00) [0,00)

+E/ letdth+E/ d,B,dyX, = 0.
[0,00) [0,00)
Proof: Denote M} = — E(A oot /%), M?= —E(A, tj00 o/ F)y M,=E(A_ /‘EF)

Then M% is 1- martlngale, M% is 2- martlngale, M is martlngale, and from (1) X, =
M1 + M2 + M, + A,. The process B, is 1- predlctable hence,

ty

n—1
EMlB:E/ M,-,d,B,, =E lim M. A, Bas.
tt ) 51 ty 1781ty | A =0 i; tht, tit, k
where Msl_‘ZZM(slvtz)“'" and 0:t(1)<ti<...<t;‘:t1 is the partition of

[0,;]. We can write

n—1 - n—1 —
ttZB:.Z:O Z iiHij -1 +Z:0 Z j—lMlAla—lB
1= = 1= =

PO

1=0 1tg

(Here and further we replace index t' tJ by index 7j.) Under the assumption of contin-
uity the o-fields °I1 and ‘IZ on the rlght the process M satisfies the conditions of
Theorems 3.4 and 4 2 [8]. Therefore, M| has a modlﬁcatlon with limits in @},
2,3,4 which is continuous in Qt For such modification
n—1 n—1
lim Z ZMU ij—1B /Ml +4Bs
I’\t|_’0i_—-_0 [0,¢]
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Consequently, there exists
O 1Al 1
hm Z ZA11_1M Alj—lB: / dlBstMS'

IAnl_'0'= ) =
frE =0 [0,1]

Furthermore, E M: A; B < BisupE(A/%,); and the right-hand side of this
i=0 fify fly ¢

n—1
inequality has all moments. Hence E M : . A:it B is uniformly integrable. Similar-
=0 1°2 "1°2
-1

ly, we can consider the sums Z E M} 1B and obtain their uniform integra-

1) zg
1=0 j=
bility. Thus, E E A” _ 1M1A1] _ B is uniformly integrable and
1=0 5=
1
EM;B, = E/ M}_ +st+E'/ dyB,d,M}. (12)
[0,t] [0,¢]
In the same way we obtain that
EM?B,=E / M?, _dB,+E / d,M?d,B,. (13)
0,t 0,t
Also, [0,¢] [0,]
EM B, = E/ M dB,. (14)
[0,¢]

It is easy to check that the formula of integration by parts for two increasing process-
es A, and B, holds

EAtBt:E/ Asst—{-E/ (B4 _ +B,_ . —B,_)dA,
[0,¢] [0, ¢]
E / dyAd,B,+E / d,B,d,A,. (15)
0,t 0,t
Note that (041 (0:4]
E/(M§—M§_+)dBS:E/n1(M;—M§_ +)dB,
[0,¢] [0, t]
:E/ (M{_, -M,_ )dB,=0.
[0,2]
Therefore,

E | MdB,=E / M!
[0, 1] [0, ]

_ 4dB, (16)

s

Similarly,
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E/ MdeszE/ M?, _dB,. (17)
[0,] (0,¢]

Adding (12)-(15) and using (16)-(17), we have

s

EXtBt:E/Xsst+E/ (Byy, _ +B,_ . —B,_)dA
[0,¢] (0, ¢]

E / d,X,d,B,+ E / d,B,d,X,
(0,¢] (0,¢]

Letting t—oo in the last equality and using the definition of the potential, we obtain
the proof. ]
Consider the following sequence of predictable increasing processes
B =1, B = 4, B® = / BWVda,,... B* = / B%Dga...
[0,] [0,¢]

The next theorem is the main result of this section.
Theorem 4: Let X, <c. Then for any k > 1 EBSJ;) < o0
Proof: We use the induction in k.

(1) Tt is obvious that EB{)) = EA__ < cc.

(2)  Suppose that EBg’;) < oo for some k, and prove that EBg.lf+ D < co.
Denote o,, , = inf{t, € R+:Bg’:t)l >n} and

Bk = / I o a(s)dB, ) k>1, n> L.
"k
[0,] ’

Let A(") be defined by (10), X;" (n) be a 1potential associated with A("). If we prove
that under inductive hypothesm EB < C < oo, then, letting n—oo and using
Lemma 1, we obtain the roof

Thus, prove that EB. k+1,n) < oo. For any process B, use the representation

B,=B,_+A'B,+A?B,-0B, < C. Since

EBgI;+1,n) _ E/ ng’n)dAgn) — E/ ng—l")dAgn)
[0, c0) [0, 00)

+E / A'BF™Mga(™ 1 B / A2BkmgA(m _ ] OBk ™dal™),
[0,00) [0, 00) [0,00)

it is sufficient to prove finiteness of each term in the right-hand side of the last equali-
ty.
(a) By Lemma 2 we can write

x(mplen) = / x{Mqplkm)

[0700)
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+E / (B¢M_ 4 Bk _ gk myg A
[0, 00)
+E / d, x\Md, Bk 1 g / d, B ™d, x ("), (18)
[0,00) [0,00)

where Ag") is defined by (10), and X g") is a potential associated with Ag"). Taking
(1) into account, we obtain that

E / d, x\Md, Bk = E / dl(Agm_Ag;go)dngk»n).
[0,00) [0,00)

By the definition of the stochastic integral of the second kind

n—1
dl(Ag;lgo — Agn))dngk,n) T-')\lrllliﬂ . Z Al(Aggo) _ Ag?))Aij(k’n)
t —

[0, 00) 14 =0
n—1 n-—1 n—1
= lim 0,AMAZBE™ = im Y Blng, 4™
)‘? =0 ;%5=0 I=j |’\?|—')Oi,l=0
k,n n
= / B{E:m) a4
0,00
Hence, 19,22)
E / d, x{Ma, 0™ = _ | / B{Em) gA{m. (19)
0, 0, 00
Similarly, (0:00) 19,02)
E / d,BF™Ma,xM = _ F / B{E™ aa(™. (20)
[0, 00) [0,00)

Substituting (19) and (20) into (18), we obtain

Ex®Wpkn) — g / x{map{en)

[0, 00)
+E / Bk 4 Bk _ gkmyaa(m _ g / Bk ™ da(™
[0,00) [0,00)
——E/ BF ™) g4{m) :E/ Xﬁ")ng’“v")-E/ Bk Mga(m), (21)
[0, 00) [0, 00) [0,00)

Since the left-hand side and the first term of the right-hand side of (21) are finite, we
have by virtue of boundedness of X and inductive hypothesis, that

E / B*MdAM < oo (22)

(0,00)
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(b)  First, prove that

E / ox{™aplen) = g / pA{™aBiem),

[0, 00) (0,00)
Consider the following martingales

M,=X,— A+ E(Atloo ~ Aoor, /%) = E(Ao/ %)
and
My = XV — A + DAL - AL /9) = B(aLD/%,),
where M = A and Mgz) = Agz). Therefore, from [4]
EAMBE) - / E(AW/F,)dBk™)
[0, 00)

=5 [ (- A+ Bl + AL /5 )
[0,00)

Note that M g") is a nonnegative measurable process, hence, by [7]
wa = B{/F) ) = B(E(AL)/F)/F; )
= E(AS,Z)/%_ +) = Mgn—) +

Similarly, I2M{™ = M{") _ and TM{™ = M{"). From the definition of the predict-
able rejection we have

E / M{Mapkn) = g / m{™  dBkm)
[0,00) [0,00)

ny / M{?) Bk = E / MM k),
[0,00) [0, 00)

Thus, we can write E’A(og)Bg’;’") in the four following ways:

EADBEY =5 [ (- {4 B(Af), + AL o anE, )
[0,00)

EAQBE =5 [ () - af) 4 B+ A /5, )BT, @)
[0, 00)

EADBEY =5 [ (X, — A+ B+ AG) /3, B, (29)

[0, 00)
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EAQBEM = b [ (xf - A + B+ AL 5, DB (20)
[0100)

Subtracting (24) and (25) from (23) and adding (26), we obtain, using predictability
of B; '™} and properties of conditional expectation, that

E / @x{™ —oa™yaBk™ = o
[0,00)
or
E ] ox{™apk™) = B / 04{™dB{km). (27)
[0,00) [0,00)
(") admi ion A(M) = 4(M° L 4 L 4 L 4(m)?
The process A;"’ admits the representation A}/ = A} + A; + A} + Ay,
d
where Ag")c is continuous, Ag")c is continuous in ¢; and purely discontinuous in i,
d d
Ag") ®is purely discontinuous in ¢; and continuous in t,, and, finally, Ag") is purely

d
discontinuous. Therefore, only the integral E [ Dng’")dAgn) is nonzero, and
(0, 00)

n-—1
E / oB*MaAM =1im £ Y 0,8% "0, A

[0,00) X120 5o
=F / oA{™dap{k ™), (28)
From (27) and (28) we have 10:00)
E / OBk ™Al = g / ox{MdB*™ < 4cEBYF) < oo (29)
[0, 00) [0, 00)

by the inductive hypothesis.
(¢)  Subtracting (25) from (23), we obtain

E / (Aalx{m _atalm 4 AlAgzgo)ng’“’") =0

(0, 0)
or

E / Alx(Maplkn) = g / (A1A§")—A1A§fgo)d3§’°v"). (30)
(0,00) (0,00)
Consider the integral in the right-hand side of (30)
/ (atAf” - AlA) B
[0, 00)

= lim Z AI(A%’) — Aggo))[]ijB(k»")
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n—1 n—1

= Dl 3 ZDA("D Btk

n—1
= —lim 2 O, AMAY L BEY = — [ Al mga(m), (31)

[0,00)

From (30) and (31) we have

E/ Alng’n)dAgn) - _ E/ Angn)ngk,n)‘
[0,00) [0, 00)

An absolute value of the right-hand side of the last equality does not exceed
2cEB( ) < 00, therefore,

E / A'BE AN < o, (32)
[0, 00)

(d)  Similarly, using (24) instead of (25), one can prove that

E / A2Bk Mg A" < . (33)

[0,00)
Now, from (a)-(d) we get

gpktin) — / BF™Maal™ < 8:EBY < oo
[0, 00)

Letting n—oo and using Lemma 1, we obtain the proof of the theorem. a
In Theorem 4 we have proved that the boundedness of the potential implies the
integrability of the process B( ) < A

4. Application to the Local Time

The process {Y,,t € R2+} is said to have the local time L,(z) if L,(x) is an increasing
process such that for all ¢ € R and for all Borel locally integrable functions f on R

/Lt(ac)f(x)d:v: /f(Ys)ds a.s. (34)
R

[0,¢]

A weak predictable set [4] D(w) C R2+ is called a stopping set if [0,¢] C D(w) when
t € D(w), and the event {t € D(w)} € F,. We say that the process Y belongs to a
class & locally if there exists a sequence {D"(w),n > 1} of stopping sets and a seq-

uence of processes {Y™,n > 1} C & such that D" C D" *! for every n>1, |J D" =
n>1
R? 4> and (Y, —Y§)I jn(t) =0. Let X, be a local purely discontinuous strong mar-

tingale that has local characteristics (a,,v,). This means that
) a, and v are ¥ -adapted,
. for each s and w v, is a o-finite measure on RA\T,

. for all Borel B such that B € R2\T is compact, E IB(DX )— [ vy (B)dsis
[0,¢]
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a local strong martingale,
. X, - E Ox,I1{|0Xx,| >1}— f a,ds is a local strong martingale,

where the process J vy(B)ds is a weak predictable projection [4] of the process
o,t
> Ig(0X,). X, pure{y discontinuous means that X, is a uniform limit of

s<t
X¢ = / a,ds+ S 0X,I{|0X,| >}
(0,t] sst
- hv (dh)ds as e—0.
[0,t] e<|h| <1
Ifl<a<?2letf (dh) &R (1+9)3h be the Levy measure for a stable symme-

tric process {Zt,t € R? } of index «, where £, >0 is the constant such that
Eexp(isZ,) = exp(—1 t2 | s]9).
We assume that the following conditions hold:
(A) X, is a local purely discontinuous strong martingale such that
(a) for some K sup[fhzl\lu (dh)| < Ky a.s.,

R
()  for somel<a<2v/(dh)=20,(dh), if |h| >1,
(c) forsomel<a<2,K2>1,any0<'y<°‘T_1

sup/ [h|*™ Y |v,—0,](dh) < K, a.s.,
s

(d) X, does not have more than one jump along any line parallel to
coordinate azes.

Example 3: Let N,, t€ R2+ be a Poisson field with parameters EN, = EN% =
Atyt, (see, for example, [6]). Then N,—t,t, is a purely discontinuous local strong
martingale with local characteristics v (B) = I g(1) and a, = 1. Consider local purely
discontinuous strong martmga.le N with local characteristics ¥ «(B)=1Ig(1)+0,(B)
for all Borel B such that B € R? \F is compact, where 6 _(dh) is the Levy measure des-
cribed above. Then N satisfies conditions (A).

Let Qu(w, ) be a regular conditional probability distribution for ¥,. That is for
every A€ F Q,(-,A) is F,-measurable, for every w Q,(w, -) is a probability measure
on ¥, and Q,(-,A) = P(A/%F,) a.s. for every A € F. Q, exists since F, is the comple-
tion of a countably generated o-fields and X, is real-valued. Denote Q,Y(w)=
Y ()@ det) = E(Y ().

Fix t; € R , A>0. It was proved in [9] that there exists a nonnegative Borel in
z bounded functlon 14 O(A,:c)(w) such that for every Borel A € R

Qto( / e‘*‘l‘“?IA(XmO)dt)<w>= / Vi (o) (w)da.
A

[0,00)

Further, the process {U,(A,z) = e M1 _/\t2Vt()\ x), F,t€ Q } for a.e. z is a weak
submartingale, supermartingale, and a.s. for any SEQ and for any sequence
{t,,n>1} CQ such that t |s, n—oo, for a.e. ¢ EU, (/\ ©)—EU () ), n—oo.

Here wedenoteQ+ __Q+XQ+,Q QNJ0,00).
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Under the assumption

(B)  for a.e. x the process (U, z),%F,te€ R2+) is a weak submartingale,
supermartingale and for every s € R2 EU,(\z)—EU (A ) if t—s, t > s,
teR? .

The process Ut(/\, z) for a.e. z allows the representation [9]

Uy(dz) = My(\2) + Ly(A, @),

where M (), z) is a weak martingale, and L,(),z) is an increasing predictable process.
Note that U,(A,z) is a bounded potential associated with L,(A, ).
Fix A > 0 and let

Ly(z) = / MM (0 8). (35)
(0,2]

Then from [9] L,(x) is a local time for X, and it does not depend on A. Consider the
sequences of increasing predictable processes

cO2) =1, CW(A2) = L\ 2), CD (A z) = / W\ 2)dL, (M),
[0,¢]

cB(x, z) = / cE =D)L\ ). ..

0,t
and (021

@) =1, €)= 10), €)= [ D@L, @),..,
[0,1]

ck)(g) = / ¢k =D()dL (z),....
[0,]

Since potential U,(),z) is bounded, from Theorem 4 for any k > 1 EC (/\ z) <
Therefore, using (35) we have that EC( (z) < oo.
Suppose that one more condition holds
(C) FE szlp(E(Lootz()\,.z') - Lt()\,x)/‘:Tt))k < dy for every k > 1.
2

Then, from Corollary 1 E[L_ () z)]F < co for every k>1. Hence, E[L,(z)]* <

St tz)E[Lt()\,:c)]k < oo, k>1.

Now we can formulate the result:

Theorem 5: Suppose X, is a purely discontinuous local strong martingale and X,
satisfies conditions (A)-(B). Then

(a)  there exists jointly measurable continuous in Q% increasing process L,(x)

such that (34) holds
(b) foranyk>1 EC( 5(%) < 00,
(¢) if, in addition, condztzon (C) holds, then for every t € R and for every x
L,(z) has moments of all orders.

Remark 3: The existence and estimations of moments of local time for one-

parameter purely discontinuous local martingales were obtained in [1].
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