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We consider a numerical method for proving a class of analytical inequalities via mini-
max rational approximations. All numerical calculations in this paper are given by Maple
computer program.
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1. Some particular inequalities

In this section we prove two new inequalities given in Theorems 1.2 and 1.10. While
proving these theorems we use a method for inequalities of the form f(x) > 0, for the
continuous function f : [a,b] — R.

1.1. Let us consider some inequalities for the gamma function which is defined by the
integral

I'(z) = J: e ' ldt (1.1)

which converges for Re(z) > 0. In [1], the following statement is proved.

LemMA 1.1. For x € [0, 1] the following inequalities are true:
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The previous statement [1, Lemma 4.1] is proved by the approximative formula for
the gamma function I'(x + 1) by the polynomial of the fifth order:

Ps(x) = —0.1010678x” +0.4245549x* — 0.6998588x> +0.9512363x* — 0.5748646x + 1
(1.3)
which has the numerical bound of the absolute error ¢ = 5 - 107> for values of argument
x € [0,1] [2, Formula 6.1.35, page 257].

In the Maple computer program we use numapprox package [3] for obtaining the
minimax rational approximation R(x) = P,,(x)/Q,(x) of the continuous function f(x)
over segment [a,b] (m is the degree of the polynomial P,,(x) and # is the degree of the
polynomial Q,(x)). Let e(x) = f(x) — R(x) be the error function of an approximation
over segment [a,b]. Numerical computation of R(x) is given by Maple command

R := minimax ( f(x), x = a..b,[m,n],“err”). (1.4)

The result of the previous command is the minimax rational approximation R(x) and an
estimate for the value of the minimax norm of &(x) as the number err (computation is
realized without the weight function). With the Maple minimax command a realization
of the Remez algorithm is given [4]. If it is not possible to determine minimax approxi-
mation in Maple program, there appears a message that it is necessary to increase decimal
degrees.

Let us assume that for the function f(x) the minimax rational approximation R(x) is
determined. Then, in the Maple the same estimate for the minimax norm of the error
function &(x) is given by the command

err := infnorm (&(x), x = a..b). (1.5)

The result of the previous command is number err := maxye[qp] | f (X) — R(x)|. Practically
for the bound of the absolute error function |e(x)| we use € = err. Let us remark that the
bound of the absolute error ¢ is a numerical bound in the sense of [5] (approximation
errors on page 4), see also [6, 7].

Let us notice, as it is emphasized by [1, Remark 4.2], that for the proof of Lemma 1.1,
it is possible to use other polynomial approximations (of lower degree) of the functions
[(x+1/2) and T'(x + 1) for values x € [0,1]. That idea is implemented in the next state-
ment for Kurepa’s function which is defined by the integral

K(z)zj etE oy (1.6)
0 t—1

which converges for Re(z) > 0 [8]. It is possible to make an analytical continuation of
Kurepa’s function K(z) to the meromorphic function with simple polesatz = -1 and z =
—n (n = 3). Practically for computation values of Kurepa’s function we use the following
formula:

Ei(1)+ir (=1 T(1+2)[(-z,—1)

K(z) = . + . (1.7)
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which is cited in [9]. In the previous formula Ei(z) and I'(z,a) are the exponential integral
and the incomplete gamma function, respectively. Let us numerically prove the following
statement.

TaeoreM 1.2. For x € [0,1], the following inequality is true:
K(x) =K' (0)x, (1.8)

where K’ (0) = 1.432205735... is the best possible constant.

Proof. Let us define the function f(x) = K'(0)x — K(x) for x € [0,1]. Let us prove f(x) =
0 for x € [0,1]. Let us consider the continuous function

a o x=0,
glx) = f(x) (1.9

2 x € (0,1],

for constant « = —K"’(0)/2. Let us notice that the constant

_ K'(0) .. K(0)-K'(x) .. K(O0x-Kkx) . flx
o=— > = lim = lim —————— = lim >

x—0+ 2x x—0+ x2 x—0+ X (110)

is determined in the sense that g(x) is a continuous function over segment [0,1]. The
numerical value of that constant is

©  Jog’t
a=f%J’ e*t%dtzO.963321189...(>0). (1.11)
. .

Using Maple we determine the minimax rational approximation for the function g(x) by
the polynomial of the first order:

Py(x) = —0.531115454x +0.921004887 (1.12)

which has the bound of the absolute error &; = 0.04232 for values x € [0, 1]. The following
is true:

g(x)— (P1(x) —&1) =0, Pi(x)—¢& >0, (1.13)

for values x € [0,1]. Hence, for x € [0,1] it is true that g(x) >0 and f(x) = 0 aswell. [

Remark 1.3. Numerical values of constants K'(0) and K’ (0) are determined by Maple
program. The numerical value of K'(0) was first determined by Slavi¢ in [10].

COROLLARY 1.4. Petojevié¢in [11] used an auxiliary result K (x) < 9/5x, for values x € [0,1],
from [1, Lemma 4.3], for proving new inequalities for Kurepa’s function. Based on the previ-
ous theorem, all appropriate inequalities from [11] can be improved with a simple change of
fraction 9/5 with constant K’ (0).
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1.2. Mitrinovi¢ and Vasi¢ considered in [12] the lower bound of the arc sin-function,
which belongs to Shafer. Namely, the following statement is true.

TaEOREM 1.5. For 0 < x < 1 the following inequalities are true:

3x <6(\/1+x—\/1—x)
24122 4+ /T+x+/1—x

Fink proved the following statement in paper [13].

< arcsin x. (1.14)

THEOREM 1.6. For 0 < x < 1, the following inequalities are true:

<arcsinx < T (1.15)

3x
24+/1T-x2 24+/1T—x%
Malesevi¢ proved the following statement in [14].

THEOREM 1.7. For 0 < x < 1, the following inequalities are true:

-2
37}6 <arcsinx < (m/(m —2))x < X

24++/1—x2 2/(m=2)+V1—x2 " 2+J1—x%

Remark 1.8. The upper bound of the arc sin-function

(1.16)

o (m/(m-2))x
P = - vl

is determined in paper [14] by A-method of Mitrinovi¢ and Vasi¢ [12].

(1.17)

Zhu proved the following statement in [15].

THEOREM 1.9. For x € [0,1], the following inequalities are true:

3x <6(«/1+x—\/1—x)

2+V/1—x2 7 4+ /T+x+V/1—x
<ﬂ(\/§+1/2)(«/1+x—\/1—x) - X

- 4+/T+x+/T-x T2+ —x%

In this paper we give an improved statement of Zhu. Let us numerically prove the
following statement.

<arcsinx

(1.18)

THEOREM 1.10. For x € [0,1], the following inequalities are true:

3x <6(\/1+x—\/1—x)
24/1—x2 " 4+ VT+x+/1—x
_(m(2-v2)/(n—2v2))(VI+x—-V1—x)

T (V24-nm)/(m-2V2) +VT+x+/T—x

- n(vV2+1/2)(V1T+x—/1—x) - X
- 44+ VT+x+V1—x T 244142

<arcsinx

(1.19)
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Proof. Inequality
n(V2+12)(V1T+x—V1-x)  (m(2—+2)/(m—2v2))(V1T+x—/1—x)

44+ /T+x+V1—x = V24 —m)/(m—22) +/T+x+/1—x
(1.20)

for x € [0,1], is directly verifiable by algebraic manipulations. Let us define the following
function:

Fl) (m(2-+2)/(n=2v2)) (VI+x-V1-x)
(V24-m)/(m—2v2)) +V/T+x+/1—x

for x € [0,1]. Let us prove f(x) = 0 for x € [0,1], that is, f(sint) > 0 for ¢t € [0,7/2]. Let
us define the function

—arcsin x, (1.21)

o : t=0,
(sint)
- {2+ e 03) oz
T
/)) : tZE,

where a and f3 are constants determined with limits:

f(sint) (4+-2)m—12/2

o= lim S - Qi-12y)m O
(1.23)
L f(sint)  (16v/2-16) + (8 —4+/2)m — /27?
ﬁ_plgxrzlf B3(n/2—t) (2v2-2)m3 >0.

The previously determined function g(t) is continuous over [0,7/2]. Using Maple we
determine the minimax rational approximation for the function g(t) by the polynomial
of the first order:

P;(t) = 0.000410754 ¢ +0.000543606 (1.24)

which has the bound of the absolute error & = 1.408 - 10~ for values ¢ € [0,7/2]. It is
true that

g(t)— (P](t)—Sl) >0, Pl(t)—é‘l >0, (125)

for values t € [0,7/2]. Hence, for t € [0,7/2] itis true that g(¢) >0 and therefore f (sint) =
0 for ¢ € [0,7/2]. Finally f(x) = 0 for x € [0, 1]. O

Remark 1.11. The paper [16] considers the upper bound of the arc sin-function

(m(2—+2)/(m-2v2))(VT+x—/T—x)
V2(4—m)/(m—22) +/T+x+/1—x

via A-method of Mitrinovi¢ and Vasi¢ [12].

p(x) = (1.26)
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2. A method for proving inequalities

In this section we expose a numerical method for proving inequalities in following form:
f(x)=0 (2.1)

for the continuous function f : [a,b] — R. Let us assume that x = a is the root of the order
n and x = b is the root of the order m of the function f(x) (if x = a is not the root, then
we determine that n = 0, that is, if x = b is not the root, then we determine that m = 0).
The method is based on the first assumption that there exist finite and nonzero limits:

o = lim f(x) B = lim fx)

et (x—a)"(b—x)"’ A (b= (2.2)

If for the function f(x) (over extended domain of [a,b]) at the point x = a there is an
approximation of the function by Taylor polynomial of nth order and at point x = b there
is an approximation of the function by Taylor polynomial of mth order, then

_ ") oy M)
e POV G (2.3)
Let us define the function
o x=a,
glx) = gaf,b(x) = (x—a{"(ﬁ x € (a,b), (2.4)
B : x=b

which is continuous over segment [a, b]. For proving inequality (2.1) we use the equiva-
lence

f(x)=0=g(x)=0, (2.5)

which is true for all values x € [a,b]. Thus if « < 0 or < 0, the inequality (2.1) is not true.
Hence, we consider only the cases & > 0 and f3 > 0. Let us notice that if the function f(x)
has only roots at some end-points of the segment [a,b], then (2.5) becomes f(x) = 0 if
and only if g(x) > 0 for x € [a,b]. The second assumption of the method is that there is
the minimax (polynomial) rational approximation R(x) = P,,(x)/Qn(x) of the function
g(x) over [a,b], which has the bound of the absolute error ¢ > 0 such that

R(x) —e>0, (2.6)

for x € [a,b]. Then g(x) >0, for x € [a,b]. Finally, on the basis (2.5), we can conclude
that f(x) = 0, for x € [a,b].

Let us emphasize that the minimax (polynomial) rational approximation of the func-
tion g(x) over [a,b] can be computed by Remez algorithm (via Maple minimax function
[3]). For applying Remez algorithm to the function g(x), it is sufficient that the function
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is continuous. If g(x) is a differentiable function, then the second Remez algorithm is ap-
plicable [17]. According to the previous consideration, the problem of proving inequality
(2.1), in some cases, becomes a problem of existence of the minimax (polynomial) ra-

tional approximation R(x) for g = gi »(x) function with the bound of the absolute error
€ >0 such that (2.6) is true. Let us notice that the problem of verification of inequality
(2.6) reduces to boolean combination of the polynomial inequalities.

Let us consider practical usages of the previously described method. For the function
of one variable the previous method can be applied to the inequality of the infinite inter-
val using the appropriate substitute variable, which transforms inequality to the new one
over the finite interval. Next, if some limits in (2.2) are infinite, then, in some cases, the
initial inequality can be transformed, by the means of appropriate substitute variable, to
the case when the both limits in (2.2) are finite and nonzero.

The advantage of the described method is that for the function f(x) we do not have to
use some regularities concerning derivatives. Besides, the present method enables us to
obtain computer-assisted proofs of appropriate inequalities, which have been published
in journals which consider these topics. With this method we have obtained numerical
proofs of the appropriate inequalities from the following articles [18-28].

Finally, let us emphasize that the mentioned method can be extended and applied to
inequalities for multivariate functions by the means of appropriate multivariate minimax
rational approximations.
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