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1. Introduction

Control engineers are faced with increasingly complex systems where dependability con-
siderations are sometimes more important than performance. Sensor, actuator, or pro-
cess (plant) failures may drastically change the system behavior, resulting in performance
degradation or even instability. Thus, fault tolerance is essential for modern, highly com-
plex control systems. Fault tolerant control systems (FTCS) are needed in order to pre-
serve or maintain the performance objectives, or if that turns out to be impossible, to
assign new (achievable) objectives so as to avoid catastrophic failures. FTCS have been a
subject of great practical importance, which has attracted a lot of interest for the last three
decades. A bibliographical review on reconfigurable fault tolerant control systems can be
found in [1].

Active fault tolerant control systems are feedback control systems that reconfigure the
control law in real time based on the response from an automatic fault detection and
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identification (FDI) scheme. The dynamic behavior of active fault tolerant control sys-
tems (AFTCS) is governed by stochastic differential equations (because the failures and
failure detection occur randomly) and can be viewed as a general hybrid system [2]. A
major class of hybrid systems is jump linear systems (JLS). In JLS, a single jump process
is used to describe the random variations affecting the system parameters. This process
is represented by a finite state Markov chain and is called the plant regime mode. The
theory of stability, optimal control and %,/ control, as well as important applications
of such systems, can be found in several papers in the current literature, for instance in
[3-12].

To deal with AFTCS, another class of hybrid systems was defined, denoted as active
fault tolerant control systems with Markovian parameters (AFTCSMP). In this class of
hybrid systems, two random processes are defined: the first random process represents
system components failures and the second random process represents the FDI process
used to reconfigure the control law. This model was proposed by Srichander and Walker
[2]. Necessary and sufficient conditions for stochastic stability of AFTCSMP were devel-
oped for a single component failure (actuator failures). In [13], the authors proposed a
dynamical model that takes into account multiple failures occurring at different locations
in the system, such as in control actuators and plant components. The authors derived
necessary and sufficient conditions for the stochastic stability in the mean square sense.
The problem of stochastic stability of AFTCSMP in the presence of noise, parameter un-
certainties, detection errors, detection delays and actuator saturation limits has also been
investigated in [13—16]. Another issue related to the synthesis of fault tolerant control
laws was also addressed by [17-19]. In [17], the authors designed an optimal control
law for AFTCSMP using the matrix minimum principle to minimize an equivalent de-
terministic cost function. The problem of ¥ and robust ¥ control (in the presence
of norm bounded parameter uncertainties) was treated in [18, 19] for both continuous
and discrete time AFTCSMP. The authors defined a single failure process to character-
ize random failures affecting the system, and they showed that the state feedback control
problem can be solved in terms of the solutions of a set of coupled Riccati inequalities.
The dynamic/static output feedback counterpart was treated by [20-23] in a convex pro-
gramming framework. Indeed, the authors provide an LMI characterization of dynam-
ical/static output feedback compensators that stochastically stabilize (robustly stabilize)
the AFTCMP and ensures ¥ (robust #.) constraints. In addition, it is important to
mention that the design problem in the framework of AFTCSMP remains an open and
challenging problematic. This is due, particulary, to the fact that the controller only de-
pends on the FDI process, that is, the number of controllers to be designed is less than the
total number of the closed loop systems modes by combining both failure an FDI pro-
cesses. The design problem involves searching feasible solutions of a problem where there
are more constraints than variables to be solved. Generally speaking, there lacks tractable
design methods for this stochastic FTC problem. Indeed, in [16, 18-21], the authors make
the assumption that the controller must access both failures and FDI processes. However,
this assumption is too restrictive to be applicable in practical FTC systems. In this paper,
and inspired by the work of [24] on mode-independent ¥, filtering for Markovian jump-
ing linear systems, the assumption on the availability of failure processes, for the synthesis
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purposes, is stressed. The results are based on a version of the well-known Finsler lemma
and a special parametrization of the Lyapunov matrices. This paper is concerned with
dynamic output feedback control of continuous time AFTCSMP with state-dependent
noise. The main contribution is to formulate conditions for multiperformance design,
related to this class of stochastic hybrid systems, that take into account the problematic
resulting from the fact that the controller only depends on the FDI process. The specifica-
tions and objectives under consideration include stochastic stability, ¥, and ¥ (or more
generally, stochastic integral quadratic constraints) performances. Results are formulated
as matrix inequalities. A coordinate descent-type algorithm is provided and its running
is illustrated on a VTOL helicopter example.

This paper is organized as follows. Section 2 describes the dynamical model of the
system with appropriately defined random processes. A brief summary of basic stochas-
tic terms, results, and definitions are given in Section 3. Section 4 considers the #5/¥
control problem. In Section 5, a coordinate descent-type algorithm is provided and its
running is illustrated on a classical example from literature. Finally, a conclusion is given
in Section 6.

Notations. The notations in this paper are quite standard. R"™*" is the set of m-by-n real
matrices. AT is the transpose of the matrix A. The notation X > Y (X > Y, resp.), where
X and Y are symmetric matrices, means that X — Y is positive semidefinite (positive
definite, resp.); [ and 0 are identity and zero matrices of appropriate dimensions, respec-
tively; €{-} denotes the expectation operator with respect to some probability measure
P; L?[0, ) stands for the space of square-integrable vector functions over the interval
[0,00); || - || refers to either the Euclidean vector norm or the matrix norm, which is
the operator norm induced by the standard vector norm; || - |, stands for the norm in
L2[0, 00); while || - |l¢, denotes the norm in L?((Q, %, P), [0, %)); (Q, %, P) is a probability
space. In block matrices, * indicates symmetric terms: [ é“r ?}] = ;‘T o= (4 B].

2. Dynamical model of AFTCSMP with state-dependent noise

To describe the class of linear systems with Markovian jumping parameters that we deal
with in this paper, let us fix a complete probability space (Q, %, P). This class of systems
owns a hybrid state vector. The first component vector is continuous and represents the
system states, and the second one is discrete and represents the failure processes affecting
the system. The dynamical model of the AFTCSMP with Wiener process, defined in the
fundamental probability space (Q, %, P), is described by the following differential equa-
tions:

'dx(t) =A(&@)x()dt+B(n(t))u(y(t), w(t),t)dt

+E(E(t),n(1))w(t)dt+ > Wi (E(t),n(t))x(t)d@y(t),
P I=1 (2.1)

y(t) = Cox(t) + D2 (§(1), n(1)) w(t),
| 2(t) = Cix(t) + Dy (n(t)) u(y(t), y (b)),
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where x(t) € R" is the system state, u(y(t),y(t),t) € R" is the system input, y(t) € R4
is the system measured output, z(t) € R? is the controlled output, w(t) € R” is the
system external disturbance, &(t), #(t), and y(t) represent the plant component fail-
ure process, the actuator failure process, and the FDI process, respectively. £(¢), #7(¢)
and y(t) are separable and mesurable Markov processes with finite state spaces Z =
{1,2...,z}, S={1,2...,s}, and R = {1,2...,0}, respectively. @(t) = [@,(t) - - - @,(t)]T is
a v-dimensional standard Wiener process on a given probability space (Q,%,P), that
is assumed to be independent of the Markov processes. The matrices A((t)), B(#(t)),
E(&(t) )» D2(&(1),n(t)), D1(n(t)), and W;(&(¢),%(t)) are properly dimensioned matri-
ces Wthh depend on random parameters.

In AFTCS, we consider that the control law is only a function of the mesurable FDI
process y(t). Therefore, we introduce a full-order dynamic output feedback compensator
(¢4) of the form

y {dv(t) = A (y(t))v(t)dt+ B (w (1)) y(t)dt (22)

u(t) = C.(y())v(2).

Applying the controller ¢4 to the AFTCSMP ¢, we obtain the following closed loop sys-
tem:

AEW),n(0),w(0)x(H)dt+E(E(t),n(t), y (1)) w(t)dt
E(), (1)) x(t)day(t),
Pl - 1=

1
y(t) = Gy @)y (1) + D2 (§(1), (1)) w(t),
z(t) = Ci(n(0), y(0)x(1),

<

(2.3)

where

X =[x0Tv"" @) = [y(t)T,u<t)T]T;

s[5, )

E(f(”’"(”’*”‘”):[ D (f(t))ﬂ(t))} C_Z(‘”(”):[% cc(f;(t))];

D (£(), (1) = [DZ(E(Q’W))} Ci(n(e)y(1) = [C1 Di(n())Cely() ]

(2.4)
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Our goal is to compute dynamical output feedback controllers ¢4 that meet various spec-
ifications on the closed loop behavior. The specifications and objectives under consider-
ation include stochastic stability, #, performance, and . performance (or more gener-
ally, stochastic integral quadratic constraints (SIQC)).

2.1. The FDI and the failure processes. (1), (), and y(¢) being homogeneous Markov
processes with finite state spaces, we can define the transition probability of the plant
components failure process as [2, 16]

pij(At) = ﬂijAt+0(At) (i # ]),

pi(At) = 1= S miAt+o(At) (i=j). (2.5)
i#j
The transition probability of the actuator failure process is given by
pr(At) = vaAt+o(At)  (k#1),
(2.6)

prk(At) =1— kalAt-l-O(At) (k=1),
k#1

where 77;; is the plant components failure rate and vy is the actuator failure rate.
Given that £ = k and # = I, the conditional transition probability of the FDI process

y(t) is

Pf‘(vl(At) =MIAt+o(At) (i 4 v),

PEAD = 1- SAAt+o(AD) (i=v). (2.7)

i#v

Here, AX represents the transition rate from i to v for the Markov process (t) condi-
tionedon & =k € Z, and = ] € S. Depending on the values of i, ve R, k € Z,and [ € S,
various interpretations, such as rate of false detection and isolation, rate of correct detec-
tion and isolation, false alarm recovery rate, can be given to A [2, 16].

For notational simplicity, we will denote A(£(#)) = A; when &(t) =i € Z, B(yx(1)) =
Bj and Di(n(t)) = Dij when 5(t) = j € S, E(§(t),n(t)) = Eij, D2(§(t),n(t)) = D2;; and
Wi(§(1),n(t)) = Wy;; when §(t) =i € Z, n(t) = j € Sand Ac(y (1)) = Ack, Bo(y(t)) = Bu,
C.(y(t)) = Cex when y(t) = k € R. We also denote x(t) = x¢, y(t) = v, 2(t) = z1, w(t)
wy, §(t) =&, n(t) = ni, w(t) = vy and the initial conditions x(ty) = xo, {(t0) = &, #(
no and y(to) =

3. Definitions and basic results

In this section, we will first give a basic definition related to stochastic stability notion
and then we will summarize some results about exponential stability in the mean square
sense of the AFTCSMP.

3.1. Stochastic stability. For system (2.1), when u; = 0 for all t > 0, we have the following
definition.
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Defintion 3.1. System (2.1) is said to be internally exponentially stable in the mean square
sense (IESS) if there exist positive constants « and 8 such that the solution of

dx; = A(&)xedt+ > Wi (&) xed @y (3.1)

I=1

satisfies the following inequality:

€{|lx|*} < Bllxol*exp [ — alt — o) ] (3.2)

for arbitrary initial conditions (xo, &, 70, ¥o)-

The following theorem gives a sufficient condition for internal exponential stability in
the mean square sense for the closed loop system (2.3).

TaEOREM 3.2. The closed loop system (2.3) is IESS for t = t, if there exists a Lyapunov
function 9y, & 1e> Yist) such that

K1||)(t||2 <o, &one v t) < K2||Xt||2>

) (3.3)
LY(x> &6 v t) < —Ks| x|

for some positive constants Ky, Ky, and K3, where & is the weak infinitesimal operator of the
joint Markov process {x¢, &1, Wi}

Remark 3.3. The proof of the Markovian property of the joint process {x:,& 70} is
given for example in [2, 16, 25].

A necessary condition for internal exponential stability in the mean square sense for
the closed loop system ¢ is given by Theorem 3.4.

TaEOREM 3.4. If the system (2.3) is IESS, then for any given quadratic positive definite
function W (xs, &, 16, Wi, t) in the variables y, which is bounded and continuous for all t > to,
for all & € Z, for all n; € S and for all y; € R, there exists a quadratic positive definite
function (s, & ne, Wir t) in y; that satisfies the conditions in Theorem 3.2 and is such that

LIt Eonevist) = =W (e &1 v t).

Remark 3.5. The proofs of these theorems follow the same arguments as in [2, 16] for
their proposed stochastic Lyapunov functions, so they are not shown in this paper to
avoid repetition.

The following proposition gives a necessary and sufficient condition for internal ex-
ponential stability in the mean square sense for the system (2.3).
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ProPosITION 3.6. A necessary and sufficient condition for IESS of the system (2.3) is that
there exist symmetric positive-definite matrices Q)ijk) i€Z, jeS, andk € R such that

v

~ ~ —T J— ii

AL P+ Pijrhiji + D W PipeWaij + > maPrjic+ D> v P+ 2 A, Pijy <0 (3.4)
I=1

hez leS veR
hi 1] vtk
forallie Z, j €S, and k € R, where
Aijk = Aijk —0.51 z i + ZVj] + z/\;cjv . (3.5)
hezZ 1eS veR
h#i I#j v#k

Proof. The proof of this proposition is easily deduced from Theorems 3.2 and 3.4. O

ProposITION 3.7. If the system (2.3) is IESS, for every w = {wy; t > 0} € L,[0,), one
has that y = {yis t = 0} € Ly((,F, P), [0,00)), that is, €{ [ x! idt} < oo, for any initial
conditions (xo,&o0> 10> Vo)

Proof. The proof of this proposition follows the same lines as for the proof of [22, Propo-
sition 4]. O

We conclude this section by recalling a version of the well-known Finsler lemma that
will be used in the derivation of the main results of this paper.

LEmMA 3.8 [24]. Given matrices W;jx = \PiEk € R™" and Hijx € R™", foralli€ Z, j €,
and k € R, then

x{ Wikxe <0, Vx, €R": Hijkxy =0, x; 0, (3.6)
if and only if there exist matrices Lijx € R™™ such that

Wijk + LijeHije + H Ly <0, Vie Z, jeS, keR. (3.7)

Note that conditions (3.7) remain sufficient for (3.6) to hold even when arbitrary con-
straints are imposed to the scaling matrices L;jx.
4. The control problem

4.1. ¥, control. Let us consider the system (2.3) with
Zt = Zeot = Coolxt+Dool(11t)u(yt)wtrt)) (4'1)

where z; stands for the controlled output related to ¥ performance.

In this section, we deal with the design of controllers that stochastically stabilize the
closed-loop system and guarantee the disturbance rejection, with a certain level y > 0.
Mathematically, we are concerned with the characterization of compensators ¢, that
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stochastically stabilize the system (2.3) and guarantee the following for all w € L?[0, c):

o0 1/2
o =] | camdt) < (42)

[N

where y > 0 is a prescribed level of disturbance attenuation to be achieved. To this end,
we need the auxiliary result given by the following proposition.

ProPOSITION 4.1. If there exist symmetric positive-definite matrices P wjj, i € Z, j €S,
and k € R such that

o ~
AP eijic + Pooijk Nijk

v
—T S 5 S—
+ZWlij9)ooijleij+Cooljkcoo1jk +u @ooijkEijkEijkg)ooijk

=1 (4.3)
+ D TP oohji + DO ViiPoite + O Ay Pooiju <0

heZ leS vER

hti 14] vik

forallie Z, j €S, and k € R, then the system (2.3) is IESS and satisfies

) 1/2
|20 I, =%H0 onctzootdt} <plwlla. (4.4)

Proof. The proof of this proposition follows the same arguments as in [21]. O

Remark 4.2. Given fixed matrices U > 0, V = V7T, and Q, the previous characterization
extends to more general quadratic constraints on w; and z; of the form

¢ T
e[ (& D@ e

These constraints are known as stochastic quadratic integral constraints [26].
The following proposition gives a sufficient condition to (4.5) to be hold.

PrOPOSITION 4.3. If there exist symmetric positive-definite matrices Pij, i € Z, j € S, and
k € R such that

- T T
Oijk  PijkEijk+CijQ  CijA

* \% 0 <0, (4.6)
* * -2
where
U=AZ"IAT,

v
~r ~ T ij
Ok = AL Pijic+ Pijehijic + > Wiy PijgWaij + D maPrjic+ D v Pk + D A, Pijos
I=1 hez les vER
i 14 vk
(4.7)
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then

Jsioc < 0. (4.8)

Proof. Let us consider the following quadratic Lyapunov function:

Ixeo-&meve) = XE P (& ve) xo (4.9)

then

T _
339()(”&,7’”%) _ (Xt) <®(£t”7t)1//t) @(ft,ﬂtdl/t)E(ft,ﬂt,l//t)) <Xt> (4.10)

Wy * 0 Wi

adding and subtracting %{féf LIxe> &6 me> ye)dt} to Jsiqe, we get

. T
Jsiqc = %{ Lf (1)4(’1) (‘D(fr,mall/t)
Ci(noye) 0 "lu @ Ci(noye) 0 ¢
A8 far D) D) (et

L
— %{ J =(£19(Xt>§t) 77!) wt)dt}’

to

where
O (& v1) = (@(ft>>7k1t:1//t) @(ftaﬂtﬂ/’ti)E(Et’ﬂtaWt))' (4.12)
From Dynkin’s formula, we have
€ 09008 o)) b =€ [ #9Emayar]. @y

Assuming, without loss of generality, that 9(y,, &1, %1, ¥1,) = 0, it follows from (4.11) and
(4.13) that if

_ T _
@(ft,nt,wt)+<cl('g’l’”) (u)) (&T (3) (Cl('g’l”t) (u))<o, (4.14)

then (4.5) holds.
Finally, by factorizing U = 0 as

U=AZ"IAT (4.15)

and by Schur complement property, (4.14) is equivalent to (4.6). Hence, the proof is
complete. O
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The ¥ output feedback fault tolerant control method to be developed in this paper
is based on Lemma 3.8 and with the following parametrization of the Lyapunov matrices

@mijk:
Pooijie = MEN SipMi > 0, (4.16)

where N'w;jx are symmetric positive definite matrices and lx are nonsingular matrices.
This parametrization is inspired by the work of [24] on mode-independent ¥, filtering
for Markovian jumping linear systems.

The next proposition presents the main result of this section, which is derived from
Proposition 4.1 with P w;jx as in (4.16) and using Finsler’s lemma together with appro-
priate parametrization of matrices Jlx and the dynamical controller matrices.

ProOPOSITION 4.4. If there exist matrices Rk, Sk, Dy, Xy, Yk, Zx and symmetric matrices
Newijk, 1 € Z, j €S, and k € R such that

Qe+ Qf * * * *
Aijk = Nwijk  0ijkNeijk % * *
0 [Egk —ul % * | <0, (4.17)
Cijk 0 0 -0 %
Eijk 0 0 0 _rijk
where
[ R 0
Q= _§k+[D)k [D)k]’
Aoy = RrA; + RyB;Z Ry B;Zy
ijk = 7§kAi+YkC2+Xk+§kBjZk Xk‘i‘ngjZk
- [ RiEj
UK | SkEij + YDy

Tijr = diag { Tuijk> Taijks 3ijk Vaijk }>
—Ili] o ljk>e- ) l;l)jk,Noc(i-*—l)jk)--->N0°ij]’

-I3i]
-[41']

[N

-[lek [ c0ilkseee> Ool(jfl)k’Nmi(j+1)k""’N°°i3k]’
[Nooiji- > Nooij(k=1)> Neoij(k+1)s- - -» Neoijr 5
[N

ooijkse- ooljk])
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]T

[1]

ijk = [F 1ijis F aijies F 3ijo F aiji
Fijk = [V QLo TG QT ) QL 55 T2 QL

Faijk = [4/1/1‘10{,...,\/Vj(j_l)Q,{,\/v]‘(jﬂ)QZ,...,4/1/]‘5(217;],

>

_| Liiar ij T if T ij AT

Fsijk = AkIQkV"’\//\k(k—l)Qk’\/)Lk(kJrl)Qk""’ )‘erk]’
T T

F4ijk = [(Dlijk""’q)vijk]’

_[Rkwl,-j 0:|

Dy = | sewi; 0]

Sk == | Dt Svirt DA |

heZ leS vER
hii 14 v#k
(4.18)
and Tijk, F ijk contain v elements, then, the system (2.3) is IESS and satisfies (4.4).
Moreover, the transfer functions matrices of suitable controllers are given by
Hi(s) = Zi (sl - D'X) "DV, VkeR (4.19)

Proof. Tt will be shown that if the inequalities (4.17) hold, then the controllers (4.19)
ensure that conditions (4.3) of Proposition 4.1 are satisfied with a matrix P w;jx >0 as in
(4.16).

First, note that with a matrix % ;jx > 0 as in (4.16), the inequalities (4.3) are equivalent
to

Hi]}kYiijijk <0, (4.20)
where
[ I 0 0 O
Nolpdly 0 0 0
M= 0 1 0 o],
0 0 0 o
| 0 0 o0 U
- —T
0 * 0 Cooljk gtooijk
MAijk GijkNwije  MiEijk 0 0
Yijk=| * * —p?l 0 0o |
* * * —1 0
S * * ¥ —Fwijk
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Reijie = [Rootijio Roo2ijie> Reosijier Reoijic]»
Ponijie = [ VML oor (G Mo G M ],
Recaike = [NITME .o TG0 ME s 500 ME o M ]
[ I \/Akk I‘Mk’\//\k(kﬂ M- )L;.cjr‘MkT}

g?«ooélijk = [W’]Tl]J'/LT’ W ‘A/LT]

vij

Feoiji = diag[FLoorijer Foijir F o3ijir F onijk |5
Footijk = [Neotjks- - Noo(i=1) jk> N ooi 1) k> - - - N eozjk |
Feozijk = [Nooitks- - - Neoi(j= 1)k N i 4 1)k - N owisk |
Foosijk = [Nooijise - Nooijk=1)s N ewijikr1)s- - Nooijr ]
= [Nwijk,...,Nmijk])
(4.21)

where Fw4jk contains v elements.
Define n X n nonsingular matrices Uy and V' such that U V'x = Dy and let the matrix
My be parameterized as follows:

[ ® RV B
M"_[—%,;ISkR,gl WVT —U S RV | (4.22)

Moreover, let the transformation matrix

RI ST
a, _ k k

Note that

MTT =T = [‘Vﬂk O&J (4.24)

and JM and T as defined above are nonsingular. Indeed, from (4.17) it follows that Q +
QZ < 0, which implies that the matrices Ri and Dy are nonsingular. Therefore, in view of
the definition of the matrices Uy and V%, the matrices T and A T, are nonsingular
and thus ;" are nonsingular matrices as well.

Next, introduce the matrices

Fr = diag {Jx, 35, 1,0, 3k}

g (4.25)
jk = {Jk;---):k})

where Ji contains ((z—1)+ (s — 1)+ (r — 1) +v) blocks Ji.
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Performing the congruence transformation Ff (-)F on Yjk, inequality (4.20) is equiv-
alent to

KT FEY kb <0, k= F' ks, ¢ #0. (4.26)
Considering that
{r: = F'ijks, ¢ # 0} = {x: HyjxFex = 0, k # 0}, (4.27)
where
Hije = [ M —Nwie 0 0 0], (4.28)

we have that (4.26) is equivalent to
K FIYjFre <0, Vi #0:HijeFex = 0. (4.29)

By Lemma 3.8, (4.29) holds if and only if the following inequalities are feasible for some
matrices L;jx of appropriate dimensions

— —T
FEYijkFr o+ LijeHie e+ FFHE T <O, (4.30)

Without loss of generality, let the matrices [,-jk be rewritten as E‘jk = [F,ZI]_,'jk, then (4.30)
is equivalent to

Fi (Yiji + LijeHije + H L) Fe < 0. (4.31)
Setting
Lx=[0 0 0 0 o], (4.32)

inequalities (4.31) become

FIYFe <O, (4.33)
where
M+ ME * X % *
My A — NoTcijk OijkNwijk % *
Y = 0 Epf  —p < (4.34)
Cooljk 0 0 -1 *
Rk 0 0 0 —Fuip
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Consider the following state-space realization for the controllers (2.2)
Age = VDXV Bek = VD'V, Cek = iV (4.35)
and let the matrix Nu;jx be defined as
Nooijk = T{ M N il T T k. (4.36)
By performing straightforward matrix manipulations, it can be easily shown that

g{Aiij‘/L]:Tgk = Aijk: gZEi]‘k = IEijk, Cooljk‘/‘/L];Tgk = (Cijk)
TIMT T =, T Reoijpdi = B, (4.37)

7T —
Ik Foijidk = Tijk.

Next, taking into account (4.25) and (4.36)-(4.37), it can be readily verified that (4.33) is
identical to (4.17). Thus (4.3) is satisfied with P o;jx = Jl/LkT.N ;ijk/‘/tk- Finally, the controller
transfer matrix of (4.19) is readily obtained from (4.35). O

From practical point of view, the controller that stochastically stabilizes the AFTCMP
and at the same time guarantees the minimum disturbance rejection is of great interest.
This controller can be obtained by solving the following optimization problem:

min T

750, Nawijk =N >0, Ri, Sk, Dy X, Vi, Zi

s.t.

[ Qi +0f * ok * |

O : 4 4,
) | Aijke = Neoijie - 8ijkNeije % % (4.38)
T

0 Ef, -7l x| <0,
(Cijk 0 0 -0 *
Bijk 0 0 0 Tyl

where the matrices inequalities in the constraints are obtained from (4.17) by replacing
* by 7. This leads to the following corollary.

CoROLLARY 4.5. Let T >0, Nojjk = NoTcijk >0, R, Sk, Dk, Xk, Yk, Zi be the solution of the
optimization problem Q. Then, the controller (2.2) stochastically stabilizes the AFTCSMP
considered and moreover the closed loop system satisfies the disturbance rejection of level \/T.

Remark 4.6. The above result can be easily extended to general SIQ constraints. This is
illustrated by the following corollary.
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CoROLLARY 4.7. If there exist matrices Ry, Sk, D, Xk, Yk, Zy and symmetric matrices N;jy,
i€Z, jeS, andk € R such that

Qe+ Qf * % ok *
Aije = Nijie kN % % %
€iji By V% x | <0, (4.39)
(:ijk 0 0 - %
Eijk 0 0 0 -Ti
where
@ijk = Q" Ciji
_ T (4.40)
Cijk = A" Cijks

then, the SIQ contraints (4.5) are verified.
Moreover, the transfer functions matrices of suitable controllers are given by

Hi(s) = Zx(s1 - D 'X,) "'D;'Yy,  VkER (4.41)

4.2. ¥, control. Before introducing the main results of this section, let us consider the
following definition which represents a generalization of the #,-norm from Markovian
jump linear systems [8, 27, 28] to AFTCSMP.

Let us consider the system (2.3) with

zr = 21 = Cuxe + Doy () u(ye, Y1, £), (4.42)

where z,, stands for the controlled output related to #(, performance.

Defintion 4.8. Define the #,-norm of the IESS system (¢ ) as

m
2 2
loall; = > > ijkllzajxlle,» (4.43)
d=1ijk

where z4; ; x represents the output {z; t > 0} when
(a) the input is given by w; = {w; t = 0}, w; = e40;, 6; the unitary impulse, and
eq the m-dimensional unitary vector formed by 1 at the dth position and zero
elsewhere;
(b) xo =0, & =1, 10 = j, yo =k, and p = (U111>...,Hszr) is the initial distribution of
the joint Markov process.

From the definition above and using the same arguments as in [8, 27, 28], we can state
the following corollary.
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COROLLARY 4.9. Assume that (¢.) is IESS, then the following hold.
. =T =
() Nalls = X jk phiji tr(E;;PoijiEij), where Po = {Pons...,Poszr} denotes the ob-
servability Gramian, that is, P ,;jx are the unique positive semidefinite solutions of
the following equations:

14
A Poiji + PoijicNijic + D Wy PoiiteWiij + > manPji

I=1 heZ
s (4.44)
.. T
+ Z’Vj[@)ilk + le;fv@ijv +C5,C1 =0
les vER
I#j vk

forallie Z, je S, and k € R.
(ii) llgall3 < 2ijik Hijk tr(Ef;@mkEj), where Pijk is a positive definite solution of the
following matrix inequality:

v
A Paijic + PaijicNijic + > Wi PaijeWiij + > Pk
=1

heZ
hti (4.45)
.. _r—
+ ZVjZQ)zl‘lk + Z/\ng)zijv + C21C21 <0
leS veR
I#] vitk

forallic Z, j€ S, andk € R.
(iii) If there exist positive definite matrices P;jr, and matrices Ak, Ber, and Cey such
that

_T p—
> wijktr (E;;PaijkEij) < I
ijk

14
N ~ T —
Ak Pijic + Poijicijic + D Wy PoikWiij + > maPonji

I=1 hez (4'46)
h#i
. _r_
+ Zle@Zilk + ZA;CJVQ)ZUV + C21C21 <0
leS veR
I#j vk

forallie Z, j €S8, and k €R, then @i are stabilizing controllers such that || ¢gll2<y.
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(iv) The ¥, output feedback control problem is solved by the following optimization
problem:

min - e tr (%)
ik
s.t.
—T _
E;iPaijkEij < Lijk
v (4.47)
=1

heZ
h#i

ij —T =
+ ZleQPz,’lk + ZAk]vQPZi]'V + C21C21 < 0.
leS veR
1] vk

From Definition 4.8 and Corollary 4.9, we can state the following result which solves
the %, output feedback control problem.

ProprosITION 4.10. The ¥, output feedback control problem is solved by the following opti-
mization problem:

( min ik tijk tr (Fijk)
Ziik> Naijks Ry Sk, D, X, Y, Zg bisk ] Y
s.L.
%--k *
[El] N | 7
0,: 1 | Fik Naijk (4.48)
Qe+ Qf * x %
Aijk = Naijk - 8ijkNaije 0 0 <0
(Cijk * -1 0
Eijk * *  —Tijk

forallie Z, j€ S, andk € R.

If (4.48) holds, then H(deI% < Z,-,j,k‘u,-jk tr(Ez@z,-jkE-j). Moreover, the transfer functions
matrices of suitable controllers are given by

Hi(s) = Zx(s1 - D'Xx) "DV, VkeR (4.49)

Proof. The proof of this proposition follows the same arguments as for the proof of
Proposition 4.4. ]

Remark 4.11. We can see from Definition 4.8 that the considered #,-norm depends on
the initial distribution of the joint Markov process. However, these distributions are, in
general, unknown. This inconvenient could be avoided by replacing, for example, the per-
formance criteria by the one as in [28, equation (19)] (when the input is the unit variance
white noise). Proposition 4.10 could be then easily applied for this #,-norm definition.
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The only difference is that, in the optimization problem (4.48), the initial distribution
wijk is replaced by &;j; = Dlhy ﬁ(z;,v)(,»jk), where

P = [Bumyim] = limP(1) (4.50)

and P(t) is the probability transition matrix of the joint Markov process.

Indeed, the #,-norm definition considered in this case is given by

T
lgall? = im 3] [ "l Ps | &= o = ju yo = k. (@51

ijok

Using the same arguments as in [28], the following characterization of the #,-norm in
terms of observability Gramian can be given:

7T —
||(Pc1||§ = Z &ijk tr (E;;Poijk Eij)- (4.52)
ik

4.3. Multiobjective synthesis. The multiobjective synthesis problem amounts to find
common controllers that stochastically stabilize the system and ensure ¥,/ perfor-
mances. This multiperformance synthesis problem can be stated as follows.
Given positive scalars oy and o, find stabilizing dynamic output feedback con-
trollers 4 that solve the following constrained optimization problem:
YZ’VN}}}I}:IéckyCck 2y2 oo Yoo
s.t. (4.53)

l|zeolg, < yoollwll2, llpall, < y2.

The result is straightforward. It amounts to the collection of all related matrix inequality
constraints.

Remark 4.12. Notice that the developed synthesis conditions are only sufficient. This is
due to the fact that the controllers only depend on the FDI process, that is, the number of
controllers to be designed is less than the total number of the closed loop system modes
by combining both failures an FDI processes.

5. Computational issues and example

The inequality conditions in Propositions 4.4 and 4.10 are not linear in the variables and
it is difficult to verify these conditions directly. However, the characterizations given in
these propositions have the following nice properties:

(i) the given parametrization enables us to express these norm minimization prob-
lems in closed form, that is, all variables explicitly appear in constraints (4.17)
and (4.48), which is not possible with projection-like conditions;

(ii) the #,/H . synthesis problem with fixed matrices C.(y;) (synthesis problem
similar to the one considered by [29] in the case of linear time invariant systems)
is a LMI problem;
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(iii) with Zy fixed, conditions (4.17) and (4.48) are LMIs in %k, Najjk, Neoijks R, Sk
Dk, Xk» Yis
(iv) with Rg and Sy fixed, conditions (4.17) and (4.48) are LMIs in %k, Najjk, Neoijks
Dg, Xk, Yk, Zk-
From the two last properties, one can see that the synthesis problem is expressed as a
bilinear matrix inequalities (BMI) problem. BMI problems are known to be generally
nonconvex and NP-hard [30]. This means that any algorithm which is guaranteed to
find a global optimum cannot be expected to have a polynomial time complexity. There
exist different approaches to the solution of this problem, which can be classified into
global [31-33] and local [34-36]. Most of the global algorithms to the BMI problem are
varaiations of the Branch and Bound algorithm [31, 32]. Although the major focus of
global search algorithms is the computational complexity, none of them is polynomial
time due to the NP-hardness of the problem. As a result, these approaches can currently
be applied only to problems with modest size.

Most of the existing local approaches, on the other hand, are computationally fast but,
depending on the initial condition, may not converge to the global optimum. The sim-
plest local approach makes use of the fact that by fixing some of the variables, x, the BMI
problem becomes convex in the remaining variables y, and vice versa, and iterates be-
tween them [36]. The algorithm (coordinate descent-type algorithm) used in this paper
belongs to this class of methods. Nevertheless, these types of algorithms, called coordi-
nate descent methods in [36], alternating SDP method in [31], and the dual iteration in
[36], are not guaranteed to converge to a local solution [31]. Such an algorithm is given
by Algorithm 5.1. For the purposes of its initialization, we adopt the same methodology
as in [37]. These can be summarized as follows.

ALGORITHM 5.1
Step 1. Initialization: set g = 0. Design state feedback matrices Zy, that solves the follow-
ing optimization problem:
min 0¥, + O Yoo
Y2q5Yoq>Lkg Vg Veoq
s.t. (5.1)

Iz

%, <yooq||w||2) ||¢CIS||2<)}2‘1’

where @ is the closed loop system obtained by applying the controller ¢, given by
Qs Uy = LigXy (5.2)

to the system (2.1).

Step 2. Fix the matrices Zy4 and search for a solution to the multiobjective control prob-
lem, defined in (4.52), in terms of the remaining unknown matrices Sfijkq, N2ijkgs Neoijkgs
Rig> Skg> Drg> Xig> Yig. Set the current cost value Vg = 02Y2q+ Qoo Yooge

Step 3. Fix the matrices Ry, and Sy, and search for a solution to the multiobjective control
problem, defined in (4.52), in terms of the remaining unknown matrices %ijxg, Najjkgs
Nooijkgs Dig> Xkgs Yig> Ziq- Set the current cost value wg = a2 y2g + Koo Yoog-

Step 4. If vy — wy <€, € >0, stop. Otherwise, set g < g+ 1 and go back to Step 1.
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As in the usual coordinate descent methods, the above algorithm generates a nonin-
creasing sequence of the objective function values, and thus the convergence is guaran-
teed. Note, however, that the limit of the sequence may not be optimal.

5.1. AVTOL example. In thissection, the proposed multiobjective dynamic output feed-
back control of AFTCSMP is illustrated using a VTOL helicopter model adapted from [9].
Consider the nominal system with

—0.0366 0.0271 0.0188 —0.4555
0.0482 —1.01 0.0024 —4.0208
0.1002 0.3681 -—0.707 1.4200

>

0 0 1 0
0.4422  0.1761 0.0468 0
3.5446 —7.5922 0.0457  0.0099
| -552 449 |’ | 0.0437 0.0011 ]|
0 0 ~0.0218 0
01 0
0 01 0 0 1 000 0.1 0
W1: 5 C2: > D2: 5
0 0 01 0 0100 0 0.1
0 0.1
c 0100 b 1 0 c 1 000 b 0 0
] — 0 0 0 1 5 ] — 0 1 5 21 — 0 0 1 O > 21 — 0 1 .

The state vector x; € R* is composed by the following:

x1: longitudinal velocity;

xy: vertical velocity;

x3: rate of pitch;

x4: pitch angle.
And the components of command vector are

uy: general cyclic command;

u;: longitudinal cyclic command.
For illustration purposes, we will consider two faulty modes

(i) Mode 2: A 50% power loss on the first actuator;

(ii) Mode 3: A 50% power loss on both actuators.
From above, we have that S = {1,2,3}, where Mode1 represents the nominal case. The
failure process is assumed to have Markovian transition characteristics. The FDI process
is also Markovian with three states R = {1,2,3}.



The actuator failure rates are assumed to be

The FDI conditional transition rates are

[-0.02
1.00
| 1.00

[A}j] =

[—1.01
0.01
| 0.01

[A?j] =

~0.002  0.0010
[7] = | 0.0010 —0.002
0.0010  0.0010
0.01 0.1
~101 001 [, [A]=
0.01 —1.01
0.01  1.00 |
~1.01  1.00
0.01 —0.02]

0.0010
0.0010
—0.002

—-1.01
0.01
0.01

S. Aberkane et al.

.00 0.01
—0.02 001 |,
1.00  —1.01
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(5.4)

(5.5)

For the above AFTCSMP, and using Algorithm 5.1 with a; = ae = 1, we obtain the fol-
lowing #,/# . performances from w; to z; and z., respectively: y, = 1.3813, y., = 7.0430.
The corresponding dynamical controllers are given as follows:

—-4.5605 6.1141 —-0.7661 —2.0089 4.6913 —4.9146
1.2505 —13.949 2.1057 2.8241 —2.0707 10.8691
-0.8586 9.0361 —3.6110 —6.1882 4.1034 —6.6348
1.7167 0.8173 0.8173 0.8173 —1.8753 —1.2901
-0.5951 -0.1871 0.3333 0.4416
0.0519 0.8206 —0.6220 —1.5290 i
-1.8554 -0.8810 -0.0395 —0.5837 1.6635 0.9851 ]
—2.7850 —8.6549 4.1078 3.8934 -1.7314  5.2828
0.2180 2.2321  —-2.8481 —4.2791 3.0771 —1.2354
1.3433 3.3313 1.1581 0.1551 —1.4002 -3.4934
—0.6729 0.0591 0.1496 0.2176
2.4528 1.4950 -2.1517 -—3.1308 ]
—-2.0190 -0.9464 0.0742 —0.4221 1.7047  0.9938 ]
-0.7222 —6.3567 2.2273 1.2006 —1.3945  4.5383
—0.5881 0.9657 —2.1838 —3.2807 29401  -0.5600
1.3238 3.2111 1.2362 0.1852 —1.3741 —3.4574
—-0.7787 0.0063  0.2350 0.3908
1.8829  1.2999 -1.9038 —3.0831 i

yi=1

vi=2

>, (5.6)
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Magnitude

] . . . . . . . . .
0 5 10 15 20 25 30 35 40 45 50
Time (s)

— x(1) x:(3)
-- x(2) --- x(4)

Figure 5.1. State variables evolution: single sample path simulation.

Failure modes

0 5 10 15 20 25 30 35 40 45 50
Time (s)

—— Failure modes

Figure 5.2. Failure modes.

where

S *
[ * |0 ] ) (5.7)
Y=t

is a realization of the controller (¢,4) for y; = i.
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FDI modes
S
|
[3°)

0 5 10 15 20 25 30 35 40 45 50
Time (s)

—— FDI modes

Figure 5.3. FDI modes.

Magnitude

-0.8

0 5 10 15 20 25 30 35 40 45 50
Time (s)
- = Zeot(1)

Zeot(2)
— W

Figure 5.4. Evolution of the variables z.: single sample path simulation.

The state trajectories of the closed loop system resulting from the obtained controllers
are shown in Figure 5.1. These trajectories represent a single sample path simulation cor-
responding to a realization of the failure process #; and the FDI process y; given by Fig-
ures 5.2 and 5.3, respectively. Figure 5.4 represents the evolution of the controlled outputs
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Zeot. It can be seen that the closed loop system is stochastically stable and that the distur-
bance attenuation is achieved.

6. Conclusion

In this paper, the dynamic output feedback multiobjective control of continuous time
AFTCSMP was considered within a framework that allows to take into account the prob-
lematic resulting from the fact that the controller only depends on the FDI process. The
specifications and objectives considered include stochastic stability, 3, and ., perfor-
mances. The main results were derived using a version of the well-known Finsler’s lemma
and a parametrization of the Lyapunov matrices. The numerical resolution of the ob-
tained results was done using a coordinate descent-type algorithm. The effectiveness of
the developed method was illustrated on a VTOL helicopter example.
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