
Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2012, Article ID 838629, 20 pages
doi:10.1155/2012/838629

Research Article
Optimal Location and Sizing of UPQC in
Distribution Networks Using Differential
Evolution Algorithm

Seyed Abbas Taher and Seyed Ahmadreza Afsari

Department of Electrical Engineering, Faculty of Engineering, University of Kashan,
Kashan 87317-51167, Iran

Correspondence should be addressed to Seyed Abbas Taher, sataher@kashanu.ac.ir

Received 26 January 2012; Revised 14 June 2012; Accepted 29 June 2012

Academic Editor: Hung Nguyen-Xuan

Copyright q 2012 S. A. Taher and S. A. Afsari. This is an open access article distributed under
the Creative Commons Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.

Differential evolution (DE) algorithm is used to determine optimal location of unified power
quality conditioner (UPQC) considering its size in the radial distribution systems. The problem
is formulated to find the optimum location of UPQC based on an objective function (OF) defined
for improving of voltage and current profiles, reducing power loss and minimizing the investment
costs considering the OF’s weighting factors. Hence, a steady-state model of UPQC is derived to
set in forward/backward sweep load flow. Studies are performed on two IEEE 33-bus and 69-bus
standard distribution networks. Accuracy was evaluated by reapplying the procedures using both
genetic (GA) and immune algorithms (IA). Comparative results indicate that DE is capable of
offering a nearer global optimal in minimizing the OF and reaching all the desired conditions than
GA and IA.

1. Introduction

Power quality and maintaining voltage magnitude at an acceptable range are gaining sig-
nificant attention these days as an increasing range of equipments, sensitive to distortions or
dips, are used in supply voltages [1, 2]. Modern techniques and power electronic devices such
as FACTS have improved considerably the power quality. Custom power devices as a part
of FACTS devices are increasingly being used in custom power applications for improving
power quality of power distribution systems such as SSTS (Solid State Transfer Switch), DVR
(Dynamic Voltage Restorer), DSTATCOM (Distribution Static Compensator), and UPQC
(Unified Power Quality Conditioner) [3–5].

Parallel connected converters can also improve current quality, while the series connect-
ed regulators might be employed to improve voltage quality [6]. As an effective approach,
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UPQC can function both as DSTATCOM and DVR as shunt and series compensators, respec-
tively [7–10].

The UPQC consists of two voltage source inverters that are connected to a DC energy
storage capacitor, to be used for improving voltage sag, unbalance, and flicker, as well as
harmonics, dynamic active and reactive power regulation [11–14]. The series part inserts
voltage in order to maintain it balanced and free of distortion, at the point of common cou-
pling (PCC). Simultaneously, UPQC shunt part, injects current to the PCC in such a way that
the entering current to the PCC bus is balanced sinusoidally.

Most UPQC studies deal with two bus distribution systems and consider UPQC
behavior, dynamically in a short duration and not in long terms [8, 13, 15–19]. UPQC theory
and modeling are described previously [20], while its topology and control, used simulta-
neously in voltage or current control mode, are presented in [1]. In another work, UPQC is
applied in an experimental system with a control strategy [8, 15] having focused on the flow
of instantaneous active and reactive power inside the UPQC. A new connection for UPQC
to improve the power quality of two feeders in a distribution system is described in [7]. In
the present study, similar to [21, 22], a suitable model of UPQC in load flow calculation is
proposed for steady state voltage compensation.

Differential evolution (DE) algorithm, considered as one of the best evolutionary
algorithms, is widely used to solve optimization problems in general [23, 24]. DE algorithm
is a parallel direct search method for generating trial parameter vectors and is used for min-
imizing objective function. It requires few control variables, is robust, easy to use, and lends
itself very well to parallel computation.

In this paper, a new approach is applied using DE to determine optimal location and
sizing of an UPQC in distribution networks in order to reduce power and energy losses,
improve voltage profile, decrease lines currents, and minimize installation cost of UPQC. The
amount of series and shunt reactive power, which is exchanged by UPQC in order to compen-
sate voltage of PCC to a desired value, is derived by phasor model and correlated equations.
Results in this work indicate superiority of DE over GA and IA methods as it converges
faster and presents more certainty than both GA and IA.

2. UPQC Structure and Modeling in Distribution Load Flow

2.1. UPQC Structure

UPQC system configuration includes a combination of a series and shunt active filters [25] as
presented in Figure 1.

In this work, effect of UPQC on voltage regulation of predetermined load (bus) in a
steady-state power system is studied assuming that no active power is exchanged between
UPQC and the system [14, 21, 26, 27].

2.2. Modeling of UPQC in the Distribution Load Flow

Forward/backward sweep load flow calculations are used in conjunction with a suitable
steady state model for UPQC as presented by [28]. A section of a sample distribution network
is shown in Figure 2 [29, 30] assuming that the 3-phase radial distribution network is in bal-
ance. Impedance between bus i and bus i+1 is shown with Ri+ jXi. Local loads are connected
in bus i and bus i + 1 (named Pi + jQi and Pi+1 + jQi+1) with their voltages being Vi and Vi+1,
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Figure 1: A typical UPQC structure.
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Figure 2: Single-line diagram of two consecutive buses of a distribution system.

respectively. The corresponding voltage phasor diagram in Figure 2 is presented in Figure 3
and the associated KVL equation is

Vi+1∠θi+1 = Vi∠θi −
(
Ri + jXi

)
Ii∠δ. (2.1)

Values of the variables are derived from the load flow. Usually in a network, the buses
voltage is less than 1pu, in which case, one can assume that voltage of bus i + 1 is also less
than 1pu.

It is assumed that voltage magnitude of bus i + 1 is compensated to a desired value
(e.g., 1 pu). Hence, in a steady-state condition, the new angle of compensated voltage, injected
reactive power, and voltage of the series compensator as well as injected reactive power and
current of the shunt compensator can be calculated.

As shown in Figure 4, an UPQC is installed in bus i+ 1 in order to compensate voltage
of bus i + 1 to a desired value. Vse must be kept perpendicular to the series compensator
current. Ise and Ish must also be kept perpendicular to the V ′

i+1.
For simplicity, ∠Vi+1 in phasor diagram is assumed to be zero. Hence,

V ′
i+1∠θ′

i+1 = �Vse + V ′
i ∠θ′

i −
(
Ri + jXi

)(
Ii∠δ + Ish∠

(π
2
+ θ′

i+1

))
, (2.2)
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Figure 3: Phasor diagram of voltages and current of system shown in Figure 2.
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Figure 4: Installing an UPQC in distribution system.

where (′) denotes the amount of variable after compensation,

∠Ish =
π

2
+ θ′

i+1,

�Ise = �Ii + �Ish.

(2.3)

V ′
i ∠θ′

i and Ii∠δ may be calculated by the load flow equations. ∠Ise might present itself
in two states; firstly, �Ise may have a lagging angle in which case ∠Vse can be calculated using
(2.4) and the corresponding phasor diagram may be expressed as Figure 5 below:

∠Vse = ∠Ise(lag) +
π

2
. (2.4)

Secondly, �Ise has a leading angle where ∠Vse is expressed by (2.5) with the
corresponding phasor diagram as shown in Figure 6.

Separating real and imaginary parts of (2.2) into two equations allows its solution
despite Ish, θ′

i+1, and Vse being unknown quantities. Here, it is assumed that the reactive power
injected by the shunt part of UPQC (Qsh) is modeled as a negative constant reactive load in
bus i + 1 (see Figures 7, 8, and 9), thereby allowing θ′i+1 and �Vse to be determined:

Vse∠α = V ′
i+1∠θ′

i+1 +
(
Ri + jXi

)(
I ′i∠δ

) − Vi∠θi.
(2.5)

Following some computations and rearrangements, (2.6) represents the separated real
and imaginary parts of (2.5):

a1x1 = b cos x2 + c1,

a2x1 = b sin x2 + c2,
(2.6)
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Figure 5: Phasor diagram of voltage and current of system shown in Figure 4 in lagging mode of Ise.
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Figure 6: Phasor diagram of voltage and current of system shown in Figure 4 in leading mode of Ise.

where

a1 = cos ρ, a2 = sin ρ, b = V ′
i+1, (2.7)

c1 = real
((
Ri + jXi

)(
Ii new∠β

)) − real(Vi∠θi), (2.8)

c2 = imag
((
Ri + jXi

)(
Ii new∠β

)) − imag(Vi∠θi), (2.9)

x1 = Vse, x2 = θ′
i+1, (2.10)

x1 =
−B ±

√
Δ

2A
, Δ = B2 − 4AC, (2.11)

x2 = cos−1
(
a1x1 − c1

b

)
= sin−1

(
a2x1 − c2

b

)
. (2.12)

Here, A,B, and C are defined as

A =
a2
1 + a2

2

b2
, B = −2a1c1 + a2c2

b2
, C =

c21 + c22
b2

. (2.13)

As can be seen from (2.11), two roots might be assigned for the variable x1, and there-
fore, two values can be obtained for θ′i+1. In order to verify the correct answers, the following
corresponding boundary conditions need to be examined:

b = V ′
i+1 = Vi+1 −→ Vse = 0. (2.14)
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Figure 7: Installing an UPQC in a distribution system by modeling shunt compensator as constant reactive
load.
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Figure 8: Phasor diagram of voltage and current of system that shown in Figure 7 in lagging mode of Ise.
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Figure 9: Phasor diagram of voltage and current of system shown in Figure 7 in leading mode of Ise.

x1 = (−B +
√
Δ)/2A is found to be the correct answer in (2.11). Hence, the reactive

power injected to the network by the series part of UPQC (Qse) for voltage correction of the
connected bus to V ′

i+1, may be expressed as

jQse = �Vse · �I∗i . (2.15)

When Qse is greater than its maximum limit (Qsemax), it can be derived by Qsemax .
However, voltage magnitude of the compensated bus cannot be regulated in the

desired value. Thus, a new voltage magnitude (V ′
i+1 new) and a new phase angle (θ′

i+1 new) of
compensated bus may be expressed as

V ′
i+1max

∠θ′
i+1max

= Vi∠θi −
((
Ri + jXi

)
Iinew∠β

)
+ Vsemax∠α. (2.16)

2.3. Installing Model in Load Flow

In order to evaluate load flow at steady-state conditions, in the presence of UPQC in a load
flow, voltagemagnitude of the compensated bus (i+1) can be assumed to be any desired value
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(with any iteration in the forward sweep), and therefore, the amount of injected reactive
power by shunt part of UPQC, (Qsh) may be modeled as a negative constant load. At this
stage, the phase angle of the compensated voltage and amount of injected reactive power
produced by Qse can be calculated using the above equations [21].

The boundary value of Qse should be examined. In case it was greater than maximum
rating limit, magnitude and phase angle of the compensated bus are calculated using
(2.16), having Qse set to its maximum rating. Now new magnitude and phase angle of the
compensated bus are used to determine voltages for buses located downstream to the com-
pensated bus. At this stage, new updated voltages of buses and Qsh can be used to calculate
load currents in the backward sweep. This procedure is repeated until load flow convergence
reaches the desired tolerance.

3. Problem Formulation

In this study, optimal location and sizing of UPQC in a steady state condition are obtained
to improve power quality. Hence, minimizing UPQC size and power loss in the distribution
network, is considered as the objective function (OF). The voltage and current constraints are
formulated as a penalty function to the OF.

3.1. Objective Function

Equation (3.1) illustrates mathematically the proposed OF as below:

OF =

[

Ke

3∑

i=1

(Ti × Plossi) +
3∑

i=1

(
Kci × CostUPQCyeari

)]

×
⎡

⎣
3∏

i=1

∣∣∣∣∣∣

⎛

⎝
nl∏

j=1

OC ×
nb∏

j=1

OV

⎞

⎠

i

∣∣∣∣∣∣

⎤

⎦, (3.1)

where i, nb, and nl indicate numbers of load level, bus, and lines, respectively; Ke is the
energy cost of losses, Ti is the time duration of ith load level, and Kci is the time duration
proportion of ith load level to the total time duration [31], determined as

Kci =
Ti

∑3
i=1 Ti

. (3.2)

Plossi is the total power loss in the ith load level, described [32] as

Plossi =
nl∑

j=1

Rj

∣∣Ij
∣∣2. (3.3)

The first term in the OF equation above corresponds to the total costs (in US $) of power loss
and UPQC installation which should be minimized. The second term deals with the voltages
and currents limitations of network which is an important factor to be bonded within the
desired limits. This term acts as a penalty factor and is assigned in a constant ratio to the first
term, in response to the deviation from specific boundary conditions, and equals to 1 when
all limitations are secured for buses voltages and lines currents.
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3.2. Cost of UPQC

The cost of UPQC is assumed to be the same as the cost of UPFC as reported by Siemens
database. Cost of investment can be determined from UPQC cost [33–35] as

CostUPQC(US($/kVAr)) = 0.0003S2 − 0.2691S + 188.22,

CostUPQCyeari
= CostUPQCi

(1 + B)nUPQC × B

(1 + B)nUPQC − 1
.

(3.4)

In the above equations, S is the operating range of the UPQC inMVAr, CostUPQCi
is the

investment cost for the ith load level in the year of allocation, CostUPQCyeari
corresponds to the

annual cost of UPQC for the same load level, nUPQC is the longevity of UPQC, and B is the
asset rate of return.

Minimizing the deviation of node’s voltage and line’s current is formulated in the
second term of OF. OC and OV denote line over current factor and voltage stability index,
respectively, and are defined [36] as

OC =

⎧
⎪⎨

⎪⎩

1; if Ij ≤ Imax,

exp
(
λ

∣∣∣∣1 −
Ij

Imax

∣∣∣∣

)
; if Ij > Imax,

OV=

{
1; if Vmin ≤ Vb ≤ Vmax,

exp
(
μ|1 − Vb|

)
; otherwise.

(3.5)

Here, Ij is the current magnitude flow for the jth line, Imax is the maximum current that
can flow in the network lines, λ and μ are small positive constants, and Vb is the voltage
magnitude for the bth bus. If all line currents are less than Imax, OCwill be equal to 1, and if all
buses voltages are within the desired boundaries, OV would equal unity; in all other
conditions, OC or OV will acquire a value (greater than 1) representing the penalty factor
in OF.

Total cost saving (TCS) is the difference between total energy loss cost before installa-
tion, and the sum of annual cost of UPQC and total energy loss cost after installation in the
three load levels (light, medium, and peak) considered here and may be expressed as

TCS = Ke

3∑

i=1

Ti · Plossi −Ke

3∑

i=1

Ti · PWith UPQC
lossi

−
3∑

i=1

Kci · CostUPQCyeari
. (3.6)

4. Differential Evolution Algorithm

Amongst the best known direct search approaches for nonlinear, nondifferentiable objective
function, introduced so far, differential evolution (DE) has proved to be an effective algo-
rithm. Inherently parallel search techniques like genetic algorithms and evolution strategies
have some built-in safeguards to forestall misconvergence [37]. DE algorithm is a stochastic,
population-based optimization algorithm introduced by Storn and Price in 1997 [38]. It cre-
ates new candidates solutions by combining the parent individual and several other individ-
uals of the same population. DE generates new vectors of parameter by adding the weighted
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difference between two population vectors to a third one [39]. A candidate replaces the
parent only if it has better fitness value [40]. DE is an effective, fast, simple, robust, inherently
parallel, and has few control parameters need little tuning. It can be used tominimize noncon-
tinuous, nonlinear, and nondifferentiable space function, also it can work with noisy, flat,
multidimensional, and time-dependent objective functions and constraint optimization in
conjunction with penalty functions [39].

The main differences between genetic algorithm (GA), immune algorithm (IA) [41],
and DE are the selection process and the mutation that makes DE self-adaptive [42]. A prac-
tical optimization technique is expected to fulfill three requirements: regardless of the initial
system parameter values, the method should find the true global minimum; it should
converge rapidly; should be easy to use, that is, it should possess limited number of control
parameters [43–46]. The initial population of a DE algorithm is randomly generated within
the control variable bounds. This population is successfully improved over generations by
applying mutation, crossover and selection operators, to reach an optimal solution. The size
of population, however, is constant during the process. At the end of each generation, the best
individuals based on his OF value are stored. In short, DE operation includes four stages
[24, 43–46] as described below.

4.1. Population Initialization

Initial population is a number of parameter vectors (PVs), randomly generatedwithin the tar-
get parameters’ limits. For the Gth generation, the population containsNp multidimensional
PVs xi,G = [x1

i,G, x
2
i,G, . . . , x

D
i,G], where i represents the number of the PV. The kth parameter in

the ith PV of the first generation can be obtained by (4.1):

xk
i,1 = xk

min + rand(0, 1) ×
(
xk
max − xk

min

)
i ∈ [

1,Np

]
, k ∈ [1, D], (4.1)

where xk
min and xk

max are the lower and upper bounds of the kth parameter, respectively, and
rand (0, 1) is a random scalar within [0, 1] as shown in Figure 10. In case there is a priori
knowledge available about the problem, the preliminary solution may be included to the
initial population by adding normally distributed random deviations to the nominal solution
[47].

4.2. Mutation

DE does not use a predefined probability density function to generate perturbing fluctua-
tions. It relies upon the population itself to perturb the vector parameter [48]. For each
member i from the population, DE generates a mutated PV, vi,G+1, by adding the weighted
difference of two randomly selected PVs to a third randomly selected PV as

vi,G+1 = xr3,G + s(xr1,G − xr2,G), (4.2)

where the subscripts r1, r2, and r3 represent the randomly selected PVs such that r1 /= r2 /= r3 /= i.
s is a user-defined constant called the step size. It controls the scale of differential variation
and usually selected to be in the range of 0 ≤ s ≤ 2. The corresponding objective function will
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Figure 10: Two-dimensional example of DE method (creation of new generation from current generation).

be compared with a predetermined individual PV. Note that if any parameter of the mutated
PV, vi,g , is found outside the related boundaries, it will be fixed at the corresponding upper
or lower limits. This ensures that the best parameter vector is evaluated for every generation
in order to track the progress made throughout the minimization process.

4.3. Crossover Operation

The main idea behind DE is a scheme for generating trial PVs. When faced with small
population diversity, the population could rapidly cluster together leading to premature
convergence and restricted improvement. In such circumstances, in order to increase the
local diversity of the mutant populations, a crossover is introduced [48]. For this purpose,
parameters of the mutated PV, vi,G+1, are mixed with the so-called target PV, xi,G, in order to
form the trial PV, ui,G+1 as below

uk
i,G+1 =

{
vk
i if randk

i ≤ CR or k = Jrand,

xk
i,G if randk

i > CR and k /= Jrand,
(4.3)

where the superscript k indicates that the kth component of the trial PV, randk
i is a random

scalar so that 0 ≤ randk
i ≤ 1, and Jrand is a randomly chosen integer so that 1 ≤ Jrand ≤ D. Jrand

is chosen once for each vector and ensures that ui,G+1 obtains at least one parameter from
vi,G+1. CR, the DE controlling parameter, is called crossover rate which is user-defined and
usually within the range 0 < CR < 1.

4.4. Evaluation and Selection

After generating the trial PV, ui,G+1, if the obtained cost function is lower than the target PV,
xi,G, then xi,G+1 will be set to ui,G+1; otherwise xi,G will be retained. To complete an iteration,
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Figure 11: Flowchart of DE algorithm.

each PV of the population has to serve once as the target PV. All members of population
with similar opportunity can be selected as parents. If parents have a better OF, they will be
retained. The best of these are selected to reconstruct the new generation.

The procedure comes to a halt when an acceptable solution candidate is reached or no
improvement in new generations is accrued or the number of iterations exceeds its limit. In
Figure 11, a flowchart of DE algorithm is presented.

5. Implementation of DE for Finding Optimal Location and
Size of UPQC

As mentioned before, DE algorithm is applied to search the best location and size of UPQC
in network for each load level, such that OF becomes minimum, that means minimum power
loss, size and cost of UPQC, and deviation of voltages/currents from the desired values.

Two case studies are presented in this section, including a 33-bus and 69-bus standard
IEEE distribution network that work at 12.66 kV and have radial structure [49, 50]. These
distribution networks are shown in Figures 12 and 13, respectively.
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1 2

19 20 21 22

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

26

23 24 25

27 28 29 30 31 32 33

Figure 12: Single-line diagram of IEEE 33-bus distribution system.
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Figure 13: Single-line diagram of IEEE 69-bus distribution system.

In order to model the annual load profile, three load levels are selected including light,
medium, and peak. Table 1 shows the time duration and total load for each load level in two
test systems.

In order to evaluate the effectiveness of DE, its performance is compared with GA and
IA, run on the same basis. To find the optimum set of parameters for DE, GA, and IA, 50 trials
are performed for each possible set of parameters. For each trial the optimum OF is recorded,
and the appropriate statistical measures are compared in the following.

Maximum iteration and initial population sizes are set to 100 and 50, respectively.
Initial binary strings (chromosomes) are randomly produced, containing a number of
selected bus for compensation as well as three values for voltages of compensated node in
three load levels. The corresponding DE, GA, and IA settings are shown in Table 2.

After running the load flow in three load levels, OF is calculated for each chromosome.
The OF parameters applied are indicated in Table 3 [50–53].

It should be noted that the constraint ofQUPQC, voltages of buses, and currents of lines
(for Lynx conductor [54] at 30◦C) are as indicated below:

0 ≤ QUPQC
kVAr ≤ 10000kVAr,

0.9 ≤ Vpu. ≤ 1.1,

IMax ≤ 520A.

(5.1)
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Table 1: Load level and load duration time in 33- and 69-bus IEEE test systems.

Load level Light Medium Peak
Time duration (h) 2000 5260 1500

Total load (kVAr) 33 buses 3715 + j2300 4829.5 + j2300 5944 + j2300
69 buses 3802.2 + j2694.6 4942.8 + j2694.6 6083.5 + j2694.6

Total power loss (kW) 33 buses 202.68 305.86 442.41
69 buses 225.00 342.99 502.52

Table 2: Parameters setting of the DE, GA, and IA methods.

S CR Mutation rate Selection rate Pr Pc Pm

DE 0.7 1 — — — — —
GA — — 0.3 0.5 — — —
IA — — — — 0.3 0.9 0.1

Table 3: OF parameters setting for optimization.

nUPQC (year) B Ke US ($/kWhr) λ μ Kci

30 0.1 0.06 2 1
Load Level (i)

1 2 3
0.22831 0.60046 0.17123

6. Simulation Results

The effectiveness of proposed approach is illustrated using IEEE 33-bus and IEEE 69-bus
systems. It is tried to obtain the optimal solution using the OF given by (3.1) in two sample
networks; the simulation results are described in the following sections.

6.1. IEEE 33-Bus Test System

Table 4 shows the placement and size of UPQC, and also the minimumOF using GA, IA, and
DE methods in IEEE 33-bus distribution system in three load levels.

Compared with GA and IA, DE seems to offer an improved optimal solution with its
lower OF. In this system, the 29th bus is selected for UPQC installation by DE and 33th and
28th bus are selected by GA and IA methods for compensating for light, medium, and peak
load levels, respectively.

Although IA has managed to find installation location fairly close to that of the DE,
it has performed weaker in finding the best size of UPQC in the three load levels. Location
candidates have a discrete search space, while search space for size of UPQC is wide and
continuous causingmore difficult search for the IAmethod compared with DE. In this regard,
GA does not seem to present any suitable result for both location and size as compared with
DE. By increasing the load level, all algorithms suggest reasonably greater size of UPQC
(with greater shunt size compared with series size). Table 5 presents comparison of power
loss, annual cost of UPQC, number of under voltage buses, and number of over current lines
before and after installation using DE algorithm in the three load levels, in the IEEE 33-bus
distribution system.
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Table 4: Comparison results of OF value, optimal location, and sizing of UPQC in IEEE 33-bus test system.

OF
DE 158784.1
GA 186510.3
IA 165598.1

Location
DE 29
GA 33
IA 28

Light Medium Peak

Size (kVAr)

DE Shunt 914.1 1158.1 2457.3
Series 0.0015 39.6 125.9

GA Shunt 917 1574 2953.9
Series 3.65 17.65 50.9

IA Shunt 508.1 910.6 1502
Series 0.902 20.1 76.46

Table 5: Summary results of IEEE 33-bus distribution system.

Load level Light Medium Peak

Total power loss (kW)
∗B I 202.68 305.86 442.41
∗∗A I 150.3 244.44 402.7

CostUPQCyear ($) A I 18254 23912 51575

Number of under voltage buses B I 0 7 14
A I 0 0 0

Number of over current lines B I 0 0 2
A I 0 0 0

∗Before installation.
∗∗After installation.

Table 6: Comparison of annual costs of IEEE 33-bus test system.

Total energy loss cost BI ($) 1.6067∗105

Total energy loss cost AI ($) 1.3143∗105

Total annual cost of UPQC ($) 2.7357∗104

Total cost saving ($) 1.8829∗103

Table 7: CPU time for optimization in IEEE 33-bus test system.

Algorithm DE GA IA
CPU time (second) 5512 9053 8102

Results indicate a power loss reduction in all three load levels, and in general, the total
power loss is reduced by 18.2%, while all voltages and currents are within the desired limits.
In the third load level, total power loss is decreased by 8.9% because size reduction of UPQC
has led to buses voltages to go out of the desired boundaries and increased size of UPQC
has led to increased power loss. Hence, this solution is an optimum point to supply both
boundaries.

Table 6 presents the annual results of economic evaluations. As can be seen, total cost
saving will be 1885.9 $.
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Table 8: Comparison results of OF value, optimal location, and sizing of UPQC in IEEE 69-bus test system.

DE 170181.9
OF GA 220877.4

IA 181761.2
DE 62

Location GA 58
IA 60

Light Medium Peak

Series size (kVAr)

DE Shunt 1089.7 1156.2 2240.2
Series 11.3 73.8 280.6

GA Shunt 1200.3 1431 2290.3
Series 24 111 312.1

IA Shunt 1092.8 1187.1 2235.9
Series 32.6 71 300

Table 9: Summary results of IEEE 69-bus distribution system.

Load level Light Medium Peak

Total power loss (kW) B I 225 343 502.5
A I 155.1 265.7 437.1

CostUPQC year ($) A I 21948 23115 50150

Number of under voltage buses B I 0 6 8
A I 0 0 0

Number of over current lines B I 0 0 4
A I 0 0 0

Table 10: Comparison of annual costs of IEEE 69-bus test system.

Total energy loss cost BI ($) 1.8047∗105

Total energy loss cost AI ($) 1.4180∗105

Total annual cost of UPQC ($) 2.8383∗104

Total cost saving ($) 1.0288∗104

Table 11: CPU time for optimization in IEEE 69-bus test system.

Algorithm DE GA IA
CPU time (second) 8137 13137 11433

The proposed method has been implemented on a quad computer with 2.8GHZ CPU.
Table 7 shows CPU time for each algorithm, indicating a much faster convergence by DE than
GA and IA.

Figure 14 shows voltages of buses before and after UPQC installation using DE
algorithm in each load level in the IEEE 33-bus distribution network. Results shows improve
ment in voltage profiles after installation UPQC in each load level. Location of UPQC is
indicated by the arrow.

The convergence curves for the OF obtained by DE, IA, and GA are represented in
Figure 15. Results show that DE has a faster convergence and better ability in searching the
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Figure 14: Voltages for the 33-bus distribution network before and after UPQC installation.

minimumOF compared with both IA and GAmethods. DE is converged at the 44th iteration,
while IA and GA have done so at the 53th and 65th iterations, respectively.

6.2. IEEE 69-Bus Test System

Table 8 shows placement and size of the UPQC as well as the minimum OF using DE, GA,
and IA methods in the IEEE 69-bus system in the three load levels.

Similarly, DE offers better optimal solution here (i.e., lower OF and lower UPQC
size) compared to GA and IA. In this 69-bus case study, the 62th bus is selected for UPQC
installation by DE and the 58th and 60th buses are selected for UPQC installation by GA and
IA methods, respectively, in the three load levels. Table 9 shows the similar results to those
of Table 5, but for the 69-bus distribution system. Minimum voltage and maximum current
of the system have improved and the system losses are reduced in each load level. Generally,
total power loss was reduced by 21.42%.

Annual results of economic evaluation for the 69-bus system are presented in Table 10
with total cost saving of 10288 $. Table 11 shows CPU time for each algorithm. The same as
33 bus system, here, DE has a faster convergence and better optimal solution than both GA
and IA.

Figure 16 shows voltages of buses before and after installation UPQC using DE
algorithm in each load level for IEEE 69-bus distribution network. In this figure, improvement
in voltage profile is evident. Location of UPQC is again represented by the arrow. Figure 17
shows the convergence diagram for DE, IA, and GA. Results show that DE has faster con-
vergence compared with IA and GA so that DE converged at the 23th iteration, while IA and
GA do it at the 55th and 65th iterations, respectively. Best candidate of DE has the lowest OF
among the three algorithms indicating superior searching ability of DE algorithm. As before,
IA has a close UPQC location to DE because of limited and discrete searching space, but as
for searching the best size of the UPQC, it has performed weaker compare to the DE. GA too
has performed weaker in both finding the location and size of UPQC compared to DE and
IA.
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Figure 15: Convergence diagram of DE, IA, and GA methods.
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Figure 16: Voltages of the 69-bus distribution network before and after UPQC installation.
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7. Conclusion

A new approach is proposed in this paper for the discrete optimization problem of UPQC
placement and sizing in radial distribution systems using DE method. The DE method for
minimizing continuous space functions has been introduced and shown to be superior to GA
and IAmethods. Energy and power losses due to installed UPQC as well as its associated cost
are used to define the OF. For system solution, backward/forward sweep load flow is applied.
Simulation results indicate that OF reduction may be obtained utilizing UPQC. Using DE
method, the optimal location and size of UPQC is obtained in order to decrease power loss,
cost of UPQC and current profile, and improve voltage. Compared with IA and GA, DE
converges faster and smoother. Compared with GA and IA, DE technique provides minimum
UPQC size, CPU time, and OF. Installation of the UPQC by the proposed approach leads to
18.2% and 21.42% power loss reductions, in 33- and 69-bus distribution systems, respectively.
All bus voltages and currents of lines are within the desired boundaries. Reduction in total
energy loss cost are 18.198% and 21.427% in 33- and 69-bus distribution network, respectively.
Total cost saving as a result of this exercise is estimated to be of the order of 1.2% and 5.7% in
the 33- and 69-bus IEEE test systems, respectively.
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