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The cornerstone of the theory of discrete-time single-input single-output linear systems
is the idea that every such system has an input—output map H that can be represented
by a convolution or the familiar generalization of a convolution. This thinking
involves an oversight which is corrected in this note by adding an additional term to
the representation.
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1. INTRODUCTION

The cornerstone of the theory of discrete-time single-input single-
output linear systems is the idea that every such system has an
input—output map H that can be represented by an expression of the
form

(Hx)m) = S h(np)x(p) 1)

p=—00

in which x is the input and 4 is the system function associated with H
in a certain familiar way. It is widely known that this, and a
corresponding representation for time-invariant systems in which
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h(n, p) is replaced with A(n — p), are discussed in many books (see, for
example, [1, p. 70], [2, p. 96]). Almost always it is emphasized that
these representations hold for all linear input—output maps H. On
the other hand, in [3, p. 98] attention is directed to material in [4,
p- 58] which shows that certain time-invariant H’s in fact do not have
convolution representations.! This writer does not claim that these
H’s are necessarily of importance in applications, but he does feel
that their existence shows that the analytical ideas in the books are
flawed.?

One of the main purposes of this note is to show that, under some
mild conditions concerning the set of inputs and H, (1) becomes
correct if an additional term is added to the right side. More
specifically, we show that

(o) = 3 hin.p)x(p) + Jim (HE)(n)

p=-

for each n, in which 4 has the same meaning as in (1), and E;x
denotes the function given by (Ex)(p)=x(p) for |p|>k and
(Exx)(p) =0 otherwise. This holds whenever the input set is the set of
bounded functions, the outputs are bounded, and H is continuous. In
particular, we see that in this important setting, an H has a
representation of the form given by (1) if and only if

/}Ln(}o(HEkx)(n) =0

for all x and . Since this is typically a very reasonable condition for
a system map H to satisfy, it is clear that the H’s that cannot be
represented using just (1) are rather special.

""The claim in [3] that there exists a time-invariant causal H that has no convolution
representation is correct, but it may not be clear that the argument given there actually
shows this. Specifically, it may not be clear from what is said in [3] that the pertinent
map constructed there is causal and time-invariant. However, it is not difficult to
modify what is said so that it establishes the claim (see [4, p. 58] or the proof of the
related proposition in our appendix).

2The oversight in the books is due to the lack of validity of the interchange of the
order of performing a certain infinite sum and then applying (H -)(n). The infinite sum
at issue clearly converges pointwise, but that is not enough to justify the interchange.
(From another viewpoint, the oversight is due to the invalid conclusion that super-
position always holds in the case of any linear system with an excitation that can be
written as a sum of a countably infinite number of excitations.)
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Our results concerning H are given in the following section, in
which the setting is more general in that we address H’s for which
inputs and outputs depend on an arbitrary finite number of variables.
This case is of interest in connection with, for example, image
processing. We also consider H’s for which inputs and outputs are
defined on just the non-negative integers because that case too arises
often in applications. In that setting the situation with regard to the
need for an additional term in the representation is different: no
additional term is needed for causal maps H.

2. REPRESENTATION RESULT

21. Preliminaries

Let m be a positive integer, let Z be the set of all integers, and let
Z, denote the set of non-negative integers. Let D stand for either Z™
or 2" Let F be either the set of real numbers or the set of complex
numbers, and let £,.(D) denote the normed linear space of bounded
F-valued functions x defined on D, over the field F, with the norm
[I-I given by ||x|| = supaep|x(a)]-

For each positive integer k, let ¢, stand for the discrete hypercube
{aeD: |oj| <k Vj} (o; is the jth component of «), and let /(D)
denote the set of F-valued maps g on D such that

sup > _ [g(8)]| < oo.

Beck

For each ge£,(D) the sum 5. g(0) converges to a finite limit as
k — oo, and we denote this limit by ) 4., g(5)-

Define maps Q) and E, from £.,(D) into itself by (Qxx)(a) = x(c),
a€c, and (Qrx)(a)=0 otherwise, and (E.x)(a)=x(c), ¢ c;, and
(Erx)(a) =0 otherwise.

In the next section H stands for any linear map from ¢.(D) into
itself that satisfies the condition that

sup |(HQu)(a)| < 00 (2)
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for each ue/l (D) and each a€D. This condition is met whenever
H is continuous because then |(HQxu)(e)| < ||HQwu|| < ||H||-|| Okt <
L] lull.?

2.2. Our Theorem

In the following theorem, A(-, B) for each S&€ D is defined by A(-, 8) =
Hég, where (6g)(a)=1 for o=/ and (ég)(«x) is zero otherwise. Of
course A(-,3) is the response of H to a unit “impulse” occurring at
a=p.

THEOREM For any H as described, and for each a€D and each
x€l.(D),

(1) g defined on D by g(B3) = h(c, B)x(B) belongs to £,(D);
(1) limg _, o (HEx)() exists and is finite,
(iii) we have

(Hx)(a) =Y h(a, B)X(B) + lim (HEx)(a).

peD

Proof Let a€D and xef.(D) be given. By the linearity of H and
the definition of Qy,

ZM&W@%%(X)wwyw=mmmw (3)
Beck Beck

for each k£ and each ue€/ (D). In particular, for u given by u(83)=
h(a, B)*/|h(a, B)| if h(a, B) # 0 [A(cx, B)* is the complex conjugate of
h(a, B)] and u(B) =0 otherwise V[3,

S I B)] = H(Quu)(o)

Beck

for each k. Thus, by (2), A(c, -) belongs to £,(D) and so does g of (i)
of the theorem. By (i) the extreme left and right sides of (3) with

3Here we have used the well-known fact that boundedness and continuity are
equivalent for a linear operator between normed linear spaces.
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u = x converge as k — 0o, and one has

S~ hes B)x(8) = Jim H(Qk)(a). @

BeD

Since
H(Eix)(a) = (Hx)(@) — H(Qix)(cx)

for each k, it is clear that (ii) holds. Finally,

Jim H(Eex)(a) = (Hx)(a) — lim H(Qkx)(),

which, together with (4), completes the proof.

We note that for D = Z"! and H causal in the usual sense (see the
appendix), the term limy_, (HE;x)(«) is always zero. In the
appendix an extension result for shift-invariant maps defined on
£(2™) is given from which it follows that there are maps H for
which the additional term is not always zero.

APPENDIX: AN EXTENSION PROPOSITION

We begin with some additional preliminaries: Let M denote a linear
manifold in £.(Z™) that is closed under translation in the sense that
TsM = M for each B€ Z™, where T is the usual shift map defined on
M for each e 2™ by (Tpx)(a)=x(a— ), a€Z™. Assume also that
y€M implies that ze M, where z(o) = y(c) for o; < 0 V), and z(a)) =0
otherwise. We do not rule out the possibility that M = £ (Z™).

Let A be a linear map of M into £,,(Z™). Such an A4 is shifi-
invariant if

(Ax)(a = B) = (4Tpx)(a), a€Z”
for each S€ Z™ and xe M. The map A4 is causal if

x(a) = y(a) whenever ;< §; Vj = (Ax)(8) = (47)()
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for each f€Z™ and every x and y in M. It is bounded if || A||sr:=
sup{||4x||: xeM, ||x|| <1} < oo, in which ||-|| is the norm in £,(Z™).
Our result is the following.

PROPOSITION  Let A be shift invariant and bounded. Then there exists
a bounded linear shift-invariant map B from £, (Z™) into itself that
extends A in the sense that B is causal if A is causal and Bx = Ax,
xeM.

Proof By the shift invariance of A, we have (4Ax)(a)=(AT_,x)(0)
for all @ and all xe M. The map (A-)(0) is a bounded linear
functional on M, because

[(4y)(0)] = [(AT-oTop)(0)| = |(AToy)(e)|
< sup [(ATay)(B) < 1 Allps - 1 Takll = 1 4llas - 171

for ye M. When A is causal, (4 -)(0) has the property that (4y)(0)=0
for any ye M for which y(a) =0 for a; <0 Vj. By the Hahn—Banach
theorem [5, pp. 178 and 181] there is a bounded linear functional F
that extends (4 -)(0) to all of £,,(Z™). Set G=F if A4 is not causal,
and if A4 is causal define G on /,(Z™) by Gy=F Py where P is the
linear operator given by (Py)(a) = y(a), o; <0 Vj and (Py)(c) =0 for
a;> 0 for some j. Define B on £,(Z2™) by (Bx)(c) =GT_,x. It is easy
to check that B is a linear shift-invariant bounded map into £.,(Z™),
that B extends A to £.(Z™), and that B is causal if 4 is causal.* This
completes the proof.

Since the set L of elements x of £,,(Z™) such that x(«) approaches
a limit as max;{a;} — —oo is a linear manifold that is closed under
translation, and since

(4x)(@) =  lim  x(f)

max, {4} o0

defines a shift-invariant bounded causal linear map of L into £, .(Z™),
it follows from our proposition that there exist maps H, even causal
time-invariant maps H, of the kind addressed by our theorem for

“1t is also true that B can be chosen so that it preserves the norm of A4, in the sense
that || B|| = || ]| ar.
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which the term limy _, .o (HEx)(c) is not always zero. More explicitly,
the associate B via our proposition of the A just described satisfies
limy o0 (BEkX) (@) = liMpax;{g,} o0 X(B) for x€ L. And an example of
an H of the type addressed by the theorem for which the additional
term is not always zero and H is not shift invariant is obtained by
adding to this B any linear bounded map of £,(Z™) into itself that is
not shift invariant and has a representation without an additional
term.

A proposition similar to the one above can be given to show that
there are bounded linear continuous-time time-invariant input—
output maps that do not possess certain convolution representations.
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