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1. INTRODUCTION

We consider the Cauchy problem

(1.0) (1) =D A () () + fi(t),
j=1
(1.1) xi(to) = zok, to €R, k=1,...,n,

where Agj,z; and f; are elements of the Colombeau algebra G(R), zqx are known
elements of the Colombeau algebra C of generalized complex numbers, zj(tg) is
understood as the value of the generalized function xj, at the point tgand k =1,...,n
(see [1]-[2]). Elements Ay; and fi are given, elements z) are unknown (for k,j =
1,...,n). Multiplication, derivative, sum and equality is meant in the Colombeau
algebra sense. We prove theorems on existence and uniqueness of solutions of the
Cauchy problem for the system (1.0). Our theorems generalize some results given in
1], [13].

301



2. NOTATION

Let D(R) be the space of all C*° functions R — C with compact support. For
¢ =1,2,... we denote by A, the set of all functions ¢ € D(R) such that the relations

[ee] [ee]
(2.1) / (t)dt =1, / tho(t)dt =0, 1<k<gq

hold.

Next, E[R] is the set of all functions R: A; X R — C such that R(p,t) € C*(R)
for each fixed ¢ € Aj;.

If R € E[R], then DyR(p,t) for any fixed ¢ denotes a differential operator in ¢
(ie. DrR(p,t) = T (R(p,1)) for k > 1 and DoR(p,t) = R(p,1)).

For given ¢ € D(R) and ¢ > 0, we define ¢, by

(2'2) Sos(t) = %QD (%) .

An element R of E£[R] is moderate if for every compact set K of R and every
differential operator Dy, there is N € N such that the following condition holds: for
every ¢ € An there are ¢ > 0 and ¢ > 0 such that

(2.3) sup | DpR (e, t)] < ce™™ for 0<e <ep.
tekK

We denote by Ex[R] the set of all moderate elements of E[R].

By I' we denote the set of all increasing functions « from N into R* such that
a(q) tends to oo if ¢ — oo.

We define an ideal N[R] in £y/[R] as follows: R € N[R] if for every compact set
K of R and every differential operator Dy there are N € N and « € T" such that the
following condition holds: for every ¢ > N and ¢ € A, there are ¢ > 0 and €9 > 0
such that

(2.4) sup | DgR(ipz,1)| < ce® DN if 0<e<eo.
teK

The algebra G(R) (the Colombeau algebra) is defined as the quotient algebra of
Em[R] with respect to N[R] (see [1]).

We denote by & the set of all functions from 4; into C. Next, we denote by &y
the set of all so-called moderate elements of &y defined by

(2.5)  Em={Re€&: thereis N € N such that for every ¢ € Ay there
are ¢ > 0 and 7 such that |R(p.)| <ce N if 0 <e < no}
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Further, we define an ideal A/ of £y; by

(2.6) N ={R € &): there are N € N and « € I' such that for every
g 2 N and ¢ € A, there are ¢ > 0, 1o > 0 such that
|R(p:)] < ce® DN if 0 <e <o}

We define an algebra C by setting C = % (see [1]). Tt is known that C is not
a field. If R € &y[R] is a representative of G € G(R) then for a fixed ¢ the map
Y: o — R(p,t) € Cis defined on A; and Y € &y The class of Y in C depends only
on G and t. This class is denoted by G(t) and is called the value of the generalized
function G at the point ¢ (see [1]).

We say that G € G(R) is a constant generalized function on R if it admits a
representative R(¢,t) which is independent of ¢t € R. With any Z € C we associate
a constant generalized function which admits R(p,t) = Z(yp) as its representative,
provided we denote by Z a representative of Z (see [1]).

Throughout the paper K denotes a compact set in R. We denote by R4, (p, 1),
Ry, (9,1), Ry (0); B (10) (0)s By (0, t) and Ry ( ©,t) representatives of elements
Ak, fr, woj,j(to), z; and af for k,j = 1,...,n. Let A(t) = (Ax;(t)), f(t)
(fr®).- o Fa@®)T 2(t) = (@1(1),..., 2 ()T, 2'(t) = (21(t),...,25,(1)T, 0 =

(710, .+, 2no)T, where T denotes the transpose. We put

Ra(p,t) = (Ray,(p:1)), Rp(o.t) = (Rp,(0,0),-., Ry, (,1))7,
( ) ( 901(905 )a---aRzn(cpa t))Ta RI’(‘Pa t) = (Rx’l(saat)a---aRI;(QD’t))Ta
R, (()0) = (Rzm (90) . RInO (w))Ta Rz(to) (90) = (Rwl (to) (90)7 ey Rzn(to) (cp))Ta

/RA ®, 8 (/RAk, ©, s >,
/Rf(%s) ds = </Rf1 0,5 /an 0, ) ,

to to

n n

1/2 1/2
||RA<so,t>||=(Z|RAkj<so, >|) R >||—(Z|Rfj<so,t>|2) ,

k.j=1 j=1
[Ralp, )|k = sup [[Rale, )|, [[Rs(e, )]k = sup [[Ry(p, t)]|-
teK teK

We say that a generalized function G is real valued if it admits a real valued
representative. Starting with those elements of £ which are real valued we obtain
in this way an algebra R containing R as a subalgebra. Thus C = R + iR, where
i? = —1 (see [1]).
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If Awj,f; € GR), u = (u1,...,un) € R*, v = (v1,...,0,) € R”, ay;,b; €
NIR], myj,p; €N, q; €C, 1j €Cfor k,j=1,...,n, then we write

A= (Ayy) €GVM(R), f = (fur.... )" €GM(R),

b=(b1,....b,)T € N"[R], a = (ay;) € N"*"[R],

m = (my;) € NP p=(p1,...,pn)T €N,

q=(q1,...,q.)T € C", r:(rl,...,rn)TGCn,

Ra(pt) € EM[R], Rulpit) € EG(R] and (u,v) = 3 ujv;.
j=1

We say that = = (x1,...,7,)T € G"(R) is a solution of the system (1.0) if z satisfies
(1.0) in G"*(R); i.e. if Ry;(p,t) is a representative of x, then there is n € N"*[R] such
that

RI’(‘P: t) = Ra ((pa t)RI ((pa t) + 77(307 t)

(for all ¢ € A; and t € R).

Let U € G(R). U will be called locally of logarithmic growth with an exponent
r, r > 0 if it has a representative Ry (p,t) with the property: for every compact
subset K C R there is N € N such that for every ¢ € Ay there exist constants
€o > 0,c > 0 such that

| Ru(pe. t)|| x < (Nlogs)" for 0<e <eo.

If r =1, then we say that U is locally of logarithmic growth (see [14]).

By G?(R) we denote the set of all elements y € G(R) such that y has locally
logarith;nic growth with the exponent %

The symbol flg (R) denotes the set of all elements y € G(R) such that y*) € g; (R).
For s = 0 we put flg(R) = QE(R).

By ¢Y we denote a generalized function whose I-th derivative is equal g
(e (¢C® = g. A function y belongs to H*(R) (s € N) if and only if 3
(in the distributional sense) belongs to L _(R). For s =0 we put H°(R) = L (R).

A function y is said to belong to the class C(R) if y is an absolutely continuous
function in every compact interval K C R. We put

Co(R) =C(R) x...xC(R),  C(R) =Ci(R).

n-times

The symbol L*™(R) denotes the set of all k-th derivatives (in the distributional
loc

sense) of the functions of class L} (R).
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3. THE MAIN RESULTS

First we will introduce two hypotheses.

Hypothesis Hj.
(3.0) Ae g ™(R), feg™(R),

the matrix A € G"*"(R) admits a representative R4(p,t) = (Ra,,(y,t)) having at
least one of the following four properties:

Ra,,(p,t) € R forevery p € Ay and k,j=1,...,n
Ra(p,t) = (Ra(p,t)T  for every ¢ € Ay,

Ra(p,t) = —(Ra(p,t)T  for every o€ A,

Ra,; (p,t) is locally of logarithmic growth for k,j=1,...,n

N TN TN /N
=W N =
—_ — ~— ~—

Hypothesis Hs.

The matrix A admits a representative Ra(¢,t) = (Ra,,(¢,t)) with the following
property: for every K there is N € N such that for every ¢ € Ay there are constants
¢ > 0 and g9 > 0 satisfying at least one of the following six conditions:

t
(3.5) /|RAkj((p5,S)|d8 <c for0<e<eq, k,j=1,...,n;
] K
t
(3.6) exp< /|RAkj(<p5,s)|ds )gEiN for0<e<eg, k,j=1,...,n;
K
0
(3.7) Ra,,(pet) =0 forte K, k<j, n>1and
t
/RAjj(wE,s)ds e if O0<e<eg, j=1,...,m
K

(3.8) Ra,; <p5, t)=0 forte K, k<j, n>1and

c . .
)gE—N 1f0<€<€0, ]:1,...,7'L;
K

(
exp (H RA” e, 8)ds
(3.9) RAk](gas,t) —Ra, (pe,t) forte K, j#k, n>1, jk=2....,nand

exp H/|RA“ e, s)|ds

& . .
><—N if O0<e<eg, j=1,...,n
€
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(3.10) Ag, Ay, s Ap i, An € GE(R), AVTF) e G2(R), 2k<n, k>1,
2 2
j=n—k+1,...,n—1.
We shall consider the problems

(3.11) 2 (t) = 1AW z(t) + f(t), x(te) =z0, to€R, z9€CT"
and

(3.11) 2 (t) = A@t)z(t) + f(t), =z(to) =xz0, to€R, 20€CT",
where i? = —1.

Remark 3.1. If A and f have properties (3.0)-(3.2), then problem (3.11") has
exactly one solution € G"(R) (see [13]). Besides, every solution z of system (3.11")
has a representation

(3.12) 2(t) = Z(Be+ Q(t),

where 7 is a solution of the problem

(3.13) Z'(t) =1A(t)Z(t), Z(to) =1,
I denotes the identity matrix, ¢ = (c1,...,cn)?, c; are generalized constant functions
on R for j =1,...,n and @ is a particular solution of system (3.11’). The solution

x is the class of solutions of the problems
(3.14)  2'(t) =iRa(p.t)x(t) + Ry(p,1), a(to) = Ray(p), @ € A1 (see [13]).

Remark 3.2. If A € g"*"(R), f € G"(R) and at least one of conditions (3.3),
(3.5), (3.7) is satisfied, then problem (3.11) has exactly one solution in G"(R). Be-
sides, every solution x of system (3.11) has a representation (3.12), where 7 is a
solution of the problem

(3.15) Z'(t) = A@t)Z(t), Z(tg) = 1.
The solution z of problem (3.11) is the class of solutions of the problems
(3.16) 7'(t) = Ra(p, )z(t) + Ry (p.1), x(to) = Rao(p), ¢ € A1,

(see [13]).

Remark 3.3. If § denotes the generalized function (the delta Dirac’s generalized
function), which admits as the representative the function Rs(yp,t) = ¢(—t), then
Rs(p,t) has property (3.5). It is not difficult to show that the problem

a(t) = (1) 'x(t),  w(-1)=1
has no solution in G(R) (see [13]).
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Remark 3.4. If the matrix A has property (3.4) or (3.5), then it has prop-
erty (3.6). Note that properties (3.4) and (3.5) are independent. Indeed, take two
generalized functions d and d defined by

where ¢ € A; and L(p) = sup{|t|: ¢(t) # 0}. It is not difficult to verify that &
satisfies (3.5) but d does not. Moreover, d has property (3.4), but ¢ has not this
property.

If the matrix A has property (3.7), then it has property (3.8).

Theorem 3.1. We assume conditions (3.0) and (3.6). Then problem (3.11) has
exactly one solution z € G"(R). Besides, every solution z € G"(R) of equation (3.11)
has properties (3.12) and it is the class of solutions of the problems (3.16).

Proof. The proof of the theorem is similar to the proof of Theorem 4.2 in [13].
To this purpose we examine relation (3.16). Let x(p,t) be a solution of problem
(3.16). Then

(3.17) z(p,t) = Rz(p, t) Ry (p, 1),
where

(3-18) DlRV(Qth) = (RZ(WJt))_lRf(Sth)7
(3.19) Ry (p,t0) = Ruo()

and Rz(p,t) is a solution of problem (3.15). On the other hand,

(3.20) Di((Rz(p.1))™") = =((Rz(#.t) " )Ralp.1).

Using the Gronwall inequality and relations (3.6), (3.15) and (3.20) we obtain

)<

eV’

t
321)  RuleeDllx < viiexp (H [ 1aten s
to

where 0 < ¢ < g9, ¢ € Ay and Ry(pe,t) = Rz(pe,t) or Ry(pe,t) = (Rz(pe,t)) 1.
By (3.20)—(3.21) there is N, € N such that for ¢ € Ay, and 0 < € < g we have

(3.22) 1D Ry (e, )| 1 < Cre ™7
Hence
(3.23) Ry(p,t) € Ex/"[R].
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Relations (3.17), (3.18), (3.23) yield
(3.24) z(p,t) € Ex[R].

Denoting by z the class of (¢, t) in G"(R), we get that x is a solution of problem
(3.11). Let y € G"(R) be another solution of problem (3.11). Then

(3'25) DlRy (903 t) = RA ((pa t)Ry (903 t) + Rf (CP, t) + Rm (905 t)a
where

(3.26) Ry(p,t) € N'[R]

and

(3.27) Ry (¢, t0) — z(p.to) € N

In view of (3.16), (3.25)—(3.27) and the Gronwall inequality we conclude that (for
g2 N, pe Ay 0<e<ep)

[2(ps,t) = Ry, ) |k < ([[2(p=. to) — Ry (e, to) |
(3.28)

) < cge® @',
K

t

ol (| [ 1Rateeola
to

This yields

(3.29) 1D (2(pz, t) = Ry(pe, 1) | i < @A

for p € Ay, ¢r > N'rand 0 < ¢ < €. and consequently

(3.30) z(p,t) — Ry(p,t) € N'[R].

This proves the theorem. O

Theorem 3.2. We assume conditions (3.0) and (3.9). Then problem (3.11) has
exactly one solution x € G"(R). Besides, every solution x € G"(R) of equation (3.11)
has properties (3.12) and it is the class of solutions of the problems (3.16).

First we shall prove two lemmas.

Lemma 3.1. We assume conditions (3.0) and (3.9). Then the problem
(3.31) 2 (t) = Atz (t), a(to) =0, 0 €T, to € R
has exactly one solution x € G"(R).
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Proof of Lemma 3.1. For a fixed ¢ € A; the problem

(3.32) 2'(t) = Ra(p, )z(t),  (to) = Ray ()

has exactly one solution z(p,t) on R. By (3.9) we get

(3.33)

t

(St mionn)in=3(S 00 3ot

to

Using the Gronwall inequality we have

Co

t
B30 letee e < oo (| [2R a0 s Jietentoll? < 5
to

K

for 0 < e < &g and p € Ay, where

TR /(< s Z|RA” ©e, 8

Hence

’

(3.35) 1D,z (o, t)||x < Cre N

for 0 < e < ey and ¢ € An;.
So z(p,t) € E3;[R]. We denote by = the class of z(¢,t) in G"(R). Therefore z is a
solution of problem (3.31). If y € G"(R) is another solution of problem (3.31), then

(336) DlRy (90, t) =Ry (Qaa t)RZ/ (Qpa t) + 77(% t)a
where

(3.37) n(e,t) € N"[R]

and

(3.38) Ry(p.t0) — z(p,t0) € N
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In view of (3.9), (3.32) and (3.36) we deduce that
(3:39) [ (((aloes)" 1 (62) = (Ryfprs ) By o2.5) ds

- %(i(w?«og,t) - e - %(i(x?(ww - R et

-/ (iRAN (e 8) 5 (02 ) = By (o, S”) -

R

o /(R3(9053 S))a Rn(@s, 5)) ds.

Evidently
t

(3.40) / (RT(,5)), Ry (0, 5)) ds = ii(i0,1) € NR.

to

Taking into account (3.39)—(3.40) and the Gronwall inequality we infer that

[(l2(p,t) = Ry (e, 1)1k < (J2(0s t0) — Ry (02, t0)lI”
(3.41)

t
T 2i(e Bl ) - exp (H [2remaen s ) < che@ N
K
to

for 0 <e<ep, p €Ay and g > Ny.
This yields
(342) ||D’l‘(x((p€7 t) - Ry(QOEa t)”K g C’rga(q)iN"/‘

(for p € Ag,., ¢r > N and 0 < e < &).).
Thus, by (3.42) we obtain

2(pt) — Ry(p,t) € N"[R].

This proves Lemma 3.1. (|

From Lemma 3.1 we get

Lemma 3.2. We assume conditions (3.0), (3.9). Then problem (3.15) has exactly
one solution Z € G"*™(R).
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Proof of Theorem 3.2. Proof of Theorem 3.2 is similar to the proof of Theorem
3.1. We start from relations (3.17)—(3.19), where z(ip,t) is a solution of problem
(3.16). Taking into account (3.34)—(3.35) we show relation (3.23). So, by virtue of
(3.42) and (3.17) we obtain (3.24). The uniqueness of a solution of problem (3.11)
follows from Lemma 3.1. g

Theorem 3.3. We assume conditions (3.0), (3.8). Then problem (3.11) has ex-
actly one solution x € G"(R). Besides, every solution z € G"(R) of equation (3.11)
has properties (3.12) and it is the class of solutions of the problems (3.16).

Proof. Proof of Theorem 3.3 is similar to the proof of Theorem 4.2 in [13].
First we examine the problem

(3.43)1x 211,(t) = Ra,, (o, t) 21x(t)
(3.43) ik 2hi(t) = Ra,,, (@, ) z16(t) + ... + Ra,,, (0, 1) znk(t),
(3.44) i) =4 IR e k.
. 2k = where k,j=...,n.
R0 0 ifj £k, J

From (3.43)15—(3.43)nk, (3.44) we infer that

t
(3.45) oo D)l < exp (H [ Ranons)as )
to K
and
(3.46) 1D 1i(e Dl < cre

(for ¢ € An,, 0 < e < e1 and k = 1,...,n), where (z1k(¢,1), .., znk(p, )T is a

solution of problem (3.43)15,—(3.44). If n > 1, then (3.43)nk, (3.45) and (3.8) imply

(3.47) 1D (2 (e, D)l i < eme™

forO0<e<enm, peAn,,.
Let z(¢p, t) be a solution of problem (3.16). Then z(y, t) has the properties (3.17)—
(3.20), (3.23), (3.25)—(3.27), (3.29), which completes the proof of the theorem. [

Corollary 3.1. We assume that

(3.48) a;, f € GR) for j=1,...,m
(3.49) all elements a; (for j =1,...,n) have property (3.6).
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Then the problem

n—1
(3.50) y™M(t) + Z aj(t)y () + f(t) =0,
7=0
(3.51) yD(to) =vyoi, i €C, to€R, i=0,1,....,n—1

has exactly one solution y € G(R).

Now we shall consider linear differential equations of order n of the form

(3.52) Bui(y) + AL (1) = 0,

where
n—2k n—1 )

(353) Bue(y) =y™ &)+ > AP0+ Y AT 1O ),
1=0 i=n—2k+1

k>1, 2k < n and A; have property (3.10) (for j =0,1,...,n—1).

Remark 3.5. It is worth noting that if y € ﬁf(R), then y does not belong to

G2(R) in general. In fact, let y(t) = 1+ m, where L(p) is defined by Remark

3.4. Then y € H(R) and y & G3(R). If G1,G> € G3(R), then for every K there is
2
N € N such that for every ¢ € ffN there exist eg > 0 and ¢ > 0 such that

t
350 1R, (0en) e (o0l < Nlog(z) and 5= | [ R, p.5)ds] € G4 (R)
0

for 0 < e < &g.

Remark 3.6. To the linear differential equation (3.52) we shall apply a modifi-
cation of the transformation introduced by R. Pfaff in [17].

We denote

Nju=(-1) <?> for j,u € Ny,

(355) m”l:n*2k+l*77‘], nw:n*k*Z‘F],

pijl=t+l—n—j, v=n—k, m=n-—2k,
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and forl=1,...,k—1

20 =Y,
zZ1 = y/a
-1 = y(v 1)7
_ (1) (v)
(3.56) 2= Ay +y) + Ay,
1=0
m+l m4l—i
SIS 35 SNCTIEI IR S S AW
i=0 j=0 l=m+1 j=0
n—1 i+l—n
B S N A 0 4 4
I=n—1 3j=0
Then
2y = 21,
2] = 22,
Z;_g = Zy—1,
S =3 At A,
2= Ao 20+ D (kA + AATT)z
=1

+ (B Am — Ami1)zms1 — AS S (20— An) + 2011,

(357) Zi}-ﬁ-l—l = Z (ZN[ gyk— ] )>A Zi

=0 =
m--1 l
- Z NikAio1zi — (Z Nlj,ijm+j)Zm+l
il =1
!
- (ZNZj,ij,(ff)> (2o — Ap) + Zotis
m n—1
Z ( Z 'v JA )Azzz
v—1 n—1
(Ze0e) - (0 ) eo ),
i=k j=m
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where | =2,...,k —1 (see [17], [12]).

Obviously y € G(R) is a solution of equation (3.52) if and only if z = (20, ..., 2p—1)
€ G"(R) is a solution of system (3.57). System (3.57) will be written in the simplified
form:

T

(3.58) 2'(t) = A(t)z(t) + b(t).

By virtue of (3.53) we infer that system (3.58) is a system of linear differential
equations with coefficients locally of logarithmic growth. We can consider system
(3.58) with the conditions

(359) Zi(t()) = Zi0, <i0 EC, toeR, ¢=0,1,...,n—1.

Applying Theorem 3.1 we can show that problem (3.58)—(3.59) has exactly one so-
lution z € G"(R). Hence, by (3.56)—(3.59), we get that problem (3.51), (3.52) has
exactly one solution y € G(R).

loc

HI"™R), j=n—k+1,...,n+1, k>1,2k<n,z,€Rforr=01,...,n—1,

loc

Remark 3.7. We assume that Ag, A1,..., A4, , A, € L% _(R), Ag."_k_j) €

derivative is understood in the distributional sense, product of distributions f &
LiP(R), G e HP (R) is defined by

loc
_ _ - i P (1)) (p—i)
fG—Gf—;:O(—l) (i)(FG Y,

where F(P) = f. Then problem (3.58)—(3.59) has exactly one solution z € Cy,(R) (in
the distributional sense) and y € H'_*(R) (see [12], [17]).

loc

4. FINAL REMARKS

Remark 4.1. Let all elements of a matrix A and vector f be C*°(R) on R.
Moreover, let zg € C. Then the classical and the generalized solutions (i.e. solutions
in the Colombeau algebra) of problem (1.0)—(1.1) give rise to the same element of
G"(R). If f € L _(R), we define

loc

(4.1) Riot) = [ S+ wpdn, pe s

Obviously Rys(p,t) € Em[R] and Ry(p,t) has properties (3.4)-(3.5).
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It is known that every distribution is moderate (see [1]). If f; and f; are not
elements of the space C°°(R), then the product fi o f2 in the Colombeau algebra
and the classical product f; - fo do not give rise to the same element of G(R) in
general. Hence we observe that the classical solutions (in the Caratheodory sense)
and the generalized solutions (in the Colombeau sense) are different in general. The
solutions are equal in the weaker sense.

An element U of G(R) is said to admit a number W € D'(R) as the associated
distribution if it has a representative Ry (¢, t) with the following property: for every
1 € D(R) there is N € N such the for every ¢ € Ay we have

lim / Ry (pe, )p(t) dt = W(9)

(see [1]). Ifx = (x1,...,2,)T is a solution of problem (1.0)—(1.1) in the Caratheodory
sense (zo, € R, Agj, fr € Li (R) for k,j=1,...,n)and 7 = (71,...,7,)T € G"(R)
is a solution of the problem

2 (t) =D Agj(t) oxj(t) + fr(t), xx(to) = zok, k=1,....n,
j=1

then 7; admits an associated distribution which equls z; for i = 1,...,n (see [13]).

Remark 4.2. L. Schwartz proved in [20] that there exists no algebra A such
that: the algebra of continuous functions on R is a subalgebra of A, the function 1
is the unit element of A, elements of A are C'™ with respect to a derivation which
coincides with the usual one in C!(R), the usual formula for the derivation of a
product holds, the algebra A contains the Dirac delta distribution.

Remark 4.3. It is worth noting that if A is a matrix such that A = (A4;;) €
gn"(R), Aj; = dB}j,Bjj are continuous functions, j = 1,...,n, the derivative is
meant in the Colombeau sense, Ay; =0 for £ < j and n > 1, then the matrix A has
property (3.8) (d is defined in Remark 3.4).

Remark 4.4. The definition of generalized functions on an open interval (a,b) C
R is almost the same as the definition in the whole R (see [1]). It is not difficult to
observe that the above proved theorems are also true in the case when generalized
functions Ay;j, fr and zj, are considered on an interval (a,b) for k,j = 1,...,n. For
this purpose it is necessary to formulate properties (3.0-(3.10) on the interval (a, b).

Remark 4.5. Generalized solutions of ordinary differential equations can be
considered in other ways, too (for example: [1]-[12], [15]-[18], [21]).
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