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Abstract. We construct a class ΘR of homomorphisms from a Specht module SλZ to
a signed permutation module MZ(α|β) which generalises James’s construction of homo-
morphisms whose codomain is a Young permutation module. We show that any φ ∈
HomZSn

(
SλZ ,MZ(α|β)

)
lies in the Q-span of Θsstd, a subset of ΘR corresponding to semis-

tandard λ-tableaux of type (α|β). We also study the conditions for which ΘF
sstd – a subset

of HomFSn

(
SλF ,MF(α|β)

)
induced by Θsstd – is linearly independent, and show that it is

a basis for HomFSn

(
SλF ,MF(α|β)

)
when FSn is semisimple.

Key words: symmetric group; Specht module; signed Young permutation module; homo-
morphism
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1 Introduction

Modular representation theory of finite groups, unlike its ordinary counterpart, is not at all well
understood. Even for ubiquitous groups like the symmetric groups, many fundamental questions
remain open. It is therefore important to understand the naturally occurring representations,
as these may provide more information about the modular representation theory in general.

Among the naturally occurring representations of the symmetric groups, the Young permu-
tation modules are perhaps the most well-known. James [7] studied these modules in detail
and exploited their knowledge to obtain important information such as those about the Specht
modules.

When the characteristic of the underlying field is not 2, the signed permutation modules are
a natural generalisation of the Young permutation modules. Their indecomposable summands,
known as signed Young modules, are first studied by Donkin in [3]. Subsequently, signed Young
modules are shown to be related to irreducible Specht modules. More specifically, Hemmer [6]
showed that irreducible Specht modules are signed Young modules and, recently, Danz and the
first author [2] described the label explicitly. Signed permutation modules for Iwahori–Hecke
algebras of type A are also studied by Du and Rui in [4].

In this paper, we construct a class ΘR of homomorphisms from the Specht module SλZ to
the signed permutation module MZ(α|β), just like James did for the (unsigned) Young per-
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mutation module Mµ
F . A subset of this class, denoted Θsstd, is a direct generalisation of

James’s semistandard homomorphisms. James’s semistandard homomorphisms form a basis
for HomFSn

(
SλF ,M

µ
F
)
, unless char(F) = 2 and λ is 2-singular. It is therefore natural to seek

generalisation of this statement for our Θsstd. We show that HomZSn
(
SλZ,MZ(α|β)

)
is contained

in the Q-span of Θsstd, and provide a sufficient condition for Θsstd to be linearly independent
when reduced modulo p. In particular, we prove that when FSn is semisimple, with char(F) = p,
then reducing Θsstd modulo p does indeed give a basis for HomFSn

(
SλF ,MF(α|β)

)
.

We found many examples in our study which show that the signed permutation modules
behave in a much more unpredictable way than the unsigned ones. We include some of these in
Examples 3.1, 4.1, 4.2 and 4.3.

The paper is organised as follows. In the next section, we give a quick introduction of the
background. In Section 3, we generalise James’s construction to obtain homomorphisms from
the Specht module SλZ to the signed permutation module MZ(α|β), and in Section 4, we look
into the conditions for which a subset of our constructed homomorphisms, corresponding to the
semistandard λ-tableaux of type (α|β), will be a basis for HomFSn

(
SλF ,MF(α|β)

)
.

2 Preliminaries

In this section, we provide the necessary background and introduce some notations that we shall
use in this paper.

Throughout, we fix a field F of arbitrary characteristic.

2.1 Symmetric groups

Let X be a finite set. The symmetric group SX on X is the group of bijections from X to X
under composition of functions. By convention, S∅ is the trivial group. When Y is a non-empty
subset of X, we view SY as a subgroup of SX by identifying an element of SY with its extension
that sends x to x for all x ∈ X \ Y .

Let X ⊆ Z+, and k ∈ Z+. Define the k-translated subset X+k of Z+ by

X+k = {x+ k : x ∈ X}.

Let S+k
X =

{
f+k : f ∈ SX

}
where f+k : X+k → X+k is defined by

f+k(x+ k) = f(x) + k

for all x ∈ X. Clearly, f 7→ f+k is a group isomorphism from SX to S+k
X . For any S ⊆ SX ,

write S+k for {s+k : s ∈ S}.
For n ∈ Z+, we write Sn for S{1,2,...,n}, the usual symmetric group on n letters.

2.2 Compositions and Young subgroups

A composition is a finite sequence of positive integers. Let λ = (λ1, λ2, . . . , λr) be a composition.

Then `(λ) = r. If
`(λ)∑
i=1

λi = n, we say that λ is a composition of n, and write |λ| = n. If in

addition λ1 ≥ λ2 ≥ · · · ≥ λ`(λ), then we call λ a partition of n. The unique composition (or
partition) of 0 is denoted by ∅, and `(∅) = 0.

To a composition λ of n, we associate the Young subgroup Sλ of Sn, where

Sλ = Sλ1S
+s(λ)1
λ2

· · ·S+s(λ)`(λ)−1

λ`(λ)
∼= Sλ1 ×Sλ2 × · · · ×Sλ`(λ)

and s(λ)j =
j∑
i=1

λi for all 1 ≤ j ≤ `(λ)− 1.
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Let (α|β) be a bicomposition of n, i.e., α and β are compositions and |α| + |β| = n. One
may view (α|β) as a composition of n by concatenating α with β, and so we have the associated
Young subgroup

Sα|β = SαS
+|α|
β
∼= Sα ×Sβ.

2.3 Young diagrams

For a partition λ, its Young diagram [λ] is defined as

[λ] =
{

(i, j) ∈ Z2 : 1 ≤ i ≤ `(λ), 1 ≤ j ≤ λi
}
.

The conjugate partition of λ, denoted λ′, is the partition whose Young diagram [λ′] =
{(i, j) : (j, i) ∈ [λ]}.

2.4 Tableaux

Let λ be a partition of n. Define formally a λ-tableau t as a bijective function t : [λ] →
{1, 2, . . . , n}. We usually view this as a labelling of the elements of [λ] by numbers 1, 2, . . . , n,
such that each number appears exactly once. Denote the set of λ-tableaux by T (λ).

Through a fixed λ-tableau t we obtain a group isomorphism Sn
∼= S[λ] where we identify

σ ∈ Sn with t−1 ◦ σ ◦ t ∈ S[λ]. Let R[λ] and C[λ] be the row and column stabilizers of [λ], i.e.,

R[λ] = {f ∈ S[λ] : ∀ (i, j) ∈ [λ], ∃ (i, j′) ∈ [λ], f(i, j) = (i, j′)},
C[λ] = {f ∈ S[λ] : ∀ (i, j) ∈ [λ], ∃ (i′, j) ∈ [λ], f(i, j) = (i′, j)}.

Under the above group isomorphism, R[λ] corresponds to the row stabilizer Rt of t, i.e., Rt =
t ◦ R[λ] ◦ t−1 ⊆ Sn, and similarly, C[λ] corresponds to the column stabilizer Ct of t, i.e., Ct =
t ◦ C[λ] ◦ t−1.

Let tλ denote the initial λ-tableau, defined by tλ(i, j) = λ1 + · · ·+ λi−1 + j for all (i, j) ∈ [λ].
Observe that Rtλ = Sλ.

Post-composition of λ-tableaux by elements of the symmetric group Sn gives a well-defined,
faithful and transitive left action of Sn on T (λ), i.e., σ · t = σ ◦ t for all σ ∈ Sn and t ∈ T (λ).
Observe that

Rσ·t = Rσ◦t = (σ ◦ t) ◦R[λ] ◦ (σ ◦ t)−1 = σ ◦Rt ◦ σ−1 = σRtσ
−1,

and similarly, Cσ·t = σCtσ
−1. In particular, the row stabilizers of the λ-tableaux are conjugate

subgroups of Sλ.

A λ-tableau t is standard if it is increasing along each row and down each column, i.e., we
have both t(i, j) < t(i, j′) and t(i, j) < t(i′, j) for all (i, j), (i, j′), (i′, j) ∈ [λ] with j < j′ and
i < i′. Write Tstd(λ) for the set of all standard λ-tableaux.

Let (α|β) be a bicomposition of n and λ be a partition of n. We view a λ-tableau T of type
(α|β) as a colouring of the nodes of [λ] by the colours c1, c2, . . . , c`(α),d1,d2, . . . ,d`(β) such
that there are exactly αi nodes of colour ci and βj nodes of colour dj for all 1 ≤ i ≤ `(α) and
1 ≤ j ≤ `(β). Formally, T is a function

T: [λ]→ {c1, c2, . . . , c`(α),d1,d2, . . . ,d`(β)}

such that |T−1({ci})| = αi and |T−1({dj})| = βj for all 1 ≤ i ≤ `(α) and 1 ≤ j ≤ `(β). We
write T (λ, (α|β)) for the set of all λ-tableaux of type (α|β).
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Let t0 ∈ T (λ) be a fixed λ-tableau (which may or may not be the initial λ-tableau tλ defined
above). We define the canonical λ-tableau of type (α|β) associated to t0, denoted as T0, as
follows

T0(i, j) =


ck if

k−1∑
a=1

αa < t0(i, j) ≤
k∑
a=1

αa for some k,

dk if |α|+
k−1∑
b=1

βb < t0(i, j) ≤ |α|+
k∑
b=1

βb for some k,

namely, the nodes labelled 1, . . . , α1 by t0 are coloured c1, those labelled α1 + 1, . . . , α1 +α2 are
coloured c2, and so on.

We also have a transitive left action on T (λ, (α|β)) by Sn through t0 as follows: σ · T =
T ◦ (t0)−1 ◦ σ−1 ◦ t0 for all σ ∈ Sn and T ∈ T (λ, (α|β)). Thus, if (i, j) ∈ [λ] is labelled a by t0,
while the node labelled σ−1(a) by t0 is coloured ck (respectively, dk) by T, then σ · T colours
(i, j) with ck (respectively, dk). Observe that under this action, the stabiliser of T0 is Sα|β.
Consequently, T (λ, (α|β)) is in a bijective correspondence with the set of left cosets of Sα|β
in Sn via d · T0 ↔ dSα|β. We set

Td = d · T0

so that Td = Td′ if and only if d−1d′ ∈ Sα|β.

We order the colours c1, c2, . . . ,d1,d2, . . . as follows

c1 < c2 < · · · < d1 < d2 < · · · .

A λ-tableau T of type (α|β) is row semistandard (respectively, column semistandard) if every
row (respectively, column) of T is weakly increasing. More precisely, T is row semistandard
if T(i, j) ≤ T(i, j′) for all (i, j), (i, j′) ∈ [λ] with j < j′, and T is column semistandard if
T(i, j) ≤ T(i′, j) for all (i, j), (i′, j) ∈ [λ] with i < i′. Following [14, Section 1.2] (see also [4,
Section 4]), we say that a λ-tableau T of type (α|β) is semistandard if and only if

(i) T is both row and column semistandard;

(ii) T(i, j) = T(i, j′) for some (i, j), (i, j′) ∈ [λ] with j 6= j′ only if T(i, j) = ck for some k;

(iii) T(i, j) = T(i′, j) for some (i, j), (i′, j) ∈ [λ] with i 6= i′ only if T(i, j) = dk for some k.

We denote the set of semistandard λ-tableaux of type (α|β) by Tsstd(λ, (α|β)).

Example 2.1.

(i) Let λ = (2, 2, 1) and (α|β) = ((2)|(2, 1)). Consider the following four λ-tableaux of type
(α|β):

T1

c1 c1

d1d2

d1

T2

c1d1

c1d2

d1

T3

c1d1

c1d1

d2

T4

c1 c1

d1d1

d2

Only T1 is semistandard.
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(ii) Let p ≥ 2, λ =
(
2, 1p+2

)
and (α|β) =

(
∅|
(
p, 22

))
. Consider the following λ-tableaux of

type (α|β):

T1

d1d1

d1

d2

d2

d3

d3

T2

d1d2

d1

d2

d3

d3

T3

d1d3

d1

d2

d2

d3

Then T1 is not semistandard but T2 and T3 are. In fact, T2 and T3 are the only semis-
tandard λ-tableaux of type (α|β), i.e., Tsstd(λ, (α|β)) = {T2,T3}.

It is easy to see that the above discussion generalises the notion of λ-tableaux of type µ in
the classical case, in the sense that a (semistandard) λ-tableau of type µ is a (semistandard) λ-
tableau of type (µ|∅). We denote by T (λ, µ) = T (λ, (µ|∅)) the set of λ-tableaux of type µ and
by Tsstd(λ, µ) = Tsstd(λ, (µ|∅)) the set of semistandard λ-tableaux of type µ. By convention,
|T (∅, (∅|∅))| = 1.

2.5 One-dimensional representations of symmetric groups

For the remainder of this section, let O be either F or Z. The signature representation of the
symmetric group Sn over O is denoted by sgn: Sn → {±1} ⊆ O. We shall abuse notation
and also write sgn for the OSn-module associated to it. In this latter context, sgn is O-free of
rank 1, with basis {ε}. We denote the trivial OSn-module that is O-free of rank 1 as O, with
basis {1}. Thus, σ · 1 = 1 and σ · ε = sgn(σ)ε for all σ ∈ Sn.

When H is a subgroup of Sn, we write the respective restricted OH-modules as OH and
sgnH . Sometimes, we shall abuse notation and write them as O and sgn when there is no
confusion.

2.6 Young permutation modules and Specht modules

Let µ be a composition of n. The Young permutation module Mµ
O is the permutation module

associated to the left regular action of Sn on the left cosets of Sµ in Sn. In other words,
Mµ
O =

⊕
dSµ∈Sn/Sµ O(dSµ), and σ · (dSµ) = (σd)Sµ for all σ ∈ Sn and dSµ ∈ Sn/Sµ.

When µ̃ is a composition of n obtained by rearranging some parts of µ, the Young sub-
groups Sµ and Sµ̃ are conjugate in Sn, so that Mµ

O
∼= M µ̃

O as OSn-modules.

Let λ be a partition. Given a λ-tableau t, let dt = t ◦
(
tλ
)−1

. Then dt ∈ Sn and dt · tλ =
dt ◦ tλ = t. We define the polytabloid

et :=
∑
σ∈Ct

sgn(σ)(σ · (dtSλ)) ∈Mλ
O.

The Specht module SλO is defined to be the O-submodule of Mλ
O spanned by {et : t ∈ T (λ)}. It

is not difficult to see that τ ·et = eτ ·t for τ ∈ Sn and t ∈ T (λ), so that SλO is an OSn-submodule
of Mλ

O.
Let O = F and M∗ denote the contragradient dual of an FSn-module M . The following

isomorphism is well known (see [7, Theorem 8.15]):

SλF ⊗ sgn ∼=
(
Sλ
′

F
)∗
.
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Furthermore, FSn is semisimple as an algebra if and only if either char(F) = 0 or char(F) > n,
in which case, the Specht modules SλF , as λ runs over all the partitions of n, give a complete list
of pairwise non-isomorphic irreducible FSn-modules.

2.7 Signed permutation modules

Let (α|β) be a bicomposition of n. We define the signed permutation module MO(α|β) to be

MO(α|β) = IndSn
Sα×Sβ (O � sgn),

where Sα × Sβ is identified with the Young subgroup Sα|β of Sn. Thus, when Γ is a left
transversal of Sα|β in Sn, MO(α|β) has a basis {d ⊗ 1 ⊗ ε : d ∈ Γ}, and σ · (d ⊗ 1 ⊗ ε) =

sgn(ξβ)(d′ ⊗ 1⊗ ε) if σd = d′ξαξ
+|α|
β where d′ ∈ Γ, (ξα, ξβ) ∈ Sα ×Sβ.

Observe that if α̃ and β̃ are compositions obtained by rearranging some parts of α and β
respectively, then MO(α̃|β̃) ∼= MO(α|β). Also,

MO(α|β)⊗ sgn ∼= IndSn
Sα×Sβ ((O ⊗ sgn) � (sgn⊗ sgn)) ∼= MO(β|α).

The Young permutation module Mµ
O, where µ is a composition of n, in the previous subsec-

tion is isomorphic to IndSn
Sµ
O. Thus, Mµ

O
∼= MO(µ|∅). As such, signed permutation modules

generalise Young permutation modules.

Theorem 2.2 (signed Young’s rule). Let (α|β) be a bicomposition of n. The signed permutation
module MF(α|β) has a Specht filtration in which, for a partition λ of n, the multiplicity of SλF
as a factor of the filtration equals |Tsstd(λ, (α|β))|.

Dually, the signed permutation module MF(α|β) has a dual Specht filtration in which, for
a partition λ of n, the multiplicity of Sλ,F ∼=

(
SλF
)∗

as a factor of the filtration equals
|Tsstd(λ, (α|β))|.

Proof. This is essentially proved by Du and Rui in [4]; we review their proof here. In the
proof of [4, Proposition 5.2], they showed that there is a Specht filtration for the signed q-
permutation module of the Iwahori–Hecke algebra of type A over the ring Z[v, v−1] (where v
is an indeterminate and q = v2) with the correct multiplicity for each Specht factor. As such,
under specialization to any field F, we get a Specht filtration for the signed q-permutation module
with the correct multiplicity for each Specht factor. Since the symmetric group algebra is an
Iwahori–Hecke algebra of type A with v = 1 = q, the result follows. �

Remark 2.3. In a private communication with the authors, Andrew Mathas constructed ex-
plicitly a Specht filtration and a dual Specht filtration of the signed permutation module, with
the correct multiplicity for each Specht factor, for the Iwahori–Hecke algebra of type A.

We record some immediate corollaries to the signed Young’s rule.

Corollary 2.4. Let (α|β) be a bicomposition of n.

(i) [Sn : Sα|β] =
∑

λ |Tstd(λ)||Tsstd(λ, (α|β))|, where the sum runs over all partitions λ of n.

(ii) For any partition λ of n, |Tsstd(λ, (α|β))| = |Tsstd(λ′, (β|α))|.
(iii) Let α̃, β̃ be compositions obtained by rearranging some parts of α and β respectively. For

any partition λ of n, |Tsstd(λ, (α̃|β̃))| = |Tsstd(λ, (α|β))|.
(iv) For any partition λ of m + n, |Tsstd(λ, (α t (1m)|β))| = |Tsstd(λ, (α|β t (1m)))| where t

denotes the concatenation of compositions.
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Proof. (i) It is well known that the Specht module SλF has dimension |Tstd(λ)| (see, for example,
[11, Theorem 1.1]). Taking the dimension of MF(α|β) and applying Theorem 2.2 thus yield
part (i).

(ii) When F = Q, the Specht modules are the irreducible modules, so that the Specht filtration
in Theorem 2.2 is in fact a composition series. Thus

|Tsstd(λ, (α|β))| =
[
MQ(α|β) : SλQ

]
=
[
MQ(α|β)⊗ sgn : SλQ ⊗ sgn

]
=
[
MQ(β|α) : Sλ

′
Q
]

= |Tsstd(λ′, (β|α))|;

here, [M : S] denotes the composition multiplicity of an irreducible module S in M .

(iii, iv) These are proved in a manner similar to but easier than part (ii), using the isomor-
phisms MQ(α|β) ∼= MQ(α̃|β̃) and MQ(α t (1m)|β) ∼= MQ(α|β t (1m)) respectively. �

3 Homomorphisms

Let λ be a partition of n and µ be a composition of n. In [7, Section 13], James constructed
for each T ∈ T (λ, µ) an FSn-module homomorphism θT : Mλ

F → Mµ
F , and showed that {θ̂T :=

θT|SλF : T ∈ Tsstd(λ, µ)} is a basis for the space HomFSn
(
SλF ,M

µ
F
)
, unless char(F) = 2 and λ

is 2-singular. In particular, this shows that every homomorphism in HomFSn
(
SλF ,M

µ
F
)

is the
restriction of a homomorphism in HomFSn

(
Mλ

F ,M
µ
F
)

when char(F) 6= 2.

In this section, we shall generalise these homomorphisms to obtain homomorphisms be-
tween Specht modules and signed permutation modules. The next example shows that not every
homomorphism in HomFSn

(
SλF ,MF(α|β)

)
is the restriction of a homomorphism in

HomFSn
(
Mλ

F ,MF(α|β)
)
, illustrating the difficulty of such generalisation.

Example 3.1. Let n ∈ Z+ and let char(F) = p with 0 < p ≤ n. Let λ = (1n) and (α|β) =
(∅|(n)). Then Mλ

F is the regular FSn-module FSn, while both MF(α|β) = MF(∅|(n)) and SλF
are isomorphic to the signature representation sgn of FSn. Thus HomFSn

(
SλF ,MF(α|β)

)
has

dimension one.

On the other hand, HomFSn
(
Mλ

F ,MF(α|β)
) ∼= HomFSn(FSn, sgn) has dimension 1 with

a basis {θ : FSn → sgn}, where θ(1Sn) = ε. For any σ ∈ Sn, we have

θ(σ) = σ · θ(1Sn) = sgn(σ)ε.

As a submodule of Mλ
F = FSn, the Specht module SλF (∼= sgn) is generated by

∑
σ∈Sn

sgn(σ)σ.

We have

θ

(∑
σ∈Sn

sgn(σ)σ

)
=
∑
σ∈Sn

sgn(σ)θ(σ) =
∑
σ∈Sn

ε = (n!)ε = 0,

since p ≤ n. Thus θ|SλF = 0.

This example shows that the map HomFSn
(
Mλ

F ,MF(α|β)
)
→ HomFSn

(
SλF ,MF(α|β)

)
defined

by θ 7→ θ|SλF is not surjective in general.

As such, to generalise the homomorphisms constructed by James for signed permutation
modules, we should not attempt to generalise θT and take its restriction to SλF , but have to

generalise θ̂T directly instead. In other words, we need to understand θ̂T(et).
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3.1 James’s construction

Let λ be a partition of n and µ be a composition of n. Let θT : Mλ
F →Mµ

F be the FSn-module
homomorphism defined in [7, Section 13]. In this subsection, we study how θT acts on the
polytabloids in Mλ

F .

Fix a λ-tableau t0, so that Sn acts on T (λ, µ) via t0, as described in Section 2.4. Let T0

be the canonical λ-tableau of type µ associated to t0; recall that stabSn(T0) = Sµ. Then
each left coset of Sµ in Sn corresponds to a λ-tableau of type µ; let dTSµ be the left coset
corresponding to T. Recall also the initial λ-tableau tλ, and let dt0 = t0 ◦ (tλ)−1 ∈ Sn. James
defined θT ∈ HomFSn

(
Mλ

F ,M
µ
F
)

so that

θT(dt0Sλ) =
∑

dSµ∈Sn/Sµ:
dSµ⊆Rt0dTSµ

dSµ.

Let t ∈ T (λ), and let ρt = t ◦ (t0)−1. Then ρt · t0 = ρt ◦ t0 = t, so that et = eρt·t0 = ρt · et0 .
Thus

θT(et) = θT(ρt · et0) = θT

ρt · ∑
σ∈Ct0

sgn(σ)(σ · (dt0Sλ))



=
∑
σ∈Ct0

sgn(σ)(ρtσ · θT(dt0Sλ)) =
∑
σ∈Ct0

sgn(σ)

ρtσ · ∑
dSµ∈Sn/Sµ:
dSµ⊆Rt0dTSµ

dSµ


=
∑
σ∈Ct0

sgn(σ)
∑

dSµ∈Sn/Sµ:
dSµ⊆ρtσRt0dTSµ

dSµ =
∑

dSµ∈Sn/Sµ

aρ−1
t d,dT

dSµ,

where

aρ−1
t d,dT

=
∑
σ∈Ct0 :

σ−1ρ−1
t d∈Rt0dTSµ

sgn(σ) =
∑
σ∈Ct0 :

σρ−1
t d∈Rt0dTSµ

sgn(σ).

We summarise this below.

Theorem 3.2. Let λ be a partition of n and µ be a composition of n, and let T ∈ T (λ, µ). The
FSn-module homomorphism θ̂T : SλF →Mµ

F constructed by James satisfies

θ̂T(et) =
∑

dSµ∈Sn/Sµ

aρ−1
t d,dT

dSµ,

where

aρ−1
t d,dT

=
∑
σ∈Ct0 :

σρ−1
t d∈Rt0dTSµ

sgn(σ).

3.2 Generalization of James’s construction

Fix a partition λ of n and a bicomposition (α|β) of n. In this subsection, we generalise James’s
construction of homomorphisms between Specht modules and Young permutation modules to



Homomorphisms from Specht Modules to Signed Young Permutation Modules 9

obtain, for each d in a subset R of Sn to be defined below (see Definition 3.4), a ZSn-module
homomorphism ϑ̂d : SλZ →MZ(α|β) (see Theorem 3.3).

As before, we fix a λ-tableau t0, so that Sn acts on T (λ, (α|β)) through t0, and denote the
canonical λ-tableau of type (α|β) associated to t0 by T0. The following is the main theorem of
this section:

Theorem 3.3. Let λ be a partition of n, (α|β) be a bicomposition of n and Γ be a fixed left
transversal of Sα|β in Sn. For each d ∈ R, we have a ZSn-module homomorphism ϑ̂d : SλZ →
MZ(α|β) given by

ϑ̂d(et) =
∑
d∈Γ

aρ−1
t d,d (d⊗ 1⊗ ε),

where

aρ−1
t d,d =

∑
σ∈Ct0 :

σρ−1
t d∈Rt0dSα|β

sgn(σ)εd
(
σρ−1

t d
)
,

and εd
(
τdξαξ+|α|

β

)
= sgn(ξβ) for τ ∈ Rt0 and (ξα, ξβ) ∈ Sα ×Sβ.

By ‘reducing modulo char(F)’ the coefficients aρ−1
t d,d in ϑ̂d(et), we obtain an FSn-module

homomorphism ϑ̂Fd : SλF → MF(α|β). Comparing this with θ̂T in Theorem 3.2, one can see that
the former is indeed a generalisation of the latter. The appearance of the map εd in Theorem 3.3
also explains why our maps are indexed by elements of Sn instead of left cosets of Sα|β (or
equivalently, λ-tableaux of type (α|β)), since εd depends on d and not on dSα|β. A little thought
should convince the reader that to ensure that εd is well-defined, d may only run over a carefully
chosen subset R of Sn.

The remainder of this section is devoted to the proof of Theorem 3.3.

Definition 3.4. Define subsets of Sn as follows

R =
{
d ∈ Sn : d−1Rt0d ∩Sα|β ⊆ Sα

}
,

C =
{
d ∈ Sn : d−1Ct0d ∩Sα|β ⊆ S

+|α|
β

}
.

These sets R and C of course depend on t0 and (α|β).

Lemma 3.5. Let d ∈ Sn.

(i) The following statements are equivalent:

(a) d ∈ R;

(b) stabRt0
(Td) ⊆ dSαd

−1;

(c) whenever Td(i, j) = Td(i, j
′) for some (i, j), (i, j′) ∈ [λ] with j 6= j′, we have Td(i, j) =

ck for some k.

(ii) If d ∈ R, then τdξ ∈ R for all τ ∈ Rt0 and ξ ∈ Sα|β.

Proof. For part (i), firstly,

stabRt0
(Td) = Rt0 ∩ stabSn(d · T0) = Rt0 ∩ dSα|βd

−1.

This proves the equivalence of (a) and (b).
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Next, observe that a transposition (a b) lies in Rt0 if and only if a and b label nodes in
the same row of t0, i.e., (t0)−1(a) = (i, j) and (t0)−1(b) = (i, j′) for some i. Furthermore,
(a b) ·Td = Td if and only if Td((t0)−1(a)) = Td((t0)−1(b)). Since stabRt0

(Td) = Rt0 ∩dSα|βd
−1

is an intersection of conjugates of Young subgroups, it is generated by the transpositions it
contains. Thus, stabRt0

(Td) is generated by

S =
{

(t0(i, j) t0(i, j′)) : (i, j), (i, j′) ∈ [λ], j 6= j′, Td(i, j) = Td(i, j
′)
}
.

Now,

(t0(i, j) t0(i, j′)) ∈ dSαd
−1

⇔
(
d−1(t0(i, j)) d−1(t0(i, j′))

)
∈ Sα

⇔ ∃ (1 ≤ k ≤ `(α)),

k−1∑
i=1

αi < d−1(t0(i, j)), d−1(t0(i, j′)) ≤
k∑
i=1

αi

⇔ ∃ (1 ≤ k ≤ `(α)), T0

(
(t0)−1

(
d−1(t0(i, j))

))
= T0

(
(t0)−1

(
d−1(t0(i, j′))

))
= ck

⇔ ∃ (1 ≤ k ≤ `(α)), Td(i, j) = Td(i, j
′) = ck.

Hence (b) and (c) are equivalent.
For part (ii), observe that

(τdξ)−1Rt0(τdξ) ∩Sα|β = ξ−1
(
d−1Rt0d ∩Sα|β

)
ξ ⊆ ξ−1Sαξ = Sα. �

We have analogous statements and proofs for C too.

Lemma 3.6. Let d ∈ Sn.

(i) The following statements are equivalent:

(a) d ∈ C ;

(b) stabCt0
(Td) ⊆ dS

+|α|
β d−1;

(c) whenever Td(i, j) = Td(i
′, j) for some (i, j), (i′, j) ∈ [λ] with i 6= i′, we have Td(i, j) =

dk for some k.

(ii) If d ∈ C , then τdξ ∈ C for all τ ∈ Ct0 and ξ ∈ Sα|β.

Lemmas 3.5 and 3.6 give the following immediate corollary.

Corollary 3.7. If d ∈ Sn such that Td ∈ Tsstd(λ, (α|β)), then d ∈ R ∩ C .

In order to generalise the coefficient ad,dT in Theorem 3.2 to ad,d in Definition 3.9, we need
the following lemma which also explains the choice of the set R.

Lemma 3.8. Let d ∈ R. There is a well-defined projection map πd : Rt0dSα|β → Sβ defined by

τdξαξ+|α|
β 7→ ξβ for all τ ∈ Rt0 and (ξα, ξβ) ∈ Sα ×Sβ.

Proof. If τdξαξ+|α|
β = τ ′dξ′αξ′+|α|β , then

d−1Rt0d 3 d−1(τ−1τ ′
)
d = ξαξ

+|α|
β

(
ξ′αξ
′+|α|
β

)−1 ∈ Sα|β,

so that ξαξ
+|α|
β

(
ξ′αξ
′+|α|
β

)−1 ∈ Sα since d ∈ R, forcing ξβ = ξ′β. The lemma thus follows. �

In view of Lemma 3.8, we can make the following definition.
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Definition 3.9. Let d, d ∈ Sn with d ∈ R.

(i) For ω ∈ Rt0dSα|β, let εd(ω) := sgn(πd(ω)) ∈ {±1}.
(ii) Let

Ωd,d :=
{
σ ∈ Ct0 : σd ∈ Rt0dSα|β

}
, ad,d :=

∑
σ∈Ωd,d

sgn(σ)εd(σd) ∈ Z.

By convention, if Ωd,d = ∅ then ad,d = 0.

Remark 3.10. We give another description of Ωd,d here. Restrict the left regular action of
the symmetric group Sn on Sn/Sα|β to the subgroups Rt0 and Ct0 , which partition Sn/Sα|β
into Rt0-orbits and into Ct0-orbits respectively. Then σ ∈ Ωd,d if and only if σ ∈ Ct0 and
σ·(dSα|β) ∈ Rt0 ·(dSα|β). As such, Ωd,d 6= ∅ if and only if Ct0dSα|β∩Rt0dSα|β 6= ∅. Furthermore,

if Ct0dSα|β ∩Rt0dSα|β contains precisely the distinct left cosets d(1)Sα|β, d
(2)Sα|β, . . . , d

(r)Sα|β,

then Ωd,d =
r⋃
i=1

Ω(i) (disjoint union), where for each i, Ω(i) = {σ ∈ Ct0 : σ · dSα|β = d(i)Sα|β}

and is therefore a left coset of stabCt0
(dSα|β) = Ct0 ∩ dSα|βd

−1. In particular, Ωd,d is a union

of some left cosets of Ct0 ∩ dSα|βd
−1.

We collect together some important properties that ad,d satisfies:

Lemma 3.11. Let d, d ∈ Sn with d ∈ R.

(i) If d′ = τdξαξ+|α|
β and d′ = σdηαη

+|α|
β for some τ ∈ Rt0, σ ∈ Ct0 and (ξα, ξβ), (ηα, ηβ) ∈

Sα ×Sβ, then d′ ∈ R and

ad′,d′ = sgn(σ)sgn(ξβ)sgn(ηβ)ad,d.

(ii) If Ct0dSα|β ∩Rt0dSα|β = ∅ or d /∈ C , then ad,d = 0.

(iii) Suppose that d ∈ C and that Ct0dSα|β∩Rt0dSα|β is a disjoint union of r left cosets of Sα|β,

with representatives d(1), . . . , d(r). For each i, let σi ∈ Ct0 such that σid ∈ d(i)Sα|β, and

let ε(i) = sgn(σi)εd(σid). Then

ad,d =
∣∣Ct0 ∩ dSα|βd

−1
∣∣ r∑
i=1

ε(i).

Proof. By Lemma 3.5(ii), d′ ∈ R. It is also easy to see that

Ωd′,d′ = Ωσd,d = Ωd,dσ
−1.

Take ω ∈ Ωd′,d′ , say ωd′ = τ ′d′γαγ+|α|
β with τ ′ ∈ Rt0 and (γα, γβ) ∈ Sα ×Sβ. Then

ωσd = τ ′τdξαγαη−1
α

(
ξβγβη

−1
β

)+|α|
and hence we have εd′(ωd

′) = sgn(γβ) = εd(ωσd)sgn(ηβ)sgn(ξβ). Therefore

ad′,d′ =
∑

ω∈Ωd′,d′

sgn(ω)εd′(ωd
′) =

∑
ωσ∈Ωd,d

sgn(σ)sgn(ωσ)εd(ωσd)sgn(ξβ)sgn(ηβ)

= sgn(σ)sgn(ξβ)sgn(ηβ)ad,d.

This completes the proof of part (i).
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For part (ii), it is clear that Ωd,d = ∅ if Ct0dSα|β ∩ Rt0dSα|β = ∅, so that ad,d = 0 in this
instance. Next we assume that d /∈ C . By Lemma 3.6(i), there exist (i, j), (i′, j) ∈ [λ] with i 6= i′

such that Td(i, j) = ck = Td(i
′, j) for some k. Let ρ = (t0(i, j) t0(i′, j)). Then ρ ∈ Ct0∩dSαd

−1.

If σ ∈ Ωd,d, say σd = τdγαγ+|α|
β with τ ∈ Rt0 and (γα, γβ) ∈ Sα ×Sβ, then

Rt0dSα|β 3 τdγα
(
d−1ρd

)
γ

+|α|
β = σd

(
d−1ρd

)
= (σρ)d,

so that σρ ∈ Ωd,d, and

sgn(σρ)εd(σρd) = sgn(ρ)sgn(σ)sgn(γβ) = −sgn(σ)εd(σd).

As such, the contributions to the sum in ad,d by σ and σρ cancel each other out. Consequently,
ad,d = 0 and the proof of part (ii) is now complete.

For part (iii), for each i, let Ω(i) = {σ ∈ Ωd,d : σd ∈ d(i)Sα|β}, so that Ωd,d is a disjoint union

of the Ω(i)’s (see Remark 3.10). Fix i. There exist τi ∈ Rt0 and
(
γ

(i)
α , γ

(i)
β

)
∈ Sα×Sβ such that

σid = τidγ(i)
α

(
γ

(i)
β

)+|α|
. For any ω ∈ Ω(i), we have

d−1Ct0d 3 d−1
(
σ−1
i ω

)
d = (σid)−1(ωd) ∈ Sα|β,

so that d−1
(
σ−1
i ω

)
d ∈ S

+|α|
β since d ∈ C . Thus

ωd = σid
(
d−1σ−1

i ωd
)

= τidγ(i)
α

(
γ

(i)
β

)+|α|(
d−1σ−1

i ωd
)
,

so that πd(ωd) = πd(σid)d−1σ−1
i ωd and hence

sgn(ω)εd(ωd) = sgn(ω)sgn
(
πd(σid)d−1σ−1

i ωd
)

= sgn(σi)εd(σid) = ε(i).

Consequently,

ad,d =
∑
ω∈Ωd,d

sgn(ω)εd(ωd) =
r∑
i=1

∑
ω∈Ω(i)

sgn(ω)εd(ωd) =
r∑
i=1

∑
ω∈Ω(i)

ε(i)

=

r∑
i=1

|Ω(i)|ε(i) =
∣∣Ct0 ∩ dSα|βd

−1
∣∣ r∑
i=1

ε(i),

where the final equality is given by the following bijection: fix σ(i) ∈ Ω(i), we have a bijection
between the sets Ct0 ∩ dSα|βd

−1 and Ω(i) given by σ′ 7→ σ(i)σ′. �

Example 3.12. We continue with Example 2.1(ii), where λ = (2, 1p+2), (α|β) = (∅|(p, 22))
and T1, T2, T3 are the λ-tableaux of type (α|β) as given in the example. Let t0 be the λ-
tableau defined by t0(j, 1) = j for 1 ≤ j ≤ p + 3 and t0(1, 2) = p + 4. Then T0 = T3.
Furthermore, under the action of Sp+4 on T (λ, (α|β)), there are exactly three Ct0-orbits, with
orbit representatives T1, T2 and T3.

Let di (i ∈ {1, 2, 3}) be the following permutations in Sp+4: d1 = (p p + 4 p + 2), d2 =
(p+ 2 p+ 4) and d3 = 1Sp+4 . Then di · T0 = Ti for all i. Using Lemma 3.11(iii), we get

ad1,d2 = (p− 1)! · 4, ad2,d2 = p! · 2, ad3,d2 = 0,

ad1,d3 = −(p− 1)! · 4, ad2,d3 = 0, ad3,d3 = p! · 2.

From Lemma 3.11(i), we conclude further that ad,d2 , ad,d3 ∈ {±((p − 1)! · 4),±(p! · 2), 0} for all
d ∈ Sp+4.
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We are now ready to define, for each d ∈ R, a map ϑd which will eventually lead to ϑ̂d.

Definition 3.13. Let λ be a partition of n. Recall that there is a natural left Sn-action on
the set T (λ) of λ-tableaux, and let ZT (λ) denote the associated permutation ZSn-module.
Let (α|β) be a bicomposition of n and let Γ be a fixed left transversal of Sα|β in Sn. For each
d ∈ R, we define a Z-linear map ϑd : ZT (λ)→MZ(α|β) as follows

ϑd(t) =
∑
d∈Γ

aρ−1
t d,d(d⊗ 1⊗ ε),

where ρt = t ◦ (t0)−1 ∈ Sn (so that ρt · t0 = ρt ◦ t0 = t).

The following properties of the map ϑd follow easily from its definition and Lemma 3.11(i).

Lemma 3.14. Let d ∈ R.

(i) The map ϑd is independent of the choice of the left transversal Γ, i.e., if Γ′ is any left
transversal of Sα|β in Sn, then

ϑd(t) =
∑
d′∈Γ′

aρ−1
t d′,d(d

′ ⊗ 1⊗ ε)

for all t ∈ T (λ).

(ii) If d′ ∈ Rt0dSα|β, then ϑd′ = εd(d′)ϑd.

Proof. Let d′ = dηαη
+|α|
β with (ηα, ηβ) ∈ Sα × Sβ. Then aρ−1

t d′,d = sgn(ηβ)aρ−1
t d,d by Lem-

ma 3.11(i) while

d′ ⊗ 1⊗ ε = (dηαηβ)⊗ 1⊗ ε = d⊗ (ηα · 1)⊗ (ηβ · ε) = sgn(ηβ)(d⊗ 1⊗ ε).

Thus aρ−1
t d′,d(d

′ ⊗ 1⊗ ε) = aρ−1
t d,d(d⊗ 1⊗ ε) and part (i) follows.

By Lemma 3.11(i), aρ−1
t d,d′ = εd(d′)aρ−1

t d,d. Part (ii) thus follows. �

Next, we aim to show that each of the maps ϑd : ZT (λ)→ MZ(α|β) induces a ZSn-module
homomorphism ϑ̂d : SλZ → MZ(α|β). For this, we will show that ϑd is a ZSn-module homomor-
phism and that the kernel of the natural map ψ : ZT (λ) → SλZ given by ψ(t) = et is contained

in ker(ϑd) and hence ϑd induces ϑ̂d as desired.

For each j, let Cj(λ) = {(i, j) ∈ [λ] : 1 ≤ i ≤ `(λ)} be the jth column of the Young diagram
of λ. A Garnir transversal ∆ is a left transversal of SXSY in SX∪Y , where ∅ 6= X ⊆ Cj(λ)
and ∅ 6= Y ⊆ Cj′(λ) with j < j′, such that |X| + |Y | > |Cj(λ)|. Given a Garnir transversal ∆
and a λ-tableau t, let ∆t = {t ◦ γ ◦ t−1 : γ ∈ ∆}, so that ∆t is a left transversal of St(X)St(Y )

in St(X∪Y ), and write

Gt
∆ =

∑
γ∈∆t

sgn(γ)γ.

Proposition 3.15. Let d ∈ R. Then

(i) ϑd is a ZSn-module homomorphism, and

(ii) for any t ∈ T (λ), π ∈ Ct and Garnir transversal ∆, we have that ker(ϑd) contains both
π · t− sgn(π)t and Gt

∆ · t.
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Proof. Let t ∈ T (λ) and x ∈ Sn. We have

ϑd(x · t) = ϑd((xρt) · t0) =
∑
d∈Γ

a(xρt)−1d,d(d⊗ 1⊗ ε),

x · ϑd(t) = x ·

(∑
d∈Γ

aρ−1
t d,d(d⊗ 1⊗ ε)

)
=
∑
d∈Γ

aρ−1
t d,dsgn(ξd,β)(f(d)⊗ 1⊗ ε),

where xd = f(d)ξd,αξ
+|α|
d,β with f(d) ∈ Γ, (ξd,α, ξd,β) ∈ Sα ×Sβ. As such, we need to show that

for each d ∈ Γ,

a(xρt)−1f(d),d = aρ−1
t d,dsgn(ξd,β).

Observe that σ(xρt)
−1f(d) = τdηαη+|α|

β for some σ ∈ Ct0 , τ ∈ Rt0 and (ηα, ηβ) ∈ Sα × Sβ if

and only if σρ−1
t d = τd(ηαξd,α)(ηβξd,β)+|α| for some σ ∈ Ct0 , τ ∈ Rt0 and (ηα, ηβ) ∈ Sα ×Sβ,

and in which case, εd
(
σ(ρt)

−1d
)

= sgn(ξd,β)εd
(
σ(xρt)

−1f(d)
)
. So Ω(xρt)−1f(d),d = Ωρ−1

t d,d, and

a(xρt)−1f(d),d =
∑

σ∈Ω(xρt)
−1f(d),d

sgn(σ)εd
(
σ(xρt)

−1f(d)
)

=
∑

σ∈Ω
ρ−1
t d,d

sgn(σ)sgn(ξd,β)εd
(
σρ−1

t d
)

= aρ−1
t d,dsgn(ξd,β).

This proves part (i).
Since ρt · t0 = t, we have Ct = ρtCt0ρ

−1
t and hence ρ−1

t π−1ρt ∈ Ct0 . By Lemma 3.11(i), we
have

a(πρt)−1d,d = aρ−1
t π−1ρtρ

−1
t d,d = sgn(π)aρ−1

t d,d.

Therefore

ϑd(π · t) =
∑
d∈Γ

a(πρt)−1d,d(d⊗ 1⊗ ε) =
∑
d∈Γ

sgn(π)aρ−1
t d,d(d⊗ 1⊗ ε) = sgn(π)ϑd(t).

Next we turn to Gt
∆ · t. We have

ϑd
(
Gt

∆ · t
)

= ϑd

∑
γ∈∆t

sgn(γ)(γ · t)

 =
∑
γ∈∆t

∑
d∈Γ

sgn(γ)a(γρt)−1d,d(d⊗ 1⊗ ε)

=
∑
d∈Γ

∑
γ∈∆t

∑
σ∈Ω(γρt)

−1d,d

sgn(γ)sgn(σ)εd
(
σ(γρt)

−1d
) (d⊗ 1⊗ ε).

Fix d ∈ Γ, and let b(γ, σ) = sgn(γ)sgn(σ)εd
(
σ(γρt)

−1d
)
. We need to show that

∑
(γ,σ)∈Υ

b(γ, σ) = 0,

where Υ = {(γ, σ) : γ ∈ ∆t, σ ∈ Ω(γρt)−1d,d}.
Let the Garnir transversal ∆ be a left transversal of SXSY in SX∪Y , where X and Y are

subsets of the jth and j′th column of [λ], with |X| + |Y | > |Cj(λ)|. Since |X| + |Y | > |Cj(λ)|,
there exists 1 ≤ i ≤ `(λ) such that (i, j) ∈ X and (i, j′) ∈ Y , and we may choose i to be the
least such. Let η be the transposition (t0(i, j) t0(i, j′)). Then η ∈ Rt0 .

Let (γ, σ) ∈ Υ, say σ(γρt)
−1d = τdξαξ+|α|

β where τ ∈ Rt0 and (ξα, ξβ) ∈ Sα ×Sβ. Then

Rt0dSα|β 3 ητdξαξ+|α|
β = ησ(γρt)

−1d = ησρ−1
t γ−1d

=
(
σρ−1

t

)((
σρ−1

t

)−1
η
(
σρ−1

t

))
γ−1d = σρ−1

t ζ−1ρt(γ
′ρt)
−1d,
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where γ′ ∈ ∆t and ζ ∈ St(X)St(Y ) satisfies γ
((
σρ−1

t

)−1
η
(
σρ−1

t

))
= γ′ζ. Then ρ−1

t ζ−1ρt ∈
ρ−1
t St(X)St(Y )ρt = St0(X)St0(Y ) ⊆ Ct0 . This shows that (γ′, σρ−1

t ζ−1ρt) ∈ Υ. In other words,

the function h : Υ→ Υ defined by (γ, σ) 7→
(
γ′, σρ−1

t ζ−1ρt
)
, where γ

((
σρ−1

t

)−1
η
(
σρ−1

t

))
= γ′ζ,

is well-defined. Furthermore,

b(h(γ, σ)) = sgn(γ′)sgn
(
σρ−1

t ζ−1ρt
)
εd
(
σρ−1

t ζ−1ρt(γ
′ρt)
−1d
)

= −sgn(γ)sgn(σ)sgn(ξβ) = −b(γ, σ).

We claim that h is a fixed-point-free involution, in which case, since the contributions from (γ, σ)
and h(γ, σ) towards the sum

∑
(γ,σ)∈Υ

b(γ, σ) cancel each other out, we have
∑

(γ,σ)∈Υ

b(γ, σ) = 0 as

desired.
To prove the claim, first suppose that

(γ, σ) = h(γ, σ) =
(
γ′, σρ−1

t ζ−1ρt
)
.

Then γ = γ′ and ζ = 1 and hence η = 1, a contradiction. So h is fixed-point-free. Next,
h2(γ, σ) = h

(
γ′, σρ−1

t ζ−1ρt
)

=
(
γ′′, σρ−1

t ζ−1ρtρ
−1
t ζ ′−1ρt

)
, where

γ′′ζ ′ = γ′
(
σρ−1

t ζ−1
)−1

η
(
σρ−1

t ζ−1
)

= γ′ζ
(
σρ−1

t

)−1
η
(
σρ−1

t

)
ζ−1 = γζ−1.

Thus γ′′ = γ and ζ ′ = ζ−1 and hence h2(γ, σ) = (γ, σ), and the proof is complete. �

The next result is well known when the underlying ring is a field (see, for example, [5,
Section 7.4, Corollary, p. 101]); we are however unable to find its generalisation to Z in the
existing literature.

Lemma 3.16. The map ψ : ZT (λ)→ SλZ defined by t 7→ et is a ZSn-module epimorphism, and
ker(ψ) is generated, as a Z-submodule of ZT (λ), by G ∪H, where

G =
{
Gt

∆ · t : t ∈ T (λ), ∆ a Garnir transversal
}
,

H = {π · t− sgn(π)t : t ∈ T (λ), π ∈ Ct}.

Proof. That ψ is a ZSn-module epimorphism is clear, so we only need to justify the assertion
about its kernel. Let K = Z(G ∪ H). It is straightforward to verify that both G and H are
invariant under the action of Sn, and that ψ(G ∪ H) = {0} [8, 7.2.1 and Theorem 7.2.3], so
that K is a ZSn-submodule of ZT (λ), and K ⊆ ker(ψ). It remains to show that ker(ψ) ⊆ K.

Since ψ(ZT (λ)) = SλZ, and SλZ is Z-free with basis {et : t ∈ Tstd(λ)} [11, Theorem 1.1], we
see that ZT (λ) = (

⊕
t∈Tstd(λ) Zt)⊕ ker(ψ).

Consider ZT (λ)/K. For each t ∈ T (λ), let vt = t +K ∈ ZT (λ)/K. Then π · vt = sgn(π)vt
for any π ∈ Ct, and Gt

∆ · vt = 0 for any Garnir transversal ∆. Using the same argument as in
the proof of [8, Theorem 7.2.7], we can show that {vt : t ∈ Tstd(λ)} generates ZT (λ)/K as a
Z-module.

Let x ∈ ker(ψ). Then there exists bt ∈ Z for each t ∈ Tstd(λ) such that

x+K =
∑

t∈Tstd(λ)

btvt =
∑

t∈Tstd(λ)

bt(t +K).

Thus there exists k ∈ K such that

x+ k =
∑

t∈Tstd(λ)

btt ∈

 ⊕
t∈Tstd(λ)

Zt

 ∩ ker(ψ) = {0}.

Hence x+ k = 0 and so x ∈ K, and our proof is complete. �
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We are now ready to prove Theorem 3.3.

Proof of Theorem 3.3. By Proposition 3.15 and Lemma 3.16, we have ker(ψ) ⊆ ker(ϑd), so
that there is a unique ZSn-module homomorphism ϑ̂d : SλZ → MZ(α|β) such that ϑ̂d ◦ ψ = ϑd.
The theorem immediately follows. �

Let F be a field. Since

SλF
∼= F⊗Z S

λ
Z and MF(α|β) ∼= F⊗Z MZ(α|β),

each ϑ̂d gives rise to an FSn-homomorphism ϑ̂Fd : SλF → MF(α|β). More specifically, for any
k ∈ Z, let kF = k · 1F ∈ F. Then

ϑ̂Fd (et) =
∑
d∈Γ

a
F
ρ−1
t d,d (d⊗ 1⊗ ε).

As we mentioned in the paragraph following Theorem 3.3, our ϑ̂Fd ’s generalise the θ̂T’s con-
structed by James.

4 Basis

Let λ be a partition of n and let (α|β) be a bicomposition of n. As before, fix a λ-tableau t0 so
that Sn acts on T (λ, (α|β)) through t0. Fix a left transversal Γ of Sα|β in Sn, and write

Γsstd = {d ∈ Γ: Td ∈ Tsstd(λ, (α|β))}.

Recall from Corollary 3.7 that we have Γsstd ⊆ R ∩ C . It is easy to see that |Γsstd| =
|Tsstd(λ, (α|β))|. In the last section, we constructed for each d ∈ R an FSn-homomorphism
ϑ̂Fd ∈ HomFSn

(
SλF ,MF(α|β)

)
which generalises James’s construction of θ̂T ∈ HomFSn

(
SλF ,M

µ
F
)

where T ∈ T (λ, µ).
Let

ΘR :=
{
ϑ̂d : d ∈ R

}
, ΘF

R :=
{
ϑ̂Fd : d ∈ R

}
,

Θsstd :=
{
ϑ̂d : d ∈ Γsstd

}
, ΘF

sstd :=
{
ϑ̂Fd : d ∈ Γsstd

}
.

In James’s classical case, i.e., when β = ∅, the θ̂T’s, as T runs over all the semistandard λ
tableaux of type α, form a basis for HomFSn

(
SλF ,M

α
F
)
, unless F has characteristic 2 and λ is

2-singular (see [7, Theorem 13.13]).
In this section, we investigate the circumstances under which ΘF

sstd is a basis for
HomFSn

(
SλF ,MF(α|β)

)
.

4.1 Spanning

We give two examples in which there is no semistandard λ-tableau of type (α|β), but
HomFSn

(
SλF ,MF(α|β)

)
6= 0.

Example 4.1. We have

HomFSn
(
SλF ,MF(∅|(n))

)
= HomFSn

(
SλF , sgn

) ∼= HomFSn
(
sgn,

(
SλF
)∗)

∼= HomFSn
(
sgn, Sλ

′
F ⊗ sgn

) ∼= HomFSn
(
F, Sλ

′
F
)
.

In [7, Theorem 24.4], a necessary and sufficient condition in terms of the characteristic of F (as
well as the partition λ) is obtained for HomFSn

(
F, Sλ′F

)
to be non-zero. As long as λ 6= (1n),

there is no semistandard λ-tableau of type (∅|(n)).
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Example 4.2. Let ` be an odd prime integer, and let p := char(F) be either odd or zero. Let
λ =

(
`, 2, 1`−2

)
and α = (`) = β. Clearly, Tsstd

((
`, 2, 1`−2

)
, ((`)|(`))

)
= ∅.

Firstly, MF(α|β) = IndS2`
S`×S`(F� sgn) ∼= IndS2`

S`×S`

(
S

(`)
F � S

(1`)
F
)

has a Specht filtration with

two factors: S
(`+1,1`−1)
F at the top and S

(`,1`)
F at the bottom [9], which are simple unless p = `

[10, Theorem 2]. Furthermore, unless p = `, the partitions
(
`, 2, 1`−2

)
,
(
` + 1, 1`−1

)
and (`, 1`)

have distinct p-cores and hence the Specht modules they label lie in distinct blocks of S2` by
the Nakayama rule [8, Corollary 6.1.42], so that HomFS2`

(
SλF ,MF(α|β)

)
= 0.

On the other hand, if p = `, then S
(`,1`)
F , a submodule of MF(α|β), is a non-split extension of

D(`,2,1`−2) by D(`+1,1`−1). From the known radical structures of Specht modules lying in defect
2 blocks of symmetric group algebras (see [12, Theorem 4.4] and [1, Proposition 6.2]), we see

that SλF has a quotient which is a non-split extension of D(`,2,1`−2) by D(`+1,1`−1) as well. Since all
nonzero extensions between simple modules lying in defect 2 blocks of symmetric group algebras
are one-dimensional [13, Theorem I(5)], we see that HomFS2`

(
SλF ,MF(α|β)

)
6= 0.

Thus, HomFS2`

(
SλF ,MF(α|β)

)
6= 0 if and only if p = `.

The two examples above illustrate the difficulty in determining a good sufficient condition in
general for ΘF

sstd to span HomFSn
(
SλF ,MF(α|β)

)
.

4.2 Linear independence

While James’s θ̂T is always nonzero irrespective of the characteristic of the ground field, our ϑ̂d
may be zero in some characteristic in view of Lemma 3.11(iii). As such, it is certainly possible
for ΘF

sstd to be linearly dependent. In fact, even when all elements of ΘF
sstd are nonzero, it is still

possible for ΘF
sstd to be linearly dependent:

Example 4.3. We continue with Example 3.12, where λ = (2, 1p+2) and (α|β) =
(
∅|
(
p, 22

))
.

Suppose that p = char(F) is an odd prime. Then

−a
F
d1,d3 = a

F
d1,d2 = ((p− 1)! · 4) · 1F 6= 0F,

a
F
d2,d2 = a

F
d3,d2 = a

F
d2,d3 = a

F
d3,d3 = 0F.

Thus, ϑ̂Fd2 = −ϑ̂Fd3 by Lemma 3.11(i).

In this subsection, we obtain a sufficient condition for ΘF
sstd to be linearly independent.

We first introduce a pre-order � on T (λ, (α|β)), which induces another on Sn.
For each T ∈ T (λ, (α|β)), write Cj(T) for the multi-set associated to the jth column of T,

i.e.,

Cj(T) = {T(1, j),T(2, j), . . . ,T(r, j)} ⊆ {c1, c2, . . . ,d1,d2, . . .},

where r = (λ′)j . Recall that we have the total order

c1 < c2 < · · · < d1 < d2 < · · · .

Let T,T′ ∈ T (λ, (α|β)). Suppose that Cj(T) = {y1, . . . , yr} and Cj(T
′) = {z1, . . . , zr}, where

y1 ≤ y2 ≤ · · · ≤ yr and z1 ≤ z2 ≤ · · · ≤ zr. Write Cj(T) � Cj(T
′) if and only if there exists k

such that ys = zs for all 1 ≤ s < k and yk > zk. We write T � T′ if and only if Cj(T) = Cj(T
′)

for all j, or there exists t such that Cj(T) = Cj(T
′) for all j < t and Ct(T) � Ct(T

′). It is easy
to check that � is a pre-order on T (λ, (α|β)) (i.e., it is a reflexive and transitive binary relation
on T (λ, (α|β))). In addition, write T ∼ T′ if and only if T � T′ and T′ � T (equivalently,
Cj(T) = Cj(T

′) for all j), and T � T′ if and only if T � T′ but T′ 4 T (equivalently, there
exists t such that Cj(T) = Cj(T

′) for all j < t and Ct(T) � Ct(T
′)).

Recall that Td = d · T0. Let d, d′ ∈ Sn, and write d � d′, d ∼ d′ and d � d′ if and only if
Td � Td′ , Td ∼ Td′ and Td � Td′ respectively.
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Lemma 4.4. Let λ be a partition of n, (α|β) be a bicomposition of n and d, d′ ∈ Sn.

(i) d ∼ d′ if and only if d′ ∈ Ct0dSα|β.

(ii) If Td is row semistandard, and d′ ∈ Rt0dSα|β, then either Td′ = Td or Td′ � Td.

(iii) If Td ∈ Tsstd(λ, (α|β)) and ad′,d 6= 0, then d′ � d.

Proof. Parts (i) and (ii) are straightforward. For part (iii), if ad′,d 6= 0, then there exist σ ∈ Ct0 ,
τ ∈ Rt0 and ξ ∈ Sα|β such that σd′ = τdξ. Thus,

d′ ∼ σd′ = τdξ � d

by parts (i) and (ii) since Td is, in particular, row semistandard. �

We can now state a sufficient condition for ΘF
sstd to be linearly independent.

Proposition 4.5. Suppose that a
F
d,d 6= 0 for all d ∈ Γsstd. Then ΘF

sstd is linearly independent.

Proof. Suppose the contrary that ΘF
sstd is linearly dependent, say

r∑
i=1

ciϑ̂
F
di = 0, where, for each

1 ≤ i ≤ r, di ∈ Γsstd and ci ∈ F \ {0}. Since the Tdi ’s are all column semistandard and distinct,
we see that di 6∼ dj for all i 6= j. Thus, relabelling if necessary, we may assume that d1 4 di for
all i ≥ 2. Then

0 =

(
r∑
i=1

ciϑ̂
F
di

)
(et0) =

r∑
i=1

ci
∑
d∈Γ

a
F
d,di(d⊗ 1⊗ ε) =

∑
d∈Γ

(
r∑
i=1

cia
F
d,di

)
(d⊗ 1⊗ ε),

so that
r∑
i=1

cia
F
d,di = 0 for all d ∈ Γ. In particular,

r∑
i=1

cia
F
d1,di = 0. But for each 2 ≤ i ≤ r, we have

d1 4 di, so that ad1,di = 0 by Lemma 4.4(iii), and hence a
F
d1,di = 0. Consequently, c1a

F
d1,d1 = 0,

contradicting c1 6= 0 and a
F
d1,d1 6= 0. �

The next lemma gives us some idea of what a
F
d,d is for d ∈ Γsstd.

Lemma 4.6. Let d ∈ R such that Td ∈ Tsstd(λ, (α|β)). Then

ad,d = | stabCt0
(Td)|.

Proof. Observe that Ct0dSα|β ∩ Rt0dSα|β = dSα|β: if σd = τdξ, where σ ∈ Ct0 , τ ∈ Rt0 and
ξ ∈ Sα|β, then d ∼ τd by Lemma 4.4(i) so that Tτd 7 Td, while τd ∼ d only if τd ∈ dSα|β
by Lemma 4.4(ii). Applying Lemma 3.11(iii) completes the proof since stabCt0

(Td) = Ct0 ∩
dSα|βd−1. �

Combining the last two results, we get the following immediate corollary.

Corollary 4.7. If char(F) - | stabCt0
(Td)| for all d ∈ Γsstd, then ΘF

sstd is linearly independent.

4.3 Main results

Similar to how our ϑ̂d induces ϑ̂Fd , every φ ∈ HomZSn
(
SλZ,MZ(α|β)

)
also induces

φF ∈ HomFSn
(
SλF ,MF(α|β)

)
. Write

ΦF :=
{
φF : φ ∈ HomZSn

(
SλZ,MZ(α|β)

)}
.

Then ΦF is a F-subspace of HomFSn
(
SλF ,MF(α|β)

)
containingΘF

R – and henceΘF
sstd – as a subset.
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Proposition 4.8. Let ΨF be a linearly independent subset of ΦF of size |Tsstd(λ, (α|β)|. Then

(i) ΨF is a basis for ΦF, and

(ii) if SλF lies in a block of FSn which is simple as an algebra, then

HomFSn
(
SλF ,MF(α|β)

)
= ΦF.

Proof. If SλF lies in a block of FSn which is simple as an algebra, then the composition
multiplicity of SλF in MF(α|β) equals dimF HomFSn

(
SλF ,MF(α|β)

)
, which is in turn equal to

|Tsstd(λ, (α|β)| by Theorem 2.2. Since ΨF is linearly independent with the same cardinality, it
is a basis for HomFSn(SλF ,MF(α|β)). In particular, since

HomFSn
(
SλF ,MF(α|β)

)
= F-span

(
ΨF) ⊆ ΦF ⊆ HomFSn

(
SλF ,MF(α|β)

)
,

we must have equality throughout, proving part (ii).
For part (i), let ΨF =

{
φF1 , . . . , φ

F
k

}
, where k = |Tsstd(λ, (α|β)|, and let φF0 ∈ ΦF. Since QSn

is semisimple as an algebra, we apply the previous paragraph and obtain that
HomQSn(SλQ,MQ(α|β)) has dimension k. Thus there is a non-trivial relation on φQ0 , φ

Q
1 , . . . , φ

Q
k ,

which we can write as
k∑
j=0

cjφ
Q
j = 0, where the cj ’s are coprime integers. This yields the non-

trivial linear relation
k∑
j=0

cFjφ
F
j = 0. Since ΨF is linearly independent, this implies that φF0 lies in

the F-span of ΨF. �

Remark 4.9. As is well-known, SλF lies in a simple block if and only if λ is a p-core partition
(in other words, λ has no rimhook of size p) where p = char(F).

As an immediate corollary, we have

Corollary 4.10. The dimension of ΦF is at most |Tsstd(λ, (α|β))|.

The following is our first main result:

Theorem 4.11. Suppose that FSn is semisimple as an algebra (or equivalently, char(F) = 0 or
char(F) > n). Then ΘF

sstd is a basis for HomFSn
(
SλF ,MF(α|β)

)
.

Proof. Since FSn is semisimple, every block of FSn is simple. Thus, ΘF
sstd is a basis for

HomFSn
(
SλF ,MF(α|β)

)
by Corollary 4.7 and Proposition 4.8. �

Corollary 4.12. Let φ ∈ HomZSn
(
SλZ,MZ(α|β)

)
. Then φ lies in the Q-span of Θsstd.

Proof. By Theorem 4.11, ΘQ
sstd is a basis for HomQSn

(
SλQ,MQ(α|β)

)
, so that φQ =

∑
d∈Γsstd

cdϑ̂
Q
d ,

where cd ∈ Q for all d ∈ Γsstd. But this implies that φ =
∑

d∈Γsstd

cdϑ̂d. �

Our next main result provides a sufficient condition for ΘF
sstd to be a basis for ΦF when FSn

is not semisimple. Note that Example 4.2 shows that this condition is insufficient in ensuring
that ΘF

sstd spans HomFSn
(
SλF ,MF(α|β)

)
.

Theorem 4.13. Suppose that char(F) = p > 0. If no column of T has p or more nodes of the
same colour for every T ∈ Tsstd(λ, (α|β)), then ΘF

sstd is a basis for the ΦF.

Proof. Let d ∈ Γsstd. Observe that p - |stabCt0
(Td)|, if and only if no column of Td has p

or more nodes of the same colour. Thus, this follows from Corollary 4.7 and Proposition 4.8
immediately. �
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In particular:

Corollary 4.14. Suppose that `(λ) < char(F). Then ΘF
sstd is a basis for ΦF.

We end our paper with the following remark and leave the details to the reader.

Remark 4.15. Recall from Definition 3.4 that the set R and hence the sets ΘR and Θsstd

depend on the fixed λ-tableau t0 and (α|β) we chose. Suppose that we had chosen another
λ-tableau t′0 and arrived at the sets R′, ΘR′ and Θ′sstd. It is easy to verify that

R′ = πR, ΘR′ = ΘR , Θ′sstd = Θsstd,

where π = t′0 ◦ (t0)−1 ∈ Sn.

On the other hand, let {1, 2, . . . , n} =
r⋃
i=1

Ai ∪
s⋃
j=1

Bj (disjoint union throughout), with

Ai, Bj 6= ∅ for all i and j. The set R in Definition 3.4 and the homomorphisms ϑd in Section 3.2

can be generalised to yield the set RA|B and homomorphisms ϑ
A|B
d ∈ HomZSn

(
SλZ,MZ(A|B)

)
,

where

MZ(A|B) = IndSn
SA|B

(
ZSA � sgnSB

)
,

SA =
r∏
i=1

SAi , SB =
s∏
j=1

SBj , SA|B = SASB,

giving us a subset Θ
A|B
RA|B

of HomZSn
(
SλZ,MZ(A|B)

)
.

Let g ∈ Sn, and let A′i = g−1(Ai), B
′
j = g−1(Bj) for all i = 1, . . . , r and j = 1, . . . , s. Then

{1, 2, . . . , n} =
r⋃
i=1

A′i∪
s⋃
j=1

B′j (disjoint union throughout), and it is straightforward to show that

RA′|B′ = RA|Bg, Θ
A′|B′
RA′|B′

= %g ◦ΘA|BRA|B
,

where %g is the natural ZSn-module isomorphism MZ(A|B)→MZ(A′|B′) defined by %g(x⊗1⊗
ε) = xg ⊗ 1⊗ ε for all x ∈ Sn.
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