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Abstract. An initial-boundary value problem for a model of stimulated Raman scattering
was considered in [Moskovchenko E.A., Kotlyarov V.P., J. Phys. A: Math. Theor. 43 (2010),
055205, 31 pages]. The authors showed that in the long-time range t → +∞ the x > 0,
t > 0 quarter plane is divided into 3 regions with qualitatively different asymptotic behavior
of the solution: a region of a finite amplitude plane wave, a modulated elliptic wave region
and a vanishing dispersive wave region. The asymptotics in the modulated elliptic region
was studied under an implicit assumption of the solvability of the corresponding Whitham
type equations. Here we establish the existence of these parameters, and thus justify the
results by Moskovchenko and Kotlyarov.
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1 Introduction and preliminary

In [17, 31, 32, 33, 34] the following problem was studied: consider the initial boundary value
(IBV) problem for the stimulated Raman scattering model

2iqt(x, t) = µ(x, t), µx(x, t) = 2iν(x, t)q(x, t),

νx(x, t) = i
(
q(x, t)µ(x, t)− µ(x, t)q(x, t)

)
, (1.1)

with the initial data

q(x, 0) = 0, x ∈ (0,+∞), (1.2)

and periodic boundary conditions

µ(0, t) = peiωt, ν(0, t) = l, (1.3)
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where l, p, ω are real constants, which satisfy

p2 + l2 = 1, −1 < l < 0, p > 0.

A reader who is interested in the physical meaning of this IBV problem can refer to [17].
In [32] the Riemann–Hilbert problem formalism for the IBV problem (1.1)–(1.3) (in more general
setting) was formulated, and in [33, 34] the long-time asymptotic analysis was done.

They obtained the following results, which we summarize in Theorems 1.1, 1.3, 1.5 (full
formulation of their result in the region ω2

0t < x < ω2t is too involved, and we give here
a shortened version (Theorem 1.3). An interested reader can find a full formulation in the
appendix (Theorem A.1)):

Theorem 1.1 (Kotlyarov–Mosckovchenko [34], a plane wave of finite amplitude). Let ω0 > 0
be defined by the formula

ω2
0 =

−8l3ω2

27− 18l2 − l4 + (9− l2)
√

(1− l2)(9− l2)
. (1.4)

Then in the region 0 < x < ω2
0t the solution of the IBV problem (1.1)–(1.3) for t→∞ takes the

form of a plane wave

q(x, t) =
−p
2ω

exp

[
iωt− i

l

ω
x− 2iφ(ξ)

]
+O

(
t−1/2

)
,

µ(x, t) = p exp

[
iωt− i

l

ω
x− 2iφ(ξ)

]
+O

(
t−1/2

)
,

ν(x, t) = 1 +O
(
t−1/2

)
.

Here

φ(ξ) =
1

2π

(∫ λ−(ξ)

−∞
+

∫ +∞

λ+(ξ)

)
logA2(k)dk

X(k)
,

where λ±(ξ) are defined in (2.6), and A(k), X(k) are defined in (2.2), (2.5).

Remark 1.2 (universality). It is claimed in [34] that the result of Theorem 1.1 is valid also for
a more general initial datum

q(x, 0) = u0(x),

with u0(x) → 0 sufficiently fast as x → +∞, under assumption of the absence of the discrete
spectrum of the corresponding Lax pair operator. Indeed, it is natural to expect that the case
of a general initial datum has the following main distinguishes with the case u0(x) = 0 (see for
instance the case of NLS equation [10, 11]):

• the spectral functions A(k), B(k) no longer have the explicit forms (2.2), but are con-
structed from the initial datum as in [32, Section 4, formula (31)].

• as a result, the function ρ(k) = B(k)
A(k) is not analytic in the complex plane, and hence an

additional step of its analytic approximation in the spirit of [15] must be added to the
series of transformations of the corresponding Riemann–Hilbert problem in [34];

• if one assumes sufficiently fast exponential decay of the initial datum q(x, 0) as x→ ±∞,
it is standard that the function ρ(k) can be extended analytically in a strip around the
contour Σ. In the latter case one can skip the step with analytic approximations;
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• the functions A(k), ρ(k) might have degenerate behavior in the vicinity of the edge
points E, E defined in (2.1);

• the discrete spectrum, i.e., zeros of A(k), might be present. Zeros of A(k) are not neces-
sarily simple, and correspond to solitons or breathers.

In the case when no discrete spectrum is present, the function ρ(k) admits an analytic continua-
tion in a vicinity of the contour Σ, and the behavior of A(k) is not degenerate in a vicinity of the
edge points, all the steps of the asymptotic analysis in [34] remain without changes and hence
Theorem 1.1 holds. We see that the parameters that determine the asymptotics are determined
only by the constants l, p, ω, and the actual form of the initial function u0(x) influences the
leading-order asymptotic terms only as a phase shift φ(ξ).

Theorem 1.3 (Kotlyarov–Moskovchenko [34], shortened formulation, a modulated elliptic wave
of finite amplitude). In the region ω2

0t < x < ω2t the solution of the IBV problem (1.1)–(1.3)
for t→∞ takes the form of a modulated elliptic wave

q(x, t) = 2i
Θ12(t, ξ;∞)

Θ11(t, ξ;∞)
exp

[
2itĝ∞(ξ)− 2iφ̂(ξ)

]
+O

(
t−1/2

)
,

ν(x, t) = −1 + 2
Θ11(t, ξ; 0)Θ22(t, ξ; 0)

Θ11(t, ξ;∞)Θ22(t, ξ;∞)
+O

(
t−1/2

)
,

µ(x, t) = 2i
Θ11(t, ξ; 0)Θ12(t, ξ; 0)

Θ2
11(t, ξ;∞)

exp
[
2itĝ(ξ)− 2iφ̂(ξ)

]
+O

(
t−1/2

)
.

Here ξ =
√

t
4x is a slow variable, and Θ11(t, ξ;∞), Θ12(t, ξ;∞), Θ22(t, ξ;∞), Θ11(t, ξ; 0),

Θ12(t, ξ; 0), Θ22(t, ξ; 0), ĝ∞(ξ), φ̂(ξ) are some functions given explicitly in terms of the initial
data.

Remark 1.4 (universality). It is claimed in [34] that the result of Theorems 1.3 and A.1 is
true also for more general initial data u0(x)→ 0 as x→ +∞ under assumption of the absence
of the discrete spectrum of the Lax pair operator. In the latter case all the Θ-functions are
determined by the parameters Bg, Bζ ∆ (see Theorem A.1). Further, the parameters Bg, Bζ
are fully determined solely by the constants p, l, ω, and do not require knowledge of the actual
form of the initial function. The only quantity that depends on the actual form of the initial
function u0(x) is ∆. This shows that the solution of the IBV problem behaves universally with
respect to the initial function.

Theorem 1.5 (Moscovchenko [31], vanishing (as t→∞) dispersive wave). In the region x > ω2t
the solution of the IBV problem (1.1)–(1.3) for t→∞ takes the form of a vanishing self-similar
wave

q(x, t) = 2

√
ξ3η(ξ)

t
exp

[
2i
√
xt− iη(ξ) log

√
xt+ iϕ(ξ)

]
+ 2

√
ξ3η(−ξ)

t
exp

[
−2i
√
xt+ iη(−ξ) log

√
xt+ iϕ(−ξ)

]
+O

(
t−1/2

)
,

where the quantity ξ and functions η(k), ϕ(k) are given as follows:

η(k) =
1

2π
log
(
1− ρ2(k)

)
, ξ =

√
t

4x
,

ϕ(k) =
π

4
− 3η(k) log 2− arg Γ(−iη(k)) +

1

π

∫ ξ

−ξ
log |s− k|d log(1− ρ2(s)).

Here Γ is the Euler gamma-function, ρ(k) = κ2(k)−1
κ2(k)+1

, and κ(k) is determined in (2.1).



4 R.R. Aydagulov and A.A. Minakov

Theorem 1.3 (Theorem A.1) was proved under an implicit assumption that the parameters of
the corresponding g-function exist in the specified region. However, this was not proved in [34].
The goal of this paper is to establish the existence of such parameters, and thus justify the
results in [34]. We establish this in Theorem 3.1, which is based on Lemma 3.3.

We assume that the points d(ξ), d(ξ) in equations (3.1) play the role of branch points of Rie-
mann surfaces in the Whitham modulation theory, and hence the equations (3.1) are Whitham
type equations (indeed, similar statement is valid in the case of the Korteweg–de Vries equa-
tion and other integrable equations (cf. [35]). We do not know any reference where the genus-1
solution of SRS was previously studied, or where SRS was previously studied by Whitham
theory).

There is a lot of bibliography devoted to the Whitham modulation theory approach to asymp-
totics of solutions of integrable equations, including cases with different finite-gap boundary
conditions as x → ±∞, see (see [1, 2, 3, 4, 5, 6, 7, 8, 12, 18, 19, 20, 35] and the bibliography
therein). Most of these results were devoted to initial-value problems associated with self-adjoint
Lax operators, but there are also a few results for problems associated with non-self-adjoint Lax
operators [7, 35]. We would like to mention that in our case the associated Lax operator is
also non-self-adjoint, which allows possible presence of breathers and solitons of multiple order,
and that the spectrum of the associated scattering problem Σ (defined in (2.4)) does not lie
on the real axis, which might indicate modulation instability (see [9, 24, 25, 26] where modula-
tion instability for other equations is considered. We do not know a paper where this issue is
considered for SRS).

In the Whitham modulation theory the question of unique solvability of Whitham equations
plays the central role and the main attention is devoted to analysis of complex Whitham defor-
mations of the corresponding Riemann surfaces. The evolution of the branch points is governed
by a transcendental system of equations, which is typically very hard to analyze, especially in
the case of non-self-adjoint Lax operators [35].

Recently a rigorous Riemann–Hilbert problem scheme was adjusted to the problems with
non-vanishing initial data. This was achieved by introduction of the so-called g-function surgery
approach. Equations for parameters of this g-function play role of Whitham equation in the
Whitham modulation theory. For step-like initial data, first results were obtained by Bucking-
ham, Venakides [13] and independently in Boutet de Monvel, Its, Kotlyarov [11] for nonlinear
Schrödinger equation (NLS). In [13] the construction of the corresponding g-function was done
with the help of Cauchy integrals, but the system of equations for parameters of this g-function
was too complicated to be analyzed. On the contrary, the approach in [11] employed the con-
struction of g-function in terms of Abelian integrals in the corresponding cut complex plane.
In this approach the existence of parameters for the corresponding g-function followed from
positiveness of a polynomial of two real variables of degree 2 in a given domain.

T. Claeys [14] studied the long-time asymptotics for the solution of the Korteweg–de Vries
equation with a particular choice of unbounded initial datum which grows as 3

√
−x for large x.

In this case the solvability of the corresponding Whitham type equations was established in [36].

Further the approach in [11] was extended to the modified Korteweg–de Vries equation
(MKdV) [21, 22, 23, 27, 28] (the degree of the corresponding polynomial was 2), and to Camassa–
Holm equation [29, 30]. The step-like problem for the Korteweg–de Vries equation [16] employs
the same g-function, as MKdV. Initial value problem for NLS with more general type of initial
function [10] also employed the same g-function, as in [11].

In this article we show, that the Whitham type equations for the parameters of the corre-
sponding g-function for the SRS model is reduced to prove positiveness of a polynomial of de-
gree 12 in a given domain. This approach also produces a nice elementary problem (Lemma 3.3),
which is however far from being trivial and can be offered to students in some mathematical
olympiads. An interested reader might try to solve it first before looking in the solution.
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The structure of the paper is the following: in Section 2 we recall the Riemann–Hilbert
problem formulation for the IBV problem (1.1)–(1.3) from [32, 34], and the definition of the cor-
responding phase g-functions, which are used in the asymptotic analysis of oscillatory Riemann–
Hilbert problems via the nonlinear steepest descent method. In Section 3 we prove our main
Theorem 3.1 and the underlying Lemma 3.3. It is remarkable that the values of α0 (3.5), x0 (3.6)
from Lemma 3.3 are given for free within the framework of the Riemann–Hilbert problem anal-
ysis via the g-function surgery approach.

2 Original Riemann–Hilbert problem and g-functions

It was shown in [31, 32, 33, 34] that the solution of the IBV problem (1.1)–(1.3) can be obtained
from the solution of the following Riemann–Hilbert problem:

Riemann–Hilbert Problem 2.1. Find a 2× 2 matrix-valued function M(x, t; k) that is sec-
tionally analytic in k ∈ C \ Σ and satisfies the following properties:

1) jumps: M− = M+J , where

J(x, t; k) =



(
1 ρ(k)e−2iθ̂(x,t;k)

−ρ(k)e2iθ̂(x,t;k) 1− ρ2(k)

)
, k ∈ R \ {0},(

1 0

f(k)e2iθ̂(x,t;k) 1

)
, k ∈ γ,(

1 f(k)e−2iθ̂(x,t;k)

0 1

)
, k ∈ γ̂,

2) end points behavior: M(x, t; k) is bounded in the vicinities of the points k = E, 0, E,

3) asymptotics: M(x, t; k) = I +O
(

1
k

)
, k →∞.

Here

θ̂(x, t; k) =
1

4k
t+ kx, κ(k) =

4

√
k − E
k − E

, E ≡ E1 + iE2 =
l + ip

2ω
, (2.1)

ρ(k) =
B(k)

A(k)
, B(k) =

1

2

(
κ(k)− 1

κ(k)

)
, A(k) =

1

2

(
κ(k) +

1

κ(k)

)
, (2.2)

f(k) = ρ−(k)− ρ+(k) =
i

A−(k)A+(k)
, (2.3)

and the contour (see Fig. 1)

Σ ≡ {k ∈ C| Im Ω(k) = 0} , where Ω(k) =
ω

2k

√
(k − E)(k − E), (2.4)

consists of the real line Im k = 0 and the circle arc γ ∪ γ, which is defined by equations [34](
k1 −

|E|2

2E1

)2

+ k2
2 =

(
|E|2

2E1

)2

, k2
1 + k2

2 ≥ |E|2, k1 = Re k, k2 = Im k.

The subarcs γ and γ are symmetric with respect to the real line and are divided by it. The
orientation of the contour Σ is as follows: from −∞ to +∞ and from E to E.
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|E|2
E1

−|E| 0 |E|

γ

γ

E

E

k

Figure 1. Contour Σ.

Lemma 2.2 ([34]). The Riemann–Hilbert Problem 2.1 has a unique solution and the solution
of the IBV problem (1.1)–(1.3) can be obtained from the solution of the Riemann–Hilbert Prob-
lem 2.1 in the following way:

q(x, t) := 2i lim
k→∞

kM(x, t; k)12 = 2i lim
k→∞

kM(x, t; k)21,

Q(x, t) =

(
ν(x, t) iµ(x, t)
−iµ(x, t) −ν(x, t)

)
:= −M(x, t; k = 0)σ3M

−1(x, t; k = 0).

Thus, to find asymptotics of the solution of the IBV problem it is enough to find an asymp-
totics of the solution of the Riemann–Hilbert problem. The authors in [31, 32, 33, 34] then
perform a series of transformations of this Riemann–Hilbert problem in the spirit of Deift–
Zhou steepest descent method in order to reduce the problem to some explicitly solvable model
problem and small-norm problems.

In turn, the crucial role in the asymptotic analysis of the Riemann–Hilbert Problem 2.1 is
played by the decomposition of the complex plane into regions where Im θ̂ ≷ 0. In the long time
asymptotics it is convenient to introduce a slow changing variable

ξ =

√
t

4x

and a regularized phase function

θ(k, ξ) =
1

4k
+

k

4ξ2
, so that θ̂(x, t; k) ≡ tθ(k, ξ).

For different values of ξ, depending on the mutual location of the lines Im θ(k, ξ) = 0 and
the contour Σ, V. Kotlyarov and A. Moscovchenko [34] introduced new phase functions g(k, ξ),
ĝ(k, ξ), that mimics some properties of θ, such as behavior as k → ∞ and k → 0, distribution
of signs of Im θ, but also have different properties on the arcs γ, γ.

The necessity of new functions g, ĝ appear when the curves Im θ = 0 start to intersect the
contour Σ of the original Riemann–Hilbert Problem 2.1. Below we briefly describe the properties
of θ, g, ĝ, and then prove the solvability of equations for parameters of ĝ.

2.1 Region x > ω2t (Zakharov–Manakov type region).
A self-similar vanishing (as t → ∞) wave

In this region the original phase function θ = 1
4k + k xt is appropriate in asymptotic analysis of

the corresponding Riemann–Hilbert Problem 2.1. Lines where Im θ = 0 are as follows [34] (see
Fig. 2):

Im θ(k) =
|k|2 − ξ2

4ξ2|k|2
Im k.
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γ

γ

+

−

+

−

+

−

k
+

−
0−ξ ξ

E

E

Figure 2. Distribution of signs of Im θ(k, ξ) for 0 < ξ < 1
2ω .

This function is appropriate in asymptotic analysis until the bold circle reaches end points
E, E of the arcs γ, γ. This happens when ξ = |E|, i.e., x = ω2t.

2.2 Region 0 < x < ω2
0t. A plane wave of finite amplitude

In this region the apropriate g-function surgery can be done with the help of the function

g(k) = g(k, ξ) = Ω(k) +
1

4ξ2
X(k) =

(
ω

2k
+

1

4ξ2

)
X(k),

where Ω(k) is determined in (2.4) and

X(k) =

√
(k − E)(k − E), Ω(k) = Ω(k) =

ω

2k

√
(k − E)(k − E). (2.5)

To analyze how the lines Im g = 0 behave, it is useful to look at the differential dg:1

dg(k) =
k3 − l

2ωk
2 + lξ2k − ξ2

2ω

4ξ2k2X(k)
dk =

(k − λ−)(k − λ)(k − λ+)

4ξ2k2X(k)
dk,

where the quantities λ− ≤ λ ≤ λ+ are subject to the following system of equations [34]:

λ+ λ− + λ+ =
l

2ω
, λ(λ− + λ+) + λ−λ+ = lξ2, λλ−λ+ =

ξ2

2ω
. (2.6)

Simple zeros of dg, i.e., λ−, λ, λ+, correspond to the points at which there are 4 emanating
rays Im g = const. Points at which dg ∼ (k − k0)−1/2, i.e., the points E, E, emanate just one
ray Im g = const. At the point of the second order pole, i.e., at the origin, there are infinitely
many lines Im g = const passing through. Lines with positive and negative value of const are
separated by the real line, at which the const is 0.

The system (2.6) was analyzed in [34, pp. 9–10], and it was shown that the real solution

λ− < λ < λ+

exists for ξ ∈ (ξ0,+∞), where ξ0 > 0 and

ξ2
0 =

27− 18l2 − l4 + (9− l2)
√

(1− l2)(9− l2)

−32l3ω2
, ξ0 > 0,

1There are several misprints in [34, p. 9] related to the definition of dg: in the formula that follows (21), in
the second formula in (22).
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k
λ− λ 0 λ+

γ

γ

E

E

+

−

−

+

−

+

+

−

Figure 3. Distribution of signs of Im g(k, ξ) for ξ > 1
2ω0

.

and at the boundary of the interval ξ = ξ0 we have

λ−(ξ0) = λ(ξ0) =
3 + l2 +

√
(1− l2)(9− l2)

8lω
< 0,

λ+(ξ0) =
3− l2 +

√
(1− l2)(9− l2)

−4lω
> 0. (2.7)

At the other boundary of the region, when ξ → +∞, we have

λ−(ξ)→ −∞, λ(ξ)→ 2

2lω
< 0, λ+(ξ)→ +∞.

Within the region ξ0 < ξ < +∞ we have

−ξ
√
−l < λ−(ξ) < λ(ξ) <

1

2lω
< 0 < ξ

√
−l < λ+(ξ) <

ξ√
−l
.

The qualitative picture of the distribution of signs of Im g(k, ξ) is plotted in Fig. 3. This
function is appropriate in the asymptotic analysis of the Riemann–Hilbert Problem 2.1 until the
points λ− and λ merge.

2.3 Region ω2
0t < x < ω2t. A modulated elliptic wave of finite amplitude

In this region the appropriate g-function surgery can be done with the help of the function

ĝ(k) = ĝ(k, ξ) =

∫ k

E
dĝ,

dĝ(k) =
(k − λ−(ξ))(k − λ+(ξ))

4ξ2k2

√
(k − d(ξ))(k − d(ξ))

(k − E)(k − E)
dk. (2.8)

A qualitative decomposition of the complex plane according to the distribution of signs of
Im ĝ(k, ξ) is plotted in Fig. 4. Following [34], denote the part of Im ĝ = 0, which connects E
and d, by γd, the part that connects d and λ− by γλ, and by γd, γλ the corresponding parts in
the lower half-plane Im k ≤ 0.

The defining properties for λ−(ξ), λ+(ξ), d(ξ) are:

1) dĝ(k)− dθ(k) = O
(

1
k2

)
, k →∞,

2) ĝ(k)− θ(k) = O(1), k → 0,

3)
∫ E
E dĝ = 0, where the integration path does not cross the curve γd ∪ γλ ∪ γλ ∪ γd.
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k

+

−

+

−

−

+

γ

γ

γλ

γλ

γd

γd

d

d

E

E

λ−
0 λ+

Figure 4. Distribution of signs of Im ĝ(k, ξ) for 1
2ω < ξ < 1

2ω0
.

The condition (3) is well-defined, i.e., the integral does not depend on the choice of contour
of integration, since by the condition (1) the residue at ∞ is 0.

(Let us notice that the first two of the above properties are also satisfied by g(k).)
With these properties function ĝ is analytic in C\(γd ∪ γλ ∪ γd ∪ γλ).
It was argued in [34] that under these three conditions the distribution of signs of Im ĝ indeed

will be as shown in Fig. 4. Indeed, the local structure of the lines Im ĝ = const can be analyzed
by the same reasoning as in Section 2.2. The only thing we need to do is to distinguish the lines
where the const = 0.

Since Re ĝ(k = E) = 0, in order to establish that Re ĝ
(
k = E

)
= 0 it suffices to notice that

• ĝ(k)− ĝ(E) ∈ R for k ∈ γd, ĝ(k)− ĝ
(
E
)
∈ R for k ∈ γd,

•
∫
γλ∪γλ

dĝ ∈ R, where the order of integration is from d to λ− and from λ− to d.

The first property is due to the local analysis of the lines Im ĝ = const. Regarding the second
property, let us mention, that the property∫ E

E
dĝ = 0 implies Im

∫
γλ

dĝ = 0.

Indeed, we have
∫
γd

dĝ± ∈ R, and in view of the symmetry dĝ(k) = dĝ(k), we have∫
γd

dĝ+ = −
∫
γd

dĝ+ ∈ R,
∫
γλ

dĝ = −
∫
γλ

dĝ,

and then from

0 =

∫ E

E
dĝ =

(∫
γd

dĝ+ +

∫
γd

dĝ+

)
+

(∫
γλ

dĝ +

∫
γλ

dĝ

)

=


∈R︷ ︸︸ ︷∫

γd

dĝ+−

∈R︷ ︸︸ ︷∫
γd

dĝ+


︸ ︷︷ ︸

∈iR

+

(∫
γλ

dĝ −
∫
γλ

dĝ

)

we get the required property

Im

∫
γλ

dĝ = 0, Im

∫
γλ

dĝ = 0.

The three properties (1) listed above are equivalent to the system (3.1), and we prove its
solvability in the next section.
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3 Proof of existence of parameters of g-function

Theorem 3.1. Let the constant E ≡ E1 + iE2, E1 < 0, E2 > 0 be as in (2.1), and the parame-
ter ξ be within the interval

(
ξ0 = 1

2ω0
, 1

2ω

)
, where ω0 > 0 is as in (1.4). Then the following

system of equations

λ− + λ+ = E1 − d1, λ−λ+ = −ξ2 |E|
|d|

,

2λ−λ+d1 + (λ− + λ+)|d|2 = −ξ2

(
E1

|E|
|d|+ d1

|d|
|E|
)
,∫ E

E
dĝ = 0, where dĝ =

(k − λ−)(k − λ+)

4ξ2k2

√
(k − d)(k − d)

(k − E)(k − E)
dk, (3.1)

for unknowns

λ− < λ+, d ≡ d1 + id2, d2 > 0,

determines uniquely the quantities λ±, d ≡ d1 + id2, d2 > 0 as functions of ξ.

Remark 3.2. In the limiting case when ξ = 1
2ω0

(the border with the region of the plane wave

asymptotics), we have λ− = d = d, and λ± are defined in (2.7).
In the other limiting case when ξ = 1

2ω (the border with the Zakharov–Manakov region) we
have d = E, λ+ = |E|, λ− = −|E|.

Proof. We have

E =
l + ip

2ω
, l < 0, l2 + p2 = 1, ω > 0.

Then the first two equations give us that λ± are the roots of the equation

λ2
± − (E1 − r cosϕ)λ± −

ξ2

2rω
= 0,

and since −ξ
2

2rω < 0, this quadratic equation always have two distinct real solutions λ− < 0 < λ+.
Now the problem is reduced to that of finding d1, |d|. Denote

d =: r(cosϕ+ i sinϕ).

The third condition takes the form

−ξ
2 cosϕ

ω
+

(
l

2ω
− r cosϕ

)
r2 = −ξ2

(
lr +

cosϕ

2ω

)
⇔

cosϕ

(
−ξ

2

ω
− r3 +

ξ2

2ω

)
=
−r2l

2ω
− ξ2lr ⇔ cosϕ

(
− ξ

2

2ω
− r3

)
=
−r2l

2ω
− ξ2lr ⇔

cosϕ =
r2l
2ω + ξ2lr
ξ2

2ω + r3
. (3.2)

Hence, now the problem is reduced to that of finding r. However, afterwards we will need to
check that the module of the r.h.s. in (3.2) is less or equal than 1.

We have the connection between r and ξ:

F (r, ξ) ≡
∫ E

E

(k − λ−)(k − λ+)

4ξ2k2

√
(k − d)(k − d)

(k − E)(k − E)
dk = 0.
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The l.h.s. is indeed a function only of ξ, r, as was shown previously:

F (r, ξ) =

∫ E

E

k2 −
(
l

2ω − r cosϕ
)
k − ξ2

2rω

4ξ2k2

√
(k − r cosϕ)2 + r2(1− cos2 ϕ)

(k − E)(k − E)
dk = 0,

where cosϕ = (cosϕ)(r) is defined in (3.2).
Let us differentiate F (r, ξ) with respect to r:

Fr(r, ξ) =
1

4|E|2r2ξ2
(
r3 + |E|ξ2

)3
×
∫ E

E

1√
(k − E)(k − E) ((k − r cosϕ)2 + r2(1− cos2 ϕ))

dk

×
(
|E|6ξ8 +

(
4|E|5r3 + 2E2

1 |E|3r3 − 6E2
1 |E|r5

)
ξ6 +

(
3E2

1 |E|4r4 − 14E2
1 |E|2r6

+ 6|E|4r6 + 3E2
1r

8
)
ξ4 +

(
−6E2

1 |E|3r7 + 4|E|3r9 + 2E2
1 |E|r9

)
ξ2 + |E|2r12

)
.

We see that vanishing or nonvanishing of Fr depends only on the third multiplier. Let us
divide there by |E|14 and make the change of variables

α =
ξ2

|E|2
= (2ω)2ξ2, x =

r

|E|
= 2ωr, β =

E2
1

|E|2
= l2 ∈ (0, 1), (3.3)

then it becomes

α4 +
(
4x3 + 2βx3 − 6βx5

)
α3 +

(
3βx4 + 6x6 − 14βx6 + 3βx8

)
α2

+
(
−6βx7 + 4x9 + 2βx9

)
α+ x12.

In Lemma 3.3 we prove that the above expression is nonzero for all x > 1, 1 < α < α0.
Hence, equation F (r, ξ) uniquely determines r as a function of ξ for all 1

2ω < ξ < ξ0 = 1
2ω0

.
Now it remains only to check that the module of the r.h.s. in (3.2) is less or equal than 1. In

terms of parameters x, α, β (3.3) formula (3.2) becomes

cosϕ =
−
√
β
(
x2 + xα

)
x3 + α

.

Hence, we need to check that for all x > 1, α > 1 we have√
β
(
x2 + αx

)
≤ x3 + α, i.e., α

(√
βx− 1

)
≤ x2(x− β).

The above inequality is obviously satisfied for 1 ≤ x ≤ 1√
β

. For x > 1√
β

it becomes

α ≤
x2
(
x−
√
β
)

x
√
β − 1

.

Let us find the minimum of the function in the r.h.s. of the above formula. The point at which
the minimum is attained is among zeros of

x2 − β + 3

2
√
β
x+ 1 = 0,

i.e.,

xmin =
3 + β +

√
(1− β)(9− β)

4
√
β

,
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and hence

αmax := min
1√
β
<x

x2
(
x−
√
β
)

√
βx− 1

=
x3

min −
√
βxmin√

βx− 1
=

27− 18β − β2 + (9− β)
√

(1− β)(9− β)

8β
√
β

.

Let us notice that xmin and αmax coincide with x0 (3.6), α0 (3.5) from Lemma 3.3. This finishes
the proof of the theorem. �

Lemma 3.3. Let β ∈ (0, 1). Consider the set (see Fig. 5a)

M = {(x, α) : x > 1, α > 1, P (x, α) ≤ 0}, (3.4)

where

P (x, α) ≡ α4 +
(
4x3 + 2βx3 − 6βx5

)
α3 +

(
3βx4 + 6x6 − 14βx6 + 3βx8

)
α2

+
(
−6βx7 + 4x9 + 2βx9

)
α+ x12.

Prove that

min
(x,α)∈M

α = α0, α0 =
27− 18β − β2 + (9− β)

√
(1− β)(9− β)

8β
√
β

, (3.5)

and the minimum is attained at a single point (x0, α0) ∈M , where

x0 =
3 + β +

√
(1− β)(9− β)

4
√
β

. (3.6)

Proof. Let us transform the inequality in (3.4) P (x, α) ≤ 0 in the following way: divide both
sides by x12, and denote

z =
α

x3
, w = z +

1

z
, (3.7)

then the inequality P (x, α) ≤ 0 can be rewritten in the following equivalent form

z4 +
(
4 + 2β − 6βx2

)
z3 +

(
3β

x2
+ 6− 14β + 3βx2

)
z2 +

(
−6β

x2
+ 4 + 2β

)
z + 1 ≤ 0. (3.8)

In the latter inequality (3.8) we multiply both sides by x2, divide by z2 and then rearrange the
terms to obtain a bi-quadratic expression in x2:

3β(1− 2z)x4 +
(
w2 + (4 + 2β)w + (4− 14β)

)
x2 + 3β

(
1− 2

z

)
≤ 0. (3.9)

Now, for (x, α) ∈ M the quantity z = α
x3

can not be equal to 1
2 . Indeed, for z = 1

2 (3.9)
becomes

x2 ≤ β
9
4 − β

<
4

5
< 1,

which contradicts the condition of (x, α) ∈M .
The roots of the above bi-quadratic expression in (3.9) are given by the formulas

x2
± =

p±
√
p2 + 36β2(2w − 5)

6β(2z − 1)
, p := (w + 2)2 + 2β(w + 2)− 18β, (3.10)
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(a) Set M (3.4) (b) Set M1 (3.12)

1 x0 x
1
2

z1,+ z

1

α0

α

1

α0

α

Figure 5. Sets M and M1.

where the index + corresponds to the value of the root with “+”, and the index − corresponds
to “−”.

Let us notice, that since w ≥ 2, then

p = (w + 2)2 + 2β(w − 7) ≥ 16− 10β > 0,(
(w + 2)2 + 2β(w − 7)

)2
+ 36β2(2w − 5) ≥ (16− 10β)2 − 36β2 = 64(1− β)(4− β) > 0,

and hence both roots x2
+, x2

− in (3.10) are always real. By (3.7), z can take values in (0,+∞)
when (x, α) ∈M . Now we need to consider three cases:

1. If 0 < z < 1
2 . In this case w > 5

2 , and hence x2
+ < 0, and x2

− > 0. Let us check that
x2
− < 1. Indeed,

2w − 5 =
(2z − 1)(z − 2)

z
, (3.11)

and hence√
p2 + 36β2(2w − 5) < p+ 6β(1− 2z)

is equivalent in our case to the obvious inequality

β(1− 2z)(w + 2)(w + 2− 4β) > 0.

Hence, the set described by inequality (3.9), which reads in this case as

x2
+ ≤ x2 ≤ x2

− < 1,

does not intersect with the set M (3.4).

2. If z ≥ 2. In this situation w ≥ 5
2 , and hence x2

− ≤ 0, x2
+ > 0, hence for x > 1 (3.9) reads

as

x2 ≥ x2
+.

3. If 1
2 < z < 2. In this situation 2 ≤ w < 5

2 , hence x2
+ > x2

− > 0. Let us check that x2
− < 1.

Indeed,√
p2 − 36β2(5− 2w) > p− 6β(2z − 1)

provided that

β(2z − 1)(w + 2)(w + 2− 4β) > 0,

and the latter is obviously true. Hence, like in the previous case, (3.9) reads as

x2 ≥ x2
+.
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Also, for z > 1
2 we have x2

+ > 1. Indeed,√
p2 + 36β2(2w − 5) > −p+ 6β(2z − 1)

provided that

β(2z − 1)(w + 2)(w + 2− 4β) > 0,

which is an obvious inequality.
Summing up, under conditions x > 1, α > 1, inequality (3.9), which describes the set M , is

equivalent to the inequality

x2 ≥ x2
+ = x2

+(z),

with x2
+ determined in (3.10), (3.7).

Hence, in variables (z, α) the set M can be described as follows (see Fig. 5b):

M1 =

{
(z, α) : z >

1

2
, α > 1, α ≥ z

(
x2

+(z)
)3/2}

, (3.12)

and the map

(z, α) 7→
(
x =

(α
z

) 1
3
, α

)
is a bijection between sets M1 and M . As a byproduct, we see that the set M is not empty,
which is not quite clear from the representation (3.4).

Further, the condition α > 1 in (3.12) is reduntant, and the set M1 can be written as

M1 =

{
(z, α) : z >

1

2
, α ≥ z

(
x2

+(z)
)3/2}

. (3.13)

Indeed, since z(x+(z))3/2 > 1 for z → 1
2 + 0 and for z → +∞, otherwise we would have

a point (z, α = 1) ∈M1, and hence a point (x, α = 1) ∈M . Then, for some x > 1

P (x, α = 1) ≤ 0,

and dividing the latter inequality by x6 and making the change of variable u = x+ 1
x , we would

obtain

u6 − 6u4 + 2(β + 2)u3 + 3(β + 3)u2 − 12(β + 1)u+ 4− 20β ≤ 0,

or, equivalently,

(u+ 2)2
(
(u− 1)4 + β(2u− 5)

)
≤ 0,

which can not hold since u ≥ 2 and β ∈ (0, 1).

Now, to find min
(x,α)∈M

α it is enough to find min
z> 1

2

z
(
x2

+(z)
)3/2

. However, the latter problem is

itself quite involved. Instead, we notice that the representation (3.13) of the set M1 implies that
its boundary

∂M1 =

{
(z, α) : z >

1

2
, α = z

(
x2

+(z)
)3/2}
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is (C∞) smooth, and hence the same is true for the boundary of the set M . Hence, all the points
(x, α) at which the minimum min

(x,α)∈M
α is attained are among the solution set of the system

P (x, α) = 0, Px(x, α) = 0.

Equation Px(x, α) = 0 for x > 1 is equivalent to (we divide it by x11 and keep the notations (3.7))

(
2 + β − 5βx2

)
z3 +

(
6β

x2
+ 6− 14β + 4βx2

)
z2 +

(
−7β

x2
+ 6 + 3β

)
α+ 2 = 0,

or, rearranging it in order to get a biquadratic trinomial in x2,

x2β(−5z + 4) +

(
(2 + β)z + 6− 14β +

3(2 + β)

z
+

2

z2

)
+
β
(
2− 7

z

)
x2

= 0. (3.14)

On the other hand, equation P (x, α) = 0 for x > 1 is equivalent, as have been shown previously,
to

x2 = x2
+ =

p+
√
p2 + 36β2(2w − 5)

6β(2z − 1)
(3.15)

with z > 1
2 and z, w defined in (3.7) and p defined in (3.10). It is straightforward to check that

z = 2 is not a solution to (3.15) for β ∈ (0, 1). Hence, using (3.11), we can rewrite (3.15) as

1

x2
=
z
(
p−

√
p2 + 36β2(2w − 5)

)
6β(2− z)

. (3.16)

Now we substitute the expressions for x2, x−2 from (3.15), (3.16) into (3.14). Rearranging and
collecting terms containing

√
p2 + 36β2(2w − 5), we obtain√

p2 + 36β2(2w − 5)(z + 1)2 + 3p
(
3z2 − 10z + 5

)
6(2z − 1)(z − 2)

= (2 + β)

(
z +

3

z

)
+ 6− 14β +

2

z2
.

Multiplying by the denominator and transferring terms not containing
√
p2 + 36β2(2w − 5) to

one side, substituting the expression for p (3.10), and extracting then terms (z + 1)2, we obtain

√
p2 + 36β2(2w − 5) =

3
(
1− z2

)
(3w − 2(6− β))

z
. (3.17)

Further,

p2 + 36β2(2w − 5) = (w + 2)2
(
w2 + 4w(1 + β) + 4

(
1− 7β + β2

))
, (3.18)

and substituting (3.18) into (3.17), we obtain√
w2 + 4w(1 + β) + 4

(
1− 7β + β2

)
=

3(1− z)(3w − 2(6− β))

(1 + z)
. (3.19)

Squaring and subtracting, we obtain extra roots corresponding to negative values of the r.h.s.
of (3.19), which then need to be eliminated. We obtain

(z − 2)
(
z − 1

2

)(
10
(
z4 + 1

)
+
(
z3 + z

)
(−77 + 13β) + 2z2

(
75− 23β + 2β2

))
z2

= 0,
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or, dividing by nonzero term
(
z − 1

2

)
(z − 2),

10
(
w2 − 2

)
+ w(−77 + 13β) + 2

(
75− 23β + 2β2

)
= 0,

from where we get two values for w:

w1 =
5− β

2
, or w2 =

2(13− 2β)

5
,

each of them in turn produces two values for z in view of (3.7),

z1,± =
5− β ±

√
(1− β)(9− β)

4
, z2,± =

13− 2β ± 2
√

(9− β)(4− β)

5
. (3.20)

Substituting w1,2 into the r.h.s. of (3.19), we see that

3w1 − 2(6− β) < 0, and 3w2 − 2(6− β) > 0,

hence for w1 we need to choose z1,+ > 1, while for w2 we need to choose z2,− ∈ (0, 1). However,
z2,− <

1
2 , as can be checked straightforwardly, and we have proven that z > 1

2 for (x, α) ∈ M .
Hence, we are left with the only root z1,+ (3.20), and by (3.15) we find after some computations
that

p =
−3

4

(
β2 + 18β − 27

)
, p2 + 36β2(2w − 5) =

9

16
(9− β)3(1− β),

x2 =

(
β + 3 +

√
(1− β)(9− β)

4
√
β

)2

,

and

α = zx3 =
27− 18β − β2 + (9− β)

√
(1− β)(9− β)

8β
√
β

.

We don’t need to make an extra check that x0 > 1, α0 > 1 (though it is straightforward), since
this follows from the previous considerations. This finishes the proof of the lemma. �

A Appendix

Theorem A.1 (Kotlyarov–Moskovchenko [34], full formulation). In the region ω2
0t < x < ω2t

the solution of the IBV problem (1.1)–(1.3) for t → ∞ takes the form of a modulated elliptic
wave

q(x, t) = 2i
Θ12(t, ξ;∞)

Θ11(t, ξ;∞)
exp

[
2itĝ∞(ξ)− 2iφ̂(ξ)

]
+O

(
t−1/2

)
,

ν(x, t) = −1 + 2
Θ11(t, ξ; 0)Θ22(t, ξ; 0)

Θ11(t, ξ;∞)Θ22(t, ξ;∞)
+O

(
t−1/2

)
,

µ(x, t) = 2i
Θ11(t, ξ; 0)Θ12(t, ξ; 0)

Θ2
11(t, ξ;∞)

exp
[
2itĝ(ξ)− 2iφ̂(ξ)

]
+O

(
t−1/2

)
,

where

ĝ∞(ξ) = lim
k→∞

(
ĝ(k, ξ)− θ(k, ξ)

)
=

1

2

(∫ ∞
E

+

∫ ∞
E

)[
dĝ(s, ξ)− 1

4ξ2

]
dk − l

8ωξ2
,
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and ĝ is defined in (2.8), (3.1). The phase shift φ̂(ξ) is defined by

φ̂(ξ) =
1

2π

∫
γd∪γd

(k − e1 − ζ∞) log
[
h(k)δ−2(k, ξ)

] dk

w+(k, ξ)
,

where e1 = Re(E + d(ξ)), and ζ∞(ξ) are uniquely determined from the condition that∫ k

E

z2 − e1(ξ)z + e0(ξ)

w(z)
dz = k + ζ∞(ξ) +O

(
k−1

)
, k →∞,

and

δ(k, ξ) = exp

{
1

2πi

∫ λ+(ξ)

λ−(ξ)

log
(
1− ρ2(s)

)
ds

s− k

}
, k ∈ C \ [λ−(ξ), λ+(ξ)],

h(k) =

{
−if(k), k ∈ γd,
if−1(k), k ∈ γd,

where f , ρ are defined in (2.2), (2.3). Further,

Θ11(t, ξ; k) =
1

2

(
κ̃(k) +

1

κ̃(k)

) θ3

[
U(k)− U(E0)− τ

2 −
tBg+Bζ∆

2π

]
θ3

[
U(k)− U(E0)− 1

2 −
τ
2

] ,

Θ12(t, ξ; k) =
1

2

(
κ̃(k)− 1

κ̃(k)

) θ3

[
U(k) + U(E0) + τ

2 +
tBg+Bζ∆

2π

]
θ3

[
U(k) + U(E0) + 1

2 + τ
2

] ,

Θ21(t, ξ; k) =
1

2

(
κ̃(k)− 1

κ̃(k)

) θ3

[
U(k) + U(E0) + τ

2 −
tBg+Bζ∆

2π

]
θ3

[
U(k) + U(E0) + 1

2 + τ
2

] ,

Θ22(t, ξ; k) =
1

2

(
κ̃(k) +

1

κ̃(k)

) θ3

[
U(k)− U(E0)− τ

2 +
tBg+Bζ∆

2π

]
θ3

[
U(k)− U(E0)− 1

2 −
τ
2

] ,

where

U(k) =

(
2

∫ d

d

dz

w(z)

)−1 ∫ k

E

dz

w(z)
, τ =

(∫ d

d

dz

w(z)

)−1 ∫ d

E

dz

w(z)
,

E0 =
E1d2 + E2d1

E2 + d2
, κ̃(k) =

(
(k − E)(k − d(ξ))

(k − E)(k − d(ξ))

)1/4

,

θ3(z) =
∑
m∈Z

eπiτm2+2πimz, Bg =
1

2

[∫ d

E
+

∫ d

E

]
dĝ(z, ξ) ∈ R,

∆ =
1

2π

∫
γd+γd

log
[
h(s)δ−2(s, ξ)

]
w+(s, ξ)

∈ R, Bζ = 2

∫ d

E

(
z2 − e1z + e0

)
dz

w(z)
∈ R.
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