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In this paper we give an account of developments and applications of an indirect method to
solve several BVPs proposed for the first time by one of the authors in 1988. In particular
we describe some recent results obtained applying such a method in the theory of Cosserat
continuum.
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1. Introduction

The boundary integral methods provide a powerful tool for studying boundary
value problems for partial differential equations. In this paper we describe an in-
direct approach proposed for the first time in [1] for the Dirichlet problem for
Laplace equation and, subsequently, generalized to different BVPs for other PDEs
(see [2-8, 18-21]). This method hinges on the theory of reducible operators and on
the theory of differential forms. Differently from other methods (see, e.g. [14], [17,
Ch. 4]), it does not require the use of pseudo-differential operators nor the use of
hypersingular integrals. After explaining the method (Section 2) and its general-
izations (Section 3), in Section 4 we focus attention on the four basic BVPs related
to the theory of Cosserat.

2. The method

Throughout this paper Q@ C R™, n > 2, is a bounded simply connected domain (i.e.
R™ \ Q is connected) such that its boundary ¥ = 92 is a Lyapunov hypersurface
(i.e. ¥ has a uniformly Holder continuous normal field of some exponent [ € (0, 1]);
v(z) = (vi(x),...,vp(z)) denotes the outwards unit normal vector at the point
r=(21,...,2p) € X.

In the sequel p indicates a real number such that p €]1, +oo[. The symbol L% ()
stands for the space of the differential formsb of degree k defined on ¥ whose
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components belong to LP(X) in a coordinate system of class C' and then in every
coordinate system of class C1. By W!P(%) we denote the usual Sobolev space.

In order to illustrate the method we consider the Dirichlet and the Neumann
problems for the n-dimensional laplacian in 2:

{Au: , in €,

u =g, on X,

@ = f, on . 2)

{Au:O, in Q,
ov

Concerning the Dirichlet problem, the classical indirect method of Fredholm
seeks the solution of (1) in terms of a double layer potential

u(z) = /2 @<y>8iys<y — )doy, (3)

s being the fundamental solution of the Laplace equation:

1

2—ln\x|, n=2,
s(z) =4 " 1 .

— |z, n>2

(2—n)c,

(¢, is the hypersurface measure of the unit sphere in R™).
Looking for the solution of (1) in the form of a simple layer potential

u(z) = /Z o()s(y — z)doy, (4)

an integral equation of the first kind arises

/E o(W)s(y — x)doy = g(z), zEX. (5)

In the case n = 2, Muskhelishvili [23, p. 184] gave a method for solving (5). The
idea is that, differentiating both sides of (5) with respect to the arc lenght s, one
is led to a singular integral equation.

As Muskhelishvili’s method is based on the theory of holomorphic functions of
one complex variable, it is not readily extendable to higher dimensions. However,
in [1] it was generalized to the case of m variables. The main idea consists in
replacing holomorphic functions by conjugate differential forms and the derivative
with respect to the arc length s by the exterior differential operator d.

Namely, let us assume g € WHP(X), 1 < p < co. Applying d to both sides of (5)
and observing that it is possible to differentiate under the integral sign (see [1]),
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we obtain the following singular integral equation

/E o) ls(y — 2))do, = dg(z),  wE . (6)

Note that, if n > 3, the space in which we look for the solution of (6) and the space
in which the datum is given are different: the unknown is a scalar function while
the datum is a differential form of degree one.

The singular integral on the left-hand side of (6) can be viewed as a linear and
continuous operator S : LP(X) — L(X). In [1] it is shown that S can be reduced
on the left) by the following reducing operator S’ : L¥(X) — LP(X)

S'0a) = 5 [ 6@ A ddsialy—a), e, @
where si(y —2) =3 o o, Sy — x)dx?t ... daledy’r ... dy’* is the double k-form
introduced by Hodge and the symbol X has the following meaning: if wis a (n—1)-

form on ¥ and w = wydo, then ;w = wy.
We have

1
S'Sp = -+ K2, (8)

where K is the compact operator

Ko(x) = /Egp(y)aixs(y —x)doy, x € X.

This implies that there exists a solution of (6) if, and only if, the compatibility
conditions

/dg/\hzO )
by

are satisfied for any h € LI ,() (q = Z%) such that S*h = 0, S* being the
adjoint of S. Moreover S*h = 0 if, and only if, h is a weakly closed form (][I,

pp-189-190]). Therefore the compatibility conditions (9) hold and hence there exists
a solution ¢ € LP(X) of (6). Then one can show the following result.

Theorem 2.1: Given g € WYP(X), the Dirichlet problem (1) has a unique
solution representable by means of a simple layer potential (4) with density ¢ €
LP(Y).

Remark 1: The left reduction (8) is not an equivalent reduction?). However, we
still have a kind of equivalence. Indeed in [5] is remarked that, under the assumption
that N(S'S) = N(S), if 8 is such that the equation Sa = S is solvable, then

DWe say that S : B — B (B, B being Banach spaces) can be reduced on the left if there exists a continuous
linear operator S’ : B — B such that S’S is a Fredholm operator (see, e.g., [11, 22]).

2)A left reduction is said to be equivalent if N(S’) = {0}, where N(S") denotes the kernel of S’ (see, e.g., [22,
p-19-20]). This means that Sa = § if, and only if, S’Sa = 5’3.
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this equation is equivalent to S’Sa = S’S. Since N(5'S) = N(S) and S¢ = dg
admits always a solution, we deduce the equivalence between (6) and the Fredholm
equation S'Sp = S’'(dg).

Let now f € LP(X) (1 < p < 00) with [, fdo = 0. As a consequence of Theorem
2.1 one can obtain the solution of the Neumann problem (2) by means of a double
layer potential (3) with density belonging to W1P(%) (see [5]).

The key to obtaining this result is the following formula, which was proved during
the proof of [1, Theorem I, p.186]. For the reader convenience, we give it here with
a direct proof.

Proposition 2.2: For any ¢ € WHP(X), we have

ai </z ),

s(x — z)dax> do, = dz/ du(z) A sp—2(z — 2), z € 3. (10)
31130 »

Proof: Letting

U(z) = /Edu(x) A sp—o(x —2), V(2) = /Eu(x) ANdy[sn—1(x —2)], z¢3,
we have that
dU(z) = 6V (2), z¢ X (11)

(6 denotes the codifferential operator). Indeed, keeping in mind (0,d, +d,.04) sk (y —
x) =0 and 0,5541(y — x) = dysi(y — ) for x # y, we obtain

dU(z) = — /2 u(z) A dydg[sn—2(x — 2)] = — /2 u(z) ANdy0z[sn—1(x — 2)] =
= /Eu(x) A6zdy[sn—1(x — 2)] = 6V (2), z ¢ X,

On the other hand,

n

o~

d:[sp—1(x —2)] =d, s(x—2)dzy...5.. . dzpdey ... .. de, | =

j=1
n 9 » _
j=1 7%
B 95 5@ = 2vi(@)owdar .. dzn = — s(x — z)dogdzy ... dz, z€QxEX,
Jj=1 0z Ovy
and thus

0
Vi(z) =— /2 u(x) 8V$S(x — 2)dogdzy .. .dzy,.
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Moreover, setting V(z) = Vy(z)dz1 ... dz,, we have

3V (2) = ()" adaV (2) = —xdVp(2) = — > (1) ai Vo(2)dzy...5...dzp
J

7j=1
and then the restriction on ¥ of the form §V is given by

0
ov,

Vo(z) do, z €X. (12)

Considering the restriction on ¥ of (11), keeping in mind (12) and the fact that
the restriction on ¥ of the left hand side of (11) is dU, we get (10). O

Thanks to (10), by imposing the Neumann boundary condition we obtain

dw/ d(y) A sp—a(y — x) = f(x)dog, x € X. (13)
)

Taking into account definition (7) of S’, the integral equation (13) can be written
as S’(dy)) = f. On the other hand, since ¢ € WP(X), we can represent it as a
simple layer potential (see Theorem 2.1). If we denote by ¢ its density, we can
write (see ( ) S'(dy) = §'Sp = —2p + K%p. In this way we get the Fredholm
equation —f<p+ K?p = f. In[5, p. 29] it is proved that this equation always admits
the solution.

3. Applications and generalizations

The method described in the previous section has been applied to different BVPs
related to several PDEs.

Specifically, the method has been generalized to the Dirichlet ([5]) and the trac-
tion problem ([19]) for the Lamé system, to the Dirichlet ([5]) and the traction
problem ([19]) for the Stokes system, to the four basic BVPs of the theory of ther-
moelastic pseudo-oscillations for an isotropic elastic body ([18]), to the four basic
BVPs of the Cosserat theory of elasticity ([2, 3]) and to the two basic BVPs of the
linear theory of viscoelasticity for Kelvin-Voigt materials with voids ([4]). All these
problems have been considered in a bounded simply connected domain of R3. In
Section 4 we shall describe with more details the results concerning the Cosserat
theory.

This method has been applied also in multiply connected domains. We recall
that an (m + 1)-connected domain D of R” (n > 2) is a domain of the form
D = Dy~ U;”zl Dj, where Dj (j = 0,...,m) are m + 1 bounded domains of
R" with connected boundaries S; € CH! (I € (0,1]) and such that D; C Dy and
5j NDy, =0, j,k=1,...,m, j # k. In particular, we have considered the Dirichlet
and the Neumann problems for the Laplace equation ([7]), the Dirichlet and the
traction problems for the Lamé system ([6]) and the Dirichlet problem for the
Stokes system ([8]).

We observe that the case n = 2 requires some additional remarks. It is well
known that there are some domains in which not every harmonic function can
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be represented by means of a harmonic simple layer potential; we say that the
boundary of such domains is exceptional. For instance, on the unit disk we have

/ log |y — x|dsy = 0, lz| < 1.
ly|=1

Similar domains occur also in planar elasticity (see [6, Lemma 4.3]) and bidimen-
sional Stokes system (see [8, Lemma 1]). Exceptional domains are usually avoided
by scaling up (see, e.g., [15, 23]). Such domains do not appear in higher dimensions.

Also for (m + 1)-connected domains there are particular boundaries for which
the solution of the Dirichlet problem (1) cannot be represented by a simple layer
potential. Such particular cases occur if, and only if, the exterior boundary Sy
(considered as the boundary of the simply connected domain Dy) is exceptional.
In the case of the Laplace equation this statement is contained in the next theorem
([7, Theorem 3.1]).

Theorem 3.1: Let D C R? be an (m + 1)-connected domain. The following
conditions are equivalent:

(i) there exists a Holder continuous function ¢ # 0 such that

/ o(y)log |y — x|ds, =0, Vel
S

(ii) a non zero constant cannot be represented by a simple layer potential;
(iii) Sy is exceptional;
(i) if vo,...,om are linearly independent functions of

0
P={ver®): [t tosly—slds, =0 }
S Sg
and
/g¢j(y)10g|y—x|dsy=6jk, reSy, g k=0,1,...,m,

we have det{cji};r=01,..m = 0;
(v) for every ¢ € P the simple layer potential with density ¢ vanishes on Sy:

/ o(y)logly —x|dsy, =0,  x € Sp.
S

Similar results occur also in the theory of elastostatic (see [6, Section 4]) and in
the theory of incompressible fluid flow (see [8, Section 4]).
Consider now the Neumann problem for the Laplace equation

ou (14)

Au =0, in D,
on S,

$:f7
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where f € LP(S) satisfies the compatibility condition

/5de =0. (15)

Generally speaking, a solution of (14) cannot be represented by a double layer
potential. In fact, we have ([7, Theorem 5.2])

Theorem 3.2: Given f € LP(S), a solution of the Neumann problem (14) can
be represented by means of a double layer potential if and only if,

/fdazO, 7=0,1,...,m.
S;

The solution is uniquely determined up to an additive constant.

If f satisfies the only condition (15), we have to modify the integral representation
of the solution (see [7, Theorem 5.4]):

Theorem 3.3: Given f € LP(S) satisfying (15), the Neumann problem (14)
admits a solution given by

o) 1
uw) = [ o), -s(y ~ 2oy - Y15 [, swio [ sty w<p,

where ¢ € WIP(S) and |S;| is the measure of S;, j =1,...,m.
The solution is uniquely determined up to an additive constant.

Similar theorems hold for the traction problem for the Lamé system (see [6,
Section 6]).

4. Cosserat linear theory

The couple-stress or Cosserat theory of elasticity has emerged from the work of
the brothers Frangois and Eugene Cosserat at the turn of the last century [9]. In
the theory of classical elasticity, a material point has only three degrees of freedom
corresponding to its position in the Euclidean space. In the Cosserat theory there
are three additional independent degrees of freedom, related to the rotation of
each particle. The theory of Cosserat continuum is involved in different branches of
applied sciences like, for instance, elasto-plasticity, civil engineering, geo-mechanics,
micropolar fluid flow and bio-mechanics.

The main boundary value problems of the Cosserat theory are four. These prob-
lems have been studied by means of the potential theory (see, e.g., [10, 16], [24-26]
and the reference therein for the first and second problems in plane, anti-plane
deformations and in the bending of plates); in particular the representability of the
solution of the first and the second boundary value problem have been obtained by
means of a double layer potential and a simple layer potential, respectively. In this
section we show how to apply the method explained in Section 2 to the four basic
problems, obtaining in this way integral representations for the solution different
from the ones contained in [16].
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4.1. Notations and preliminaries

Given the set of constants A, i, a, €, v, 8 satisfying the conditions
a, B, u,v>0; 3A+2u>0; 3e+2v>0,
the homogeneous static equation of a Cosserat continuum has the form [16, p. 50]

{(,u—l—a)Au—l—()mLu—a)grad divu 4+ 2arot w = 0, in Q, (16)

(v+ B8)Aw + (e + v — B) grad divw + 2arot u — 4aw =0, in Q,

where u = (u1,ug,us) is the displacement vector, w = (w1, w2,ws) is the rotation
vector and  is a bounded simply connected domain of R? with Lyapunov boundary
Y of exponent [ € (0, 1]. It is convenient to write the basic equations (16) in a matrix
form:

MU =0, (17)

where U = (u,w)’ is a six-components column vector; M is the following block-

matrix
M M?
= (3 b
whose entries are (3 x 3)-matrices of differential operators given by

82

Gmi axj ’

MY = (n+ )0 A+ A+ p— o)

3
0
2 3 E
k=1

82
axiﬁmj

M5 = 6i5[(v+ B)A — da] + (e + v — B)

for 4,7 = 1,2,3 (6x; and 0, denote the Kronecker delta and the Levi-Civita
symbol, respectively).

We recall that the block-matrix of the fundamental solution of the homogeneous
system (17) is given by

() = (‘I’l(ﬂ”) ‘I’Q(@) L e e RN\ {(0,0,0))

where Wi(z) = (\I/}'cj(a:)), kj=1,23, i=1,...,4, are the following (3 x 3)-
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matrices (see [16, p.93)):

Ok 1 « Pl
v =52 | J+

Com plal platp) o
1 0? A —olz| _q
n (At |x|+6+ve ’
2mp OxpOxy | 2(N+ 2p) 4pu ||

3 —0o|Tr
U2 (z) =03 (z) = 1 Z‘S"f ﬂi”
7 7 A P O |z| 7
p=1 p

\1,%(33) _ 6]{] e_o'|x‘ + i 62 e—P‘$| — e_o"xl B e_o"xl —1 ’
J 2n(B+wv) |z 81 Ox0x; alz| ||
dap q 4o
c=,/————and p= .
(u+ a)(v+pB) P e+ 2v

We can rewrite the matrix U(z) as

1 [ A+3u+a O A pu—a :pkaz]
\Ijl’ = — Ry J Ch. ’
b ey T W R R ey s el I

4 L] e+3v+B iy e+v—p0  xRT; ‘
Wij(w) = 4r [ (v + B)(e + 2v) |x]| (v+ B)(e + 2v) |x|3j] + Dij (@),

where the functions Cy;(x) and Dy;(x) are bounded (see [2, Lemma 3.2]).
We denote by T the stress operator (see [16, p.59])

T T , .
T_<0T4>’ T'=(Tj;), kj=123 i=124  (18)

Note that

Ty = \(div w)v + (Qu)% + (u— a)(v Arot u),
T?u = 2a(v A u),

Thu = e(div u)v + (2v)% + (v — B)(v Arot u).

We now introduce the following block-matrix

1 Q2 ) ]
Sz(% g4), S'=(S), k,j=12,3, i=12/4,
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where each entry is a (3 x 3)-matrix given by

§hu= (4 = €)div )y (a4 €) 0 4 (€ a)(v Aot u),

S%u = 2a(v Au),

du

Stu = (e + v — x)(div u)v + (v +X)8I/

+ (x — B)(v Aot u),

&, x being real parameters. S can be interpreted as the generalization of the stress
operator 7. In fact, if £ = p and x = v, then S = T. Further when

(14 a)(A+2p)
A+ 30+«

2(v + B)(e +2v)

¢ = 2
N e+3v+0

_4 andxz[ —o|, (19

we call S a pseudostress operator and we denote it by T°.
Finally, we recall that the matrix SU can be written as

ST)! (ST)?
SWZ:GSW%ES@%)’

where, for k,7 =1,2,3,

sobtr-a = [ Ul tay v () +o (=)

sU-a0 =0 (20), snhe-0-0(15).

ly — | ly — |
4 oy L [x+v)(e+3v+8) ik 1 1
o= =4 [P aerar 2 () o (=)
(20)
where M = Vii — I/hi 1 <i,h <3 (see [2, Lemma 3.3]).
Oz, ox;”  — 7~ ’

4.2. BYVPs in the Cosserat theory

The basic problems of statics consist in finding a six-component vector U solution
of (17) and satisfying one of the following boundary conditions, where f is an
assigned vector function:

e for the first internal basic problem or Problem (I)* :

UT(y) = lim Uz) = fly), Vye;

Qozr—y
e for the second internal basic problem or Problem (I7)" :
[TU™(y) = fy), VYyeX,

where T is given by (18);
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e for the third internal basic problem or Problem (I17)" :

[HU (y) = f(y), Vyex,

I 0
-5

I being the 3 x 3 identity matrix;
e for the fourth internal basic problem or Problem (V)™ :

where

[RUI*(y) = f(y), Vyex,

T! 72
R:(O 1)‘

Let us define some potential-type integrals:

where

Wiela) = [ (1,9~ 2) B(u)iday; (21)
Ul(a) = [ ¥y = a)0()do (22)
Ri@)(e) = [ (R, ¥y~ )] Blo)do; (23)
Hio(a) = [ (1,90~ )] D)o, (24)

Integrals (21) and (22) are the double and simple layer potential, respectively.

4.3. Reduction and representation theorems

Here the symbol SP stands for the class of simple layer potentials (22) with density
in [LP(2)]%, 1 < p < 0.

In order to solve the Dirichlet problem (I)* in the class SP with datum f €
[WLP(3)]® we first have to show that the singular integral system

/E Wi (y — )5 () doy = dfi(x),  i=1,...,6 (25)

can be reduced to an equivalent Fredholm one. In order to prove this claim we
enunciate the following result.

Proposition 4.1: Let us introduce the matriz

=)
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where JY,J* o [LP(X)® = [LV(D)® are defined, for every &=
(@17@27903719171927193)7 by

(J'®);(z) = . [do[ W51 (y — )] e (y) + da[ V54 (y — 2)] I (y)] doy,

(J4®);(x) = /E o[ U35, (y — 2)] oY) + o[ V)3, (y — 2)] 9n(y)] doy.

Let J be the matriz

N 71
0 J

where JU, J4: [L2(S)]? — [LP(2)]® are defined as

(J')i = A+ 1 — OK ()i + (14 )Kij(¥)vj + (€ — a)Kji(y)v;,
(J')i = (e + v — X)Fy ()i + (v + B)Fij (W)vj + (x — B) Fi(¥)v;,

with

Kjs(1) () =2041;) (x) — 0pe / f%[wy —x)] Aly) Ady?, Ye[LF(D)]

Fiu() () =20 () — 6123 /E [y — ] Apel) Ay, pELEE)
L [(p+A+3u+a) T djp
Ty = 2) = 47r[ (it )0+ 2) hyiaﬂ

1 (p+d)A+p-—a) 1 9
dr (p+ o)A +2u) |y — x| dy;

1 [xto)(e+3v+8) 9jp
Fa‘Qp(y_x)_zm[ (v+ B)(e + 2v) ]|y—$|

1 x+vletv=p 1 o, 0 o
Am (v + B)(e + 2v) \y—x\ayj‘y x‘ayp’y 7+ (X + o) Diply ),

0.(1)(x) :*/Ed 51y — D) A(y) Ada®, € TA(E).

)
ly — |5~y — x| + (1 + §)Cjp(y — ),
ayp

Then JJ® = —® + P2® + QO, where P is the integral operator

/ Se| y)doy,

and Q is a compact operator from [LP(X)]® into itself.

Keeping in mind (20), if we choose ¢ and x as in (19), the kernel of P has only a
weak singularity: T0[¥(y — z)] = O (|y — 2|'"2) and then P is a compact operator
from [LP(X)]% into itself.
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We deduce that the operator J can be reduced on the left and then the integral
system (25) admits a solution if, and only if,

/’yi/\dfizo, t1=1,...,0, (26)
by

for any v = (y1,...,%) € [L1(2)]® such that J*y = 0.

By virtue of [2, Theorem 5.1], J*y = 0 if, and only if, all the components ~;,
i=1,...,6, are weakly closed 1-forms. Thus conditions (26) hold and we obtain
the following theorem ([2, Theorem 5.2]).

Theorem 4.2: Given f € [WHP(X)]®, the BVP

Uues?,
MU =0, in €,
dU = df, on %

admits solution. It is given by (22) where the density ® solves the singular integral
system J® = df .

Since any solution of a Dirichlet problem with constant datum can be represented
by means of a simple layer potential (see [2, Lemma 5.1]), Theorem 4.2 implies the
following representation result for Problem (I)*.

Theorem 4.3: Given f € [WYP(2)]8, the following Dirichlet BVP

Uues?P,
MU =0, in €,
U=y, on %

admits a unique solution U. In particular, the density ® of U can be written as
® = Py + Iy, where @¢ solves the singular integral system

/ dJV;;(y — )] ®o;(y)doy = dfi(z), i=1,...,6, ae. x €X
)

and Ty is the density of a simple layer potential constant on X.

We remark that, as for the Laplace equation (see Remark 1), the obtained re-
duction is not an equivalent one. Also in this case we have the equivalence in the
sense indicated in Remark 1 (see [2, Theorem 5.4]).

Theorem 4.3 allows to obtain integral representations of the other three BVPs
in the Cosserat theory different from the usual ones (see, e.g., [16]).

We recall that the classical compatibility conditions for the second BVP are

/ fr(y)do, =0, k=1,23; (27)
b

3
/E {f3+k(y) + Z 5kijyifj(y)] dO'y =0, k=1,2,3. (28)

ij=1
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For the second and the fourth BVPs we have the following results ([3, Theorems
3.1 and 5.2]).

Theorem 4.4: Given f € [LP(X)]5, the second BVP admits a solution in the
form of the potential (21) if, and only if, (27) and (28) hold.

The density of (21) is given by a simple layer potential U[®], ® € [LP(X)]® being
a solution of the singular integral system

— P+ K?®=f,

where
Kd(x) = /ETZ[\I/(y —z)|®(y)do,, x€X.

Moreover, the solution is determined up to an additive rigid displacement (u,w)’,
where u =a Az +b andw =a (a,b € R3).

Theorem 4.5: Given f € [LP(X)]? x [WLP()]3, the fourth BVP admits a solu-
tion in the form of the potential (23) if, and only if, (27) holds.

The density of (23) is given by a simple layer potential HH[®], ® € [LP(X)]® x
[WLP(X)]? being a solution of the singular integral system

—d+ L% =Ff,
where
Lo(z) = / R, [H,V(y — 2)]'®(y)doy, z€X.
b))
Moreover, the solution is determined up to an additive rigid translation (u,w)’,

where u =b and w =0 (b € R3).

The third BVP is more delicate; indeed we have the following result ([3, Propo-
sition 4.2]).

Proposition 4.6:  Given f € [WIP(X)]? x [LP(X)]?, the third BVP admits a
unique solution in the form of the potential (24) if the following conditions

/ (@)™ (z)doy =0, h=1,2,3 (29)
P
are satisfied, {1/1(")} being a complete system of linearly independent solutions of

o)+ [ RelH, W = 2] 9(p)der, =0

In order to remove conditions (29), we have to modify the representation of the
solution by adding an additional term to H (see [3, Theorem 4.3]).

Theorem 4.7: Given f € [WYP(X))? x [LP(X)]?, the third BVP admits a unique
solution represented by U[P] = H[P] + R [—%} , where ® € [LP(Z)]? x [WhP(D))3,
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H is the potential (24) and R [—%} is the potential (23).
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