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In this paper, we consider the Charlier statistical Structures in a Hilbert space of measures.
Sufficient and necessary conditions for the existence of consistent estimators of parameters
are given.
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1. Introduction

Let (E,S) be a measurable space with a given family of probability measures:

{:U‘ia (&S I}
We recall some definitions from [1] - [6].

Definition 1.1: An object {E, S, pu;,i € I} is called a statistical structure.

Definition 1.2: A statistical structure {F, S, u;,7 € I} is called orthogonal (sin-
gular) if a family of probability measures {u;,7 € I} constists of pairwise singular
measures (i.e. p; L pj, Vi # j).

Definition 1.3: A statistical structure {E, S, u;,7 € I} is called weakly separable
if there exists a family of S-measurable sets {X;,7 € I'} such that

v ifi=g
/Ll(X])—{O’ zfz;é] (%]EI).

Let {u;,1 € I} be Charlier probability measures defined on the measurable space
(E,S). For each i € I we denote by fi; the completion of the measure p;, and by
dom(fz;) — the o-algebra of all p;-measurable subsets of E.

We denote

S1 = Nierdom(i;).
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Definition 1.4: A statistical structure {E, S1,11;,7 € I} is called strongly separa-
ble if there exists a family of Sj-measurable sets {Z;,i € I} such that the following
relations are fulfilled:

1) pilZ) =1 Vi€ I

2) Zi, N Z;, =0, Yiy #ig, i1,i2 € [;

3) Uier Zi = E.

Let I be the set of hypotheses and let B(I) be o-algebra of subsets of I which
contains all finite subsets of 1.

Definition 1.5: We will say that the statistical structure {E, S, ;,7 € I} admits
a consistent estimators of parameters ¢ € I if there exists at least one measurable
mapping 6 : (E,S) — (I,B(I)), such that

mi({x:d(x)=1i})=1, Viel.

Let M7 be a real linear space of all alternating finite measures on S.

Definition 1.6: A linear subset My C M? is called a Hilbert space of measures
if:

1) One can introduce on My a scalar product (u,v) (u,v € H so that My is
a Hilbert space and for every mutually singular measures p and v (u,v € H) the
scalar product (u,v) = 0;

2) If v € My and |f(z)| <1, then

vi(A) = /Af(az)y(d:c) € My,

where f is a Si-measurable real function and (vy,vy) < (v,v);
3)Ifv, € My, vy, > 0,v,(F) <oo,n=1,2,...and v, | 0, then for any p € My :

lim (v, 1) = 0.

n—oo

2. The consistent estimators of Charlier’s Statistical Structure in Hilbert
space of measures

The normal distribution is symmetrical, that is, the normal distribution density
function

1 _(@=m)?
e 202

fz) =

2o

is symmetric with respect to the line x+ = m. However, in practice, asymmetric
distributions are also often encountered.In the case when the asymmetry in absolute
value is not very large, the density can be expressed using the so-called Charlier’s
law.

The density of Charlier’s law is determined by the equality

fon(e) = fla) + L2

HEL E(z) ze (ut —6u* +3)], (1)

zu (U = 3u) + o4
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z—m . 1 —u?/2

o U T ar )
Si(z) = pg/o? — asymmetry, and Ey(x) = pg/o* — 3 — kurtosis.

Thus, the second term on the right-hand side of (1) is a correction to the normal
distribution. Obviously, for Si(z) = 0 and Ey(z) = 0, the Charlier distribution
coincides with the normal distribution.

Let p be the probability measure given on (R, L(R)) by the formula

where f(x) is the density of the normal distribution, u =

pu(A) = /AfCh(a:)dx, A€ L(R).

The probability measure determined in this way will be called the Charlier measure.

Definition 2.1: A statistical structure {F,S,u;,i € I} is called a statistical
Charlier structure if p;, Vi € I are Charlier measures.

Let {E,S,f;,i € I} be an orthogonal Charlier statistical structure. Next, con-
sider S1-measurable functions g;(z), ¢ € I, such that:

2/E|9i(l’)|2ﬂi(dx) < +o0.

el

Consider a measure v of type

w(B) =Y /Bg?“)(x)ui(dx), BeS, k=12

S

and define the scalar product on Mg by the formula
_ (1) @) (V. (d
(Vi) = Y 9 (z)g;” (z)p(dz),

where I; and I5 are countable subsets of 1.
Thus, we can assert that My is a Hilbert space of measures and, moreover, Mg
is direct sum of Hilbert spaces Ha(Ji;) :

My = @ierHa (1),
where Ho(f1;) are the set of measures of the type

v(B) = [ f@m(d), Bes,
B
with an integrand satisfying the condition
[ 11@Pds) <400, i€l
E

Let

My = ®icrHa(11;)
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be a Hilbert space of measures, where cardl < c. Let E be a complete separable
metric space and let S; be a Borel g-algebra on E. Let F' = F(Mp) be a set of
real functions for which [, f(z)f;(dz) is defined Vii; € Mp. Then we have.

Theorem 2.2: In order for the Charlier Statistical Structure {E, S1,fi;,i € I} to
admit a consistent estimators of parameter i € I in the theory of (ZFC) & (MA) it
is necessary and sufficient that the correspondence f «— ¢ (f € F(Mpg)) defined
by the equality

Lﬂmwm—wM>memf

was one-to-one.

Proof: Necessity. The existence of a consistent estimators of parameter 0 :
(E,S1) — (I,B(I)) implies that m;({z : d(z) = i}) = 1 Vi € I. Setting
X;={z:0(x) =1} for i € I we get:

) 7(X) = ({z: 6(z) = i) = 1 Vie I

2) X;, N X;, = 0 for all different parameters i; and i from I;

3) UieIXi = {l’ : (5(%) S I} =F.

Hence, the statistical structure {F, S1,7;,7 € I} is strongly separable. Therefore
there exist Si-measurable sets X; (¢ € I), such that

_ 1, ifi=1;
i(Xy) = Y
0, ifi#1.
Let the function Ix,(x) € E correspond to the measure z; € Ha(fz;). Then
[ @) = [ 1x @) @)m(do) = 7).

E E

If now we associate the measure 7i;, € H(f;) with the function f; (z) =
fi(x)Ix,(z) € F(Mpy) then for all ii;, € My (fi;) we can write

/ i (@) fi, () (d) = / fi(w) fo(w) Lx, () Lx, () (dix)
E E

= /f1(w)f2(:v)m(d$) = (i, > Miz,)-

E

Further, we associate the measure
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with the function

flx) = gi(a)Ix,(z) € F(Mp).

Then for the measure

ney= 3 / o} (@) (dx) € My

i€l CI 5

we have

[Hom@n = [ ¥ g@st @)

E E iEIfﬁIf2

= > [a@e @) = e

i€lNly,
From the discussion it follows that the above correspondence connects some
function f € F(Mp) into correspondence with some vy € My. If in F'(Mp) we
identify functions that coincide with respect to measures {f;, ¢ € I}, then the

correspondence will be bijective.
Sufficiency. Let f € F(Mp) correspond to the measure 7i; € My for which

[ F@tdn) = iy ).
E
Then for every 1,y € My we have

/ filw)g (dz) = (o, i) = / £1(2) fo s () = / fi() fol) T (d).
E

E E

So fi(z) = fi(x) almost everywhere with respect to the measure 7i;. Suppose
that f;j(x) > 0 and

| Pomd) < +oc.
E
If now

ui(C) = /C fi(w) iy (da)
then

/ S @)y (de) = (it i) = 0, i 47

E
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where f; is the function which corresponds to the measure p;.
On the other hand, ;(E \ X;) = 0, where X; = {z : f’(x) > 0}. Hence, we

(2
obtain
_ 1, ifi=1;
i( Xy ) = Sp
0, ifi#1.

Therefore the Charlier Statistical Structure {E, S1,1;, 7 € I} is weakly separable.
Further, we represent {fi;,7 € I}, cardl < ¢, as an inductive sequence {f; < w1},
where wi denotes the first ordinal number of the power of the set I.

Since the Charlier Statistical Structure {E,Si,7;,i € I} is weakly separable,
there exists a family of Sj-measurable sets X;,i € I such that for all i € [0,w;) we
have

m(X) = {(1) A
, ifi#E 0.

We define w; sequence Z; of parts of the space E such that the following relations
hold:

1) Z; is a Borel subset of E Vi < wy;

2) Z; C X; Vi <uwy;

3) ZinZy =0 foralli <wy, i <wy, i#1;

) p,(Z) =1 Vi <w.

Assume that Z;, = X;,. Suppose further that the partial sequence {Z; }; _; is
already defined for i < wy. It is clear that *(U;+;Z;) = 0. Thus there exists a
Borel subset Y; of the space E such that the following relations are valid:

Uy~iZy C Y and [;(Y;) = 0.

Assuming that Z; = X;\Y;, we construct the wy sequence {Z; };<., of disjunctive
measurable subsets of the space E. Therefore 71, (Z;) = 1 for all i < w; and the
Charlier statistical structure {F, S1,7;,7 € I}, cardl < ¢, is strongly separable
because there exists a family of elements of the o-algebra S; = N;crdom(fi;) such
that:

1) B(Z;) =1 Vi€,

2) Z; N Zy =0 for all different 4 and i' from I;

3) UicrZ; = F.

For z € E, we put §(z) = i, where i is the unique parameter from the set I
for which x € Z;. The existence of such a unique parameter from I can be proved
using conditions 2), 3).

Now let Y € B(I). Then {z : é(x) € Y} = Ujey Z;. We must show that {x :
§(x) € Y} € dom(fiy,) for ig € 1.

If i € Y, then

{3? : 5(%) S Y} =Ujev Z; = Zio U (UieY\{io}Zi)-
On the one hand, from the validity of the condition 1), 2), 3) it follows that

Zi, € S| = ﬂigdom(ﬁi) - dom(ﬁio).
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On the other hand, the validity of the condition
Uiev\{io} Zi € (E\ Zi,)
implies that
By (Uiev\(iny Zi) = 0.
The last equality yields that
Uiev\{io} Zi € dom(fi;, ).
Since dom(Jz;, ) is a o-algebra, we deduce that
{z:6(x)eY}=2,U (UieY\{io}Zi) € dom(f;, ).
If ig ¢ Y, then
{z:6(x) €Y} =UievZ; € (E\ Z;,)
and we conclude that fi; {z : §(x) € Y’} = 0. Hence, we obtain that
{z:0(z) € Y} € dom(fi;,).
Thus we have shown the validity of the relation
{o:8(x) € Y} € dom(i,,)
for an arbitrary ig € I. Hence,
{z :(z) € Y} € Nierdom(ii;) = S.
Because B(I) contains all singletons of I, we conclude that

iy : 6(x) = i}) = (%) =1, Viel.
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