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In this paper, we consider the Charlier statistical Structures. Sufficient and necessary con-
ditions for the existence of consistent estimators of parameters and sufficient and necessary
conditions for the existence of consistent criteria for hypotheses testing are given.
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1. Introduction

Let (E,S) be a measurable space with a given family of probability measures:
{pi,i € I}. We recall some definitions from [1] - [4].

The normal distribution is symmetrical, that is, the normal distribution density
function
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is symmetric with respect to the line x = m. However, in practice, asymmetric dis-
tributions are also often encountered. In the case when the asymmetry in absolute
value is not very large, the density can be expressed using the so-called Charlier’s
law.

The density of Charlier’s law is determined by the equality
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where f(z) is the density of the normal distribution, u = *=™, 2, = \/%e_w/ 2

Si(x) = p3 /o3 — asymmetry, and Ej(z) = pg/0* — 3 — kurtosis.
Let p be the probability measure given on (R, L(R)) by the formula

w(A) = [ fenta)ds, AcLR)

The probability measure determined in this way will be called the Charlier measure.
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Definition 1.1: A statistical structure {F,S,u;,¢ € I} is called a statistical
Charlier structure if p;, Vi € I are Charlier measures.

Definition 1.2: A Charlier statistical structure {E, S, ;,7 € I} is called orthog-
onal (singular) if a family of Charlier probability measures {u;,i € I} constists of
pairwise singular measures (i.e. p; L pj, Vi # j).

Definition 1.3: A Charlier statistical structure {E, S, u;,i € I} is called weakly
separable if there exists a family of S-measurable sets {X;,i € I'} such that the
following relations are fulfilled:

Loifi=j;
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Definition 1.4: A Charlier statistical structure {E, S, u;,7 € I} is called sepa-
rable (S) if there exists a family of S-measurable sets {X;,7 € I} such that the
realations are fulfilled:

L ifi=j;

2)Vi,jel: card(X;NX;) <ec, ifi#j,

where ¢ denotes the continuum power.

Definition 1.5: A Charlier statistical structure {E, S, u;,7 € I} is called strongly
separable (SS) if there exists disjoint family of S-measurable sets {X;,7 € I} such
that the realations are fulfilled:

Let I be the set of parameters and let B(I) be o-algebra of subsets of I which

contains all finite subsets of I.

Definition 1.6: We will say that the Charlier statistical structure {E, S, u;,i €
I} admits a consistent estimators of parameters ¢ € I if there exists at least one
measurable mapping 6 : (F,S) — (I, B(I)), such that

wil{x :6(x)=1i}) =1, Viel.

2. The consistent estimators for the Charlier’s statistical structure
Let H be set of hypotheses and let B(H) be o-algebra of subsets of H which
contains all finite subsets of H.

Definition 2.1: We will say the Charlier statistical structure {E, S, up,h € H}
admit a consistent criterion for hypothesis testing if there exists at least one mea-
surable mapping

§ : (E,S) — (H,B(H)),
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such that
upn({z :6(x)=h})=1, Yh e H.

Remark 1: In order for the Charlier Statistical Structure {E,S1,1;,7 € I} to
admit a consistent criterion for hypothesis testing or admit a consistent estimators
of parameters i € I, then the Charlier Statistical Structure {E, S1,1;,7 € I} is
strongly separable but not vice versa.

Theorem 2.2: Let {E, Sy, u1i,i € N} be a Charlier Statistical Structure, then it
admit a consistent estimators of parameters i € N and admit a consistent criterion
for hypothesis testing if it is orthogonal.

Proof: From the orthogonality of Charlier Statistical Structure {E, S, p;,i € N}
it follows that p; L puj, for any @ # j, 4,5 € N.

The singularity (orthogonality) of the probability measures implies the existence
of the family of S-measurable sets {X;;} such that for any i # j, i,j € N we
have £1;(X;;) = 0 and p;(E \ X;j) = 0. Therefore, if we now consider the sets
Xi = Uiz (E\ Xij), we will see that p1;(X;) = 0 and pj(E\ X;) =0, Vi # j. It
means that the Charlier statistical structure {E, S, u;,i € N} is weakly separable
and there exists the family of S-measurable sets {)?Z,z € N} such that

oo 1 ifi=gs
”J(XZ)_{O, if i 3.

Let us consider the sets
Yz‘ = )Z-l \ ()?z n (Uj;ﬁi)?j)), 1€ N.

It is clear that X; N X; = 0, Vi # j and p;(X;) = 1, Vi € N. We define the
mapping 6 : (E,S) — (H,B(H)) as follows 6(X;) = 1, Vi € N. Then we have
wi({z : é(x) =1i}) =1, Vi € N, i.e. the Charlier statistical structure {E, S, u;,i €
N} admits consistent estimators of parameters and admit a consistent criterion for

hypothesis testing. O

Let {u;,i € I} be a Charlier probability measures defined on the measurable
space (E,S). For each ¢ € I we denote by 7i; the completion of the measure pu;, and
by dom(fi;) — the o-algebra of all p;-measurable subsets of E.

We denote

S1 = Nierdom(fi;).

Definition 2.3: A Charlier statistical structure {F,S1,7;,i € I} is called
strongly separable if there exists the family of Si-measurable sets {Z;,i € I} such
that the following relations are fulfilled:

1) pi(Z;) =1 Viel

2) ZinZ;=0, Vi#j, i,j€l;

3) Ujer Z; =E.

Definition 2.4: We will say that the orthogonal Charlier statistical structure
{E,S1,1;,7 € I} admits consistent estimators of parameters ¢ € [ if there exists at
least one measurable mapping 6 : (E,S1) — (I, B()), such that

mi({x:d(x)=1i})=1, Viel.
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Theorem 2.5: In order for the orthogonal Charlier statistical structure
{E,S1,0;,1 € I}, cardl = ¢ to admit consistent estimators of parameters i € I it
is necessary and sufficient that this statistical structure was strongly separable.

Proof: Necessity. The existence of consistent estimators of parameters i € [
means that there exists at least one measurable mapping § : (F,S1) — (I, B())
such that

m;({z:6(x)=14}) =1, Viel.

Denoting Z; = {z : 6(x) =i} for i € I, we get:
D 7(Z) = Fil{w : 6(a) = i}) = 1, VieI;
2) ZiyNZy, ={x:6(x) =i} N{x:d(x) =i} =0, Viy # i, i1,i2 € [;
3) Uie[Zi = E
Hence, the statistical structure {E, S1,7;,7 € I} is strongly separable.

Sufficiency. Since the statistical structure {E, S1,7;,7 € I}, cardl = ¢ is strongly
separable, there exists a family {Z;, i € I} of elements of the o-aalgebra S; =
Nierdom(f;) such that:

1) m(Z;) =1, Viel;

2) 41, N Z;, = 0, Vi £ 495 11,19 € I

3) Uic1Z; = F.

For z € E, we put §(z) = i, where i is the unique parameter from the set I for
which x € Z;. The existence and uniqueness of such parameter ¢ can be proved
using conditions 2) and 3).

Take now Y € B(I). Then {z : 6(x) € Y} = UjeyZ;. We have to show that
{z :6(x) € Y} C dom(fiy,) for each ig € I.

If ig € Y, then

{:0(x) €Y} =Uievy Zi = Ziy U (Ujey\(ig) Zi)-
On the one hand, from the conditions 1), 2), 3) it follows that
Zi, € S1 = Nierdom(fi;) € dom(fi;, ).
On the other hand, the inclusion
Uiev\{io} Zi € (E'\ Zi,)

implies that 7z; (Ujey\ {i,} Zi) = 0, and hence,

UieY\{ig}Zi C dom(ﬁio).
Since dom(Jz;, ) is a o-algebra, we conclude that
{z:6(z) €Y} = Zi, U(Ujey\(io} Zi) € dom(i;, ).

If iop ¢ Y, then {z : 0(z) € Y} = UieyZ; C (E\ Z;,) and we conclude that
M, {x : 0(x) € Y} = 0. The last relation implies that

{z:6(x) €Y} Cdom(p;,), VY € B(I).
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Thus, we have shown the validity of the relation {z : §(x) € Y'} C dom(f;,) for
an arbitrary ig € I. Hence, {z : §(z) € Y} C Njerdom(fz;) = Si. Therefore, the

mapping
0 : (E,S) — (I,B(1))

is a measurable mapping.
Since B(I) contains all singletons of I, we ascertain that

Bi({z:0(z) =1}) =0(Z;) =1, Viel.

3. The consistent criteria for hypotheses testing for the Charlier’s statistical
structure

Definition 3.1: We will say that the orthogonal Charlier statistical structure
{E, S1, un, h € H} admit a consistent criterion for hypothesis testing if there exists
at least one measurable mapping

0 : (E,S1) — (H,B(H)),
such that
op,({x:d6(x)=h})=1, VheH.

Theorem 3.2: In order for the orthogonal Charlier statistical structure
{E,S1,y,,h € H}, cardH = ¢ to admit consistent criterion for hypothesis testing
it is necessary and sufficient that this statistical structure was strongly separable.

Proof: Necessity. The existence of a consistent criterion for hypothesis test-
ing means that there exists at least one measurable mapping § : (E,S;) —
(H,B(H)) such that

in{x:0(z)=h}) =1, VheH.

Denoting Zj, = {x : 6(x) = h} for h € H, we get:

1) 704 (Zn) = Fin({ : 3(x) = h}) = 1, Vh € M

2) Zh1 N Zh2 = {:E : (5(.%') = hl} N {x : 5($) = hQ} = @, Vhi # ho, hi,hs € I;

3) UnerZn = E.

Hence, the Charlier statistical structure {E, S1, 7y, h € H} is strongly separable.
Sufficiency. Since the Charlier statistical structure {F, S1, 71, h € H}, cardH = ¢
is strongly separable, there exists a family {Z;, h € H} of elements of the o-
aalgebra S1 = Npegdom(fiy,) such that:

1) Hh(Zh) =1, Vh € H;

2) Zp, N Zp, = 0, Vhy # ho; hi,he € H;

3) UnenZy, = E.

For z € E, we put §(z) = h, where h is a hypothesis from the set H for which
x € Zp. The existence and uniqueness of such hypothesis h can be proved using
conditions 2) and 3).

Take now Y € B(H). Then {z : §(z) € Y} = Upey Zp,. We have to show that
{z:d(x) € Y} C dom(fiy, ) for each hg € H.
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If hy € Y, then
{z:0(z) €Y} = UnenZn = Zn, U (Uney\{ho} Z1)-
On the one hand, from the conditions 1), 2), 3) it follows that
Zp, € S1 = Nnerdom(mr,) C dom(fy, ).
On the other hand, the inclusion
Uney\{ho} Zh € (E'\ Zp,)

implies that 72, (Uney\{n,}Zn) = 0, and hence,

UhEY\{hO}Zh - dom(ﬁho).

Since dom(fiy,) is a o-algebra, we conclude that
{HJ : 5(.%') € Y} =Zp, U (UheY\{ho}Zi) S dom(ﬁho).

If ho ¢ Y, then {z : 6(x) € Y} = UpeyZn C (E \ Zp,) and we conclude that
fip {2 0(x) € Y} = 0. The last ralation implies that

{z:6(x) € Y} Cdom(py,), VY € B(H).

Thus, we proved the validity of the relation {x : §(x) € Y} C dom(fiy,, ) for any
ho € H. Hence, {x : 6(x) € Y} C Npegdom(fiy,) = S1. Therefore, the mapping

§ : (E,S)) — (H,B(H))

is a measurable mapping.
Since B(H) contains all singletons of H, we ascertain that

fin({ : 5() = h}) = 7in(Zy) = 1, Vh € H.
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