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Abstract

For the logical formulation of mathematical concepts, we propose a methodology for devel-
oping representation formalisms for mathematical knowledge bases. Concretely we propose to
equip knowledge bases with a hierarchy of logical systems that are linked by logic morphisms.
These mappings relativize formulae and proofs and thus support translation of the knowledge
to the various formats currently in use in deduction systems. On the other hand they define
higher language features from simpler ones and ultimately serve as a means to found the
whole knowledge base in axiomatic set theory.

1 Introduction

Around 1994, an anonymous group of authors put forward the “QED Manifesto” [QED95], which
advocates building up an open mathematical knowledge base (and supporting software systems)
as a kind of “human genome project” for the deduction community (see http://www.mcs.anl.
gov/qed for an overview of the QED activities). Unfortunately, the vision has failed to catch on
in spite of a wave of initial interest. In our view this is due to the lack of supporting software,
as well as to the ensuing debate on the “right” logical formalism. We will not concentrate on the
motivation of a knowledge base system — this has been more thoroughly and more elaborately in
the QED Manifesto [QED95], which we presuppose as a background reference to the discussion.

There are several attempts to build such knowledge base systems currently under way. The
first that needs to be mentioned is the Automath project [dB80] (the precursor of all logical frame-
works and formal mathematical knowledge base systems), and the MIZAR project [Rud92], that
has compiled a very large body of formalized mathematics. Moreover, semi-automated reasoning
systems usually store large amounts of mathematical data in a file-oriented library storage mech-
anism (see e.g. [Imp, Isa, PVS]). All in all, even if successful, these projects have only yielded
mathematical content, and not an open web-based infrastructure for mathematical knowledge
bases.

In the last years we have embarked on an infrastructure project to develop an open (not
tied to a particular mathematical software system) mathematical knowledge base (using con-
temporary database and communication technology) system. The MBASE system is a web-
based, distributed knowledge base for mathematics that is universally accessible through MATH-
WEB [FK99, FHJ*99]. The current implementation is still under development, it consists of the
MBASE server, which acts as a MATHWEB service which communicates with other services through
a system of mediators. The primary interface format of MBASE is OMDoc [Koh00b, Koh01], an



XML-based representation language for MBASE content. Since this is an extension of the emerging
OPENMATH standard [CC98] for web-based mathematics, its syntax is logic-independent. So the
mediators can first do the logic-transformation, then generate the OMDOC representation, and
then create the concrete input syntax of the respective reasoning system by invoking a standard
XML style sheet processor with a specialized XSL style sheet.

Currently, connections to the theorem proving system QMEGA [BCFT97], INK A [HS96], Pvs [ORS92],
AClam [RSG98], Tps [ABI*96] and CoQ [Tea] systems are supported. Access for humans is pos-
sible via specialized knowledge base clients (e.g. browser services that display the knowledge base
content), specialized query engines.

In this paper we will not describe the MBASE system (see [FK00, KF00] for an overview or go
tohttp://www.mathweb.org/mbase for a demo), but the problems of integrating formal knowledge
from the theorem provers connected to MBASE. In general we will follow the approach of theory
and language interpretations, which allow to build a two-dimensional hierarchy of theories in
MBASE.

2 Logics, Morphisms and MBASE Languages

The logical language supported by MBASE is a polymorphically MY
typed, sorted record A-calculus modeled after the mathematical every- l
day language (often called “mathematical vernacular”, e.g. [dB94]). It
is a joint generalization of the ML-polymorphic A-calculus with kinds }}/VK
as used in ISABELLE and Hashimoto & Ohori’s polymorphic record | [Kohlh94
calculus [Oho95]. Records allow a clean formalization of mathemat-
ical structures, such as groups or fields, polymorphism is needed to
reuse definitions and theorems in the knowledge base and ensure a
modular structure of the theory. Finally the mechanism of “kinds”
adds to the practical expressivity of the polymorphism and is used in TSET
many theorem proving systems (AClam, ISABELLE,...). Finally, the
MBASE logic supplies the infrastructure for sorted A-calculi (see sec- S7 ZF
tion [KF00]). Conceptually, sorts are unary predicates (corresponding KZ f} :
to often-used sets in mathematics) that are treated specially in the ; v
inference procedures (sorted matching and unification). This added iTéFT\\ fZF
Y.
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structure leads to a more concise representation and a more guided
search. For clients that cannot manipulate sorts, types, records, or
higher-order quantification, the mediators built into MBASE can rel- Figure 1: Hierarchy
ativize these language features away, retaining the intended meaning.

We will use a variant of the theory interpretation approach proposed in [Far93] for relativiza-
tion mappings, that can be used to transport meanings and proofs between logical formalisms.
In fact, we can build a whole hierarchy of representation languages (see Figure 1), where rela-
tivizations can be used to arrive at various representation formalisms for mathematics, down to
axiomatic (Zermelo-Fraenkel) set theory. Before we formally define the notion of relativization
by the concept of logical morphism in the next section, let us discuss the consequences for the
architecture of MBASE.

The defining intuition for logic morphisms is that

Logic Morphisms Transport Proofs: Let 7:S — S’ be a logic morphism and A
an S-theorem, then F(A) is an S'-theorem.

This already suggests the logical structure of a mathematical knowledge base: Orthogonal to the
usual theory hierarchy (induced by theory interpretation morphisms; we will not go into in this
article, see [Far93]), there is a hierarchy of logical system induced by logic morphisms. In Figure 1,
we have specified some of the logical systems we will discuss in this article.

Mathematical knowledge can be specified in any of the logical systems; it can be queried and
retrieved in any logical system that is downward accessible from this one. Furthermore, commu-



nication of mathematical software systems is possible by way of the “least common denominator
logic”. This may seem as a severe restriction of applicability of the approach, but it is not since
the set of logical systems and morphisms in the hierarchy is not necessarily fixed:

e A new logical system can be incorporated by specifying a logic morphism to any of the
existing systems.

e A new logic morphism can be added, if it is consistent with the information already present
in the structure, i.e. if it is redundant.

Of course these hierarchy extensions generate proof obligations (determining the logic morphism
property and redundancy), which will have to be supported in a system like MBASE. We leave a
discussion of this to another article.

The practical usefulness of a language hierarchy will depend very much on the existence of
such redundant morphisms. In particular for the “least-common-denominator” problem between
languages £ and L' we can have two kinds of situations:

e If there is a good and well-understood way to translate formulae from language £ to L',
then we can implement this as a redundant logic morphism in MBASE bypassing the need
of an intermediate “communication logic”. Moreover, making the logic morphism available
in MBASE will allow other users to use it.

e If there is no such translation, or if it is very domain-specific, then (of course) logic morphisms
will not help (only further research into the semantic relation between the logics and possible
translations will).

In [KF00] we have described how this approach can be used to build up the logical hierarchy
in Figure 1, in particular to build up typed A-calculus (A7) from axiomatic set theories like
ZF [Fra22], and thus ground the hierarchy of representation languages in set theories.

3 Theory Hierarchies and the Development Graph

Orthogonal to the hierarchy of logical langauges, there is the theory hierarchy. Traditionally,
mathematical knowledge has been partitioned into so-called theories, often centered about certain
mathematical objects like groups, fields, or vector spaces. Theories have been formalized as
collections of

e signature declarations (the symbols used in a particular theory, together with optional
typing information).

e axioms (the logical laws of the theory).
¢ theorems; these are in fact logically redundant, since they are entailed by the axioms.

In software engineering a closely related concept is known under the label of an (algebraic) spec-
ification, which is used to specify the intended behavior of programs. There, the concept of a
theory (specification) is much more elaborated to support the structured development of speci-
fications. Without this structure, real world specifications become unwieldy and unmanageable.
Therefore MBASE supports the structured specification of theories building upon the technical
notion of a development graph [Hut99], since this supplies a simple set of primitives for struc-
tured specifications and also supports management of theory change. Furthermore, it is logically
equivalent to a large fragment of the emerging CASL standard [CoF98] for algebraic specification
(see [AHMSO00]).

The main idea is that not all definitions and axioms need to be explicitly stated in a theory;
they can be inherited from other theories, possibly transported by signature morphism which
acts much like the language morphism discussed in the last section. For instance, given a theory
of monoids using the symbols set, op, neut (and axioms stating the associativity, closure, and



neutral-element axioms of monoids), a theory of groups can be given by importing the monoid
theory and simply stating an axiom for the existence of inverses. Similarly, a theory of rings given
as a tuples (R, +,0, —, %, 1) by importing from a group (M, o, e, %) via the morphism {M +— R,0 —
+,e — 0,i — —} and from a monoid (M,o,e) via the {M — R*,o — %,e — 1}, where R* is R
without 0 (as defined in the theory of monoids).

Following Hutter’s development graph [Hut99], we can use the knowledge about theories to
establish so-called inclusion morphisms that establish the source theory as included (modulo
renaming by a morphism) in the target theory. This information can be used to add further
structure to the theory graph and help maintain the knowledge base with respect to changes of
individual theories. In effect, any axiom in the source theory there must be a theory in the target
theory (i.e. provable). This information can be used to trace dependency information in the
knowledge base and and support management of theory change (e.g. to determine what theorems
have to be re-proven if we change a definition).

In MBASE and in its communication representation OMDoOC, the theory structure is repre-
sented by with the OPENMATH content dictionary mechanism. OPENMATH content dictionar-
ies are XML-based representations of signature information (names and types of mathematical
concepts expressed as OPENMATH symbols); they contain symbol names and so-called math-
ematical properties, that restrict the semantics of the concepts, but no principled treatment of
concept definitions or logical entailment of mathematical properties. The mathematical theories
described in this section are a superset of the information in OPENMATH content dictionaries, so
we view them as a drop-in replacement, and directly use the OPENMATH reference mechanism for
mathematical objects in OMDoOC and MBASE, while keeping the richer theory structure we have
described in this section for theory maintenance and exploration (see [Koh00a] for a discussion).

4 Practical Representation Issues

In this section we will talk more about the practical problems encountered in a series of experi-
ments of connecting the theorem proving systems OMEGA [BCFT97], INKA [HS96], Pvs [ORS92],
AClam [RSG98], Tps [ABIT96] and CoQ [Tea] systems are supported. to the MBASE system by
equipping them with an OMDoOC interface.

The first observation in the interpretation is that even though the systems are of relatively
different origin, their representation languages share many features

e Tps and Pvs are based on a simply typed A-calculus, and only use type polymorphism in
the parsing stage, whereas OMEGA and AClam allow ML-style type polymorphism.

e (OMEGA, INKA and Pvs share a higher sort concept, where sorts are basically unary predi-
cates that structure the typed universe.

e Pvs and CoQ allow dependent- and record types as basic representational features.
but also differ on many others

e INKA, Pvs, and CoQ explicitly support inductive definitions, but by very different mecha-
nisms and on differing levels.

e CoQ uses a constructive base logic, whereas the other systems are classical.

At one level, the similarities are not that surprising, all of these systems come from similar the-
oretical assumptions (most notably the Automath project [dB80]), and inherit the basic setup
(typed A calculus) from it. The differences can be explained by differing intuitions in the system
design and in the intended applications.

Following recent work on the systemization and classification of A-calculi [Bar92], we have
started to ground these languages in language hierarchy like the one shown in Figure 1. The
structural similarities between theories and logical languages and their structuring morphisms



allow to re-use the OMDOC/MBASE theory mechanism for language definition: The logical sym-
bols and language constructs can be defined just like other (object-level) symbols/concepts. As a
consequence, the development of the OMDOoC interface to the theorem provers mentioned above
included the specification of the representation language as a theory (which could be used as an
integrated documentation). The structured theory mechanism can now be used to re-use and
inter-relate the various representation formats between the theorem provers. For instance the
simply typed A-calculus can be factored out (and thus shared) of the representation languages of
all of the theorem proving systems above!. This makes the exchange of logical formulae via the
OMDoc format very simple, if they happen to be in a suitable common fragment: In this case,
the common (OPENMATH/OMDoc) syntax is sufficient for communication.

On the other hand, the experiments have shown that the basic assumptions in the MBASE/OMDoc/OPENMATH
framework will have to be extended to fully accommodate the current practice in theorem proving
representations. For example, Pvs allows the specification of parameterized theories. This feature
is mainly used to compensate for the lack of type polymorphism in the representation language,
but is more general than this. If the number of theory instances (i.e. symbols, where the formal
theory parameters are instantiated with concrete values) is finite, the theory can be accommo-
dated in the development graph model, by generating finitely many explicit instance theories and
the appropriate inclusion morphisms. However Pvs also allows to quantify over variables that
are later used to instantiate theory parameters; in this case the number of theory instances is po-
tentially infinite, and cannot be directly be represented in MBASE/OMDoc. Unfortunately this
problem cannot simply be fixed by adding additional representation concepts to OMDoc, since
it breaks a fundamental assumption in OPENMATH, namely that theories can always explicitly
be represented (as content dictionaries), and that this can be done ahead of using them. Thus
extending MBASE/OMDOC to this form of mathematical practice will reconciling even something
as fundamental as the OPENMATH standard with mathematical practice. Note that the concept
of parametric theories cannot easily be dismissed as representational aberrations; the work on
so-called functors in the Theorema project http://www.theorema.org views parametric theories
as the principal building blocks and successfully uses this higher-order structure to guide theorem
proving.

5 Conclusions

We have presented some ideas how to cope with the complexities of formal representations in open
mathematical knowledge bases that arises from the fact that such systems must accept input from
widely differing representation systems.

We have proposed a logic-based approach based on theory and logic morphisms to structure the
(in practice rather large) set of theories and representation languages into structured (inheritance)
graphs, and we have shown how this structure can be exploited to generate mediators that translate
mathematical knowledge between mathematical software systems. While this picture is compelling
in theory, its practical promise has still to be realized by an implementation and larger experiments.

On the practical side we have presented the results of a series of experiments of building
mediators (in this case translators to the OMDOC representation format) by hand for specific
systems. We have seen that a unified representation format can be used to pinpoint representation
language similarities and enable system communication, but that some fundamental problems
remain.
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