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NAME
netrun - run a scriptver multiple hosts in parallel

SYNOPSIS
netrun [-hqRS]| [-c connect timeolf —f max fork$[—i interpretel] [—s script fild O[—e scripf] [-d data
file] [ login namé[-L log dir] [t timeou} hosts ...

DESCRIPTION
Netrun provides a cowenient and efficient ay to run a single command or a script on a bunch of remote
hosts. Netrun captures the output and error messages from the command or script for reportixgnaind e
nation.

Netrun is powered bygsh and assumes that youMeaa gtup like the following:
* You hae aeated arsSHpublic/private key mir usingssh—keygen .

* You hare mpied your public &y(s) to SHOME/.ssh/authorized_keys on all of the remote
hosts on which you plan to run commands or scripts méthun. If you plan to access remote hosts
with different accounts, yoll'need to mak aure that your public d&y(s) have been added to each
accounts authorized_leys file. Besure to check your local computer security pokod to get per
mission from the affected users before doing this!

* You hae garted anssh—agent and loaded your prite keys with ssh—add . Note that you can
avadd having to rurssh—agent by creating prate keys with no passphrase. Please do not do this!
At mary sites, this is grounds for disciplinary action (especially if the corresponding pyscale
added to roo$ authorized_leys files).

For each hostnameP address, o€IDR style subnet gien on he command-linenetrun performs the fol-
lowing steps:

1. Connectgo port 22 and captures tBSHversion string. This is done to verify that the remote sshd is
up and accessible. Hosts will be skipped if this step takes longer than 15 seconds (or the connection
timeout specified byc) to complete.

Attemptsto establish asSHconnection and run an interpreter (the default is /bin/sh).

Feedghe script file (specified withs) or command string (specified withe) and an optional data file
(specified with-d) to the standard input of the interpreter.

4. Capturesstdout and stderr of the interpreter to log files. By default, these log files are stored in

/netrun.PID , howeve an dternate log directory may be specified wih. If the user running
netrun does not ka loth write and search permissions to the log directatrun exits with an error
message.

5. Displaysa report that summarizes the status of the attempted actfonspy of this summary is also
saved in logdir/netrun.summary.

Netrun runs these steps on at most 25 hosts (bgulidfat a time. The &l of parallelism can be adjusted
using—f. The status report that is displayed once all of the parallel jokes danpleted includes the fol-
lowing information:

Name/Address
The hostname dP address used to connect/login to the remote host

Exit
The exit status of the ssh process (ifS8H connection was made)Jsually this is the exit status of
the interpreter that was run on the remote systemgles, the ssh program uses 255 to indicate that
an error occurred while trying to establish the connectidi:1 exit status indicates that the remote
script failed to complete before the timeout specified with

Runtime
The time in seconds required to ssh into the remote host and run the specified script or commands.
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# Lines
The number of lines of output produced by the remote scfipis does not include lines written to
stderr.

First Line of Output
The first 30 or so bytes of the first line of output from the remote script.

If no script is specified (withs or —€) on the command-linenetrun skips steps 2 — 4 abe and just dis-
plays the status of the connection to 88+ port. Step® — 4 ae also skipped ifietrun is unable to con-
nect to theSSHport and retriee the SSHversion string from the remote host.

While netrun does not actually use tIgSHversion string, it retriees it to verify that anSSHconnection to
the remote host is possible and is not being blocked by hosts.dito This prevents background pro-
cesses from being tied up on ssh connections that vansueceed.

OPTIONS

—h Display a brief summary of the command-line options.

—gq In Quick mode,netrun simply dumps script/command results from remote hosts to standard out.
Each line is prefixed with the hostnamel@address of the host from which the output catdests
that fail to respond or to produceyasutput are excluded from the output. Also, log files are retho
automatically.

This mode is handy for running a command or script on a bunch of hosts and grep’ing the output.

—-R Don’t randomize the hosts list. By default, all hosts @foR addresses are expanded and random-
ized. Thisevens out performance by creating a mix ofsgland fast remote hostsSpecify-R if you
neednetrun to presere the order of the hosts specified on the command-line.

-S Slow start. Bydefault,netrun starts ne/ processes as fast as it cant when running large numbers
of background processes (sef, this can quickly eerwhelm e/en a pwerful workstation and may
also trigger DoS settings in corporate Viigs. This option adds a 1/4 second sleep between each
process start to pace things out a bit.

—C connect timeout
In order a&oid forking off lots ofssh(1) processes that maywse come backnetrun tries to connect
to port 22 on each host in the work list. If a host takes longer than a default of 15 seconds to respond,
netrun skips it. This almost aliays works well, but if theSSHsener is linked with therCP Wrapper
library and the nameservers are not responding, a timeout of at leasinttes will be necessary.

—f max forks
Specify the maximum number of background processes. The default is 25.

—i interpreter
Run the specified interpreter on the remote hoste default igbin/sh . The interpreter is only
run if a script file or command string is specified v&or —e respectiely.

—sscript file
Provide a local file containing a script to run on the remote hotss script is sent to the specified
interpreters gandard input. The default interpretevbin/sh

—escript
Like —s, but the script source code is provided on the command-line, usually inside of single—quotes.
This is handy for small onefofuns. Ifboth—-e and-s are specified, the command string fremis
sent first, followed by the contents of the file specified with

—d data file
Specify a local file to be appended to the end of the sdfjpien the interpreter igerl |, this is actu-
ally a cowenient way to pass parameters or data to the remote script. Justtn@afirst line of the
data file contains only DATA__, and hare the script read from thBATAfile handle. It's actually
necessary to do things thisybecause the script source code is sent as standard input to the remote
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interpreter; therefore there is no way to pass arguments on the commandf-tinis. passed as the
argument te-d, netrun reads the data from standard input instead of a file.

-l login name
Specifies the user to log in as on the remote hosts. By default, this is the same as the user running
netrun.

-L log dir
Create log files ihog dir instead of./netrun.PID . Netrun creates tw log files for each remote

host: hostnameerr andhostnameout

The hostnameerr file contains a fe special fields written byetrun (used to create the status sum-
mary) as well as ahmessages sent to standard error by the script whilastranning on the remote
host.

Thehostnameout file simply contains artext that the remote script wrote to standard output.

-t timeout
Kill the remote script after timeout seconds. By default, there is no time limit. The 8stdptocess
is sent &SIGHUP, which causes it to shutdown the remote shell and kill the interpfEterexit status
reported bynetrun in the summary report will bel in this case.

EXAMPLES
The first fav examples illustrate he netrun works in terms of equalent shell operations. Once you
understand that, you'll kothe limitations ofnetrun and haev to best tale advantage of its capabilities.

The following two commands do basically the same thing, uptime on a remote host:

$ echo "uptime" O ssh fred.mydomain.com /bin/sh
$ netrun -ge uptime fred.mydomain.com

Netrun invokes an nterpreter (defult is /bin/sh ) on each remote host and then sends commands,
scripts, and/or data to the remote interprsteeindard input. It works this way because most of the time
this eliminates the need to maintain ayopyour script on each remote hostor example:

$ cat my_script.pl O ssh fred.mydomain.com perl
$ netrun -qi perl -s my_script.pl fred.mydomain.com

The chief limitation of this approach is that you ¢aend command-line guments to your script. In the
case operl scripts; howeer, you can sen®ATA For example:

$ cat my_script.pl my_data.txt O ssh fred.mydomain.com perl
$ netrun -qi perl -d my_data.txt -s my_script.pl fred.mydomain.com

In this casemy_data.txt  probably contains something dikhis:

_ DATA
@ARGYV = split" ", "-a -f /etc/init.d -v";

In my_script.pl , there might be some (slightly dangerous) code thks:
while (<DATA>){eval $_}

Here is another somdat silly example which shows thagetrun runs the interpreter specified by on
each remote host, sending to that interpretadard input the value ek followed by the contents of the
local file specified by-sfollowed by the contents of the local file specifiedHaly

$ netrun -i perl -e 'print "Hello, “uname -n"";" \
-s my_script.pl \
-d my_data.txt fred.mydomain.com
The abeoe example prependszerl print statement to they_script.pl script and tacks the contents of

my_data.txt to the end of it. It sends the resulting concatenation to the standard inppedf phecess on
each remote host, where hopefully it will do something useful.

With that introduction, here are some hopefully more useful examples:



NETRUN(1) NETRUN(1)

Tell inetd to re-read its configuration file on a bunch of Solaris hosts:

$ test-n"$SSHS_AGENT_PID" && kill -0 $SSHS_AGENT_PID \
@ eval ‘ssh-agent’

$ ssh-add -I O grep 'no identities’ && ssh-add
$ netrun -l root -e 'pkill -1 inetd’ ‘cat hosts.Ist"
$ ssh-add -d

Create a list of all systems on the locaN that are running Oracle:

$ netrun -e 'ps -ef’ -L Oracle 192.168.1.0/24
$ grep -li oracle Oracle/*.out O sed 's/\.out$//’
$ rm - rf Oracle

Same thing but shorter:
$ netrun -q -e 'ps -ef 192.168.1.0/24 O grep -i oracle O cut -d: -f1

Clone the localetc/sudoers file out to a bunch of hosts (assumes that you can sudteeurand
cksum and that you hae the NOPASSWDflag set):

$ sudo cat /etc/sudoers O netrun-q -d - -i”’
sudo tee /etc/sudoers > /dev/null
sudo cksum /etc/sudoers’ \
‘cat hosts.Ist'

SEE ALSO
ssh, sh, perl, grep, wfrun

AUTHOR
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