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A
w

id
ely

b
elieved

m
yth

:

R
eal-tim

e
traffic

like
audio

and
video

requires
a

connection-oriented,
virtualcircuit

netw
ork.

D
atagram

netw
orks

can’tbe
used

for
real-tim

e
traffic

because:

they
don’thave

the
state

necessary
to

m
eet

real-tim
e

scheduling
and

delivery
constraints

and

IP
delivery

is
‘besteffort’so

transittim
es

are

unbounded
and

vary
w

ildly.
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B
u

t
...

T
here

has
been

w
orld-w

ide,
IP

-based,
real-tim

e

conferencing
over

the
Internet(via

the
M

B
one)

in
daily

use
for

the
pastthree

years.

20,000
users

on
1500

netw
orks

in
30

countries
m

ay

be
disappointed

to
learn

thattheir
m

eetings,sem
inars,

socialevents,etc.,are
a

m
ass

delusion.
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O
verthe

past20
years

there
have

been
m

any
attem

pts

atconnection-oriented
approaches

to
conferencing.

M
osthave

been
dism

alfailures.

N
one

have
w

orked
w

ell.
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T
here

are
reasons

for
this:

Large
user

burden
—

have
to

know
other

participants
and

details
ofnetw

ork
topology.

Intolerant—
difficultto

join
in-progress

conference.

P
oor

scaling
—

ifeveryone
can

talk
and

listen

there
are

connections
for

participants.

U
nreliable

—
conference

fails
ifany

ofthe

connections
fail.

vj–m
bone–5



IP
scales

an
d

w
o

rks
w

ellb
ecau

se
ith

as
a

very
clear

sep
aratio

n
o

f
ro

les:

E
nd-nodes

know
nothing

abouttopology.

R
outers

know
nothing

about‘conversations’.

F
irst

item
allow

s
net

to
dynam

ically
change

delivery

topology.

S
econd

m
eans

thatchanges
can

be
done

w
ithoutglobal

coordination
(no

end-to-end
state

to
m

ove
around).
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B
u

t
sep

aratio
n

o
f

ro
les

m
akes

m
u

ltip
o

in
t

d
elivery

h
ard

.
I.e.,sen

d
er

th
in

ks
th

e
w

o
rld

lo
o

ks
like

th
is:

V
an

S
teve

Jon

R
on

D
eborah

G
eorge
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W
h

en
in

fact
th

e
to

p
o

lo
g

y
is:

G

V
S

R

D

J
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C
o

re
p

ro
b

lem
:

H
ow

to
do

efficientm
ultipoint

distribution
(i.e.,atm

ostone
copy

ofa
packet

crossing
any

particular
link)

w
ithout

exposing
topology

to
end-nodes.
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S
o

lu
tio

n
:

D
eerin

g
’s

IP
M

u
lticast

D
ynam

ically
constructs

efficient
delivery

trees
from

sender(s)
to

receiver(s).

V
ery

sim
ple

service
m

odel:

R
eceivers

announce
interest

in
som

e
m

ulticast

address

S
enders

justsend
to

thataddress

R
outers

conspire
to

deliver
sender’s

data
to

all

interested
receivers.
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G

V
S

R

D

J

vj–m
bone–11



N
ote

that
IP

M
ulticast

is
m

ore
than

a
efficient,

sim
ple,

robust,
delivery

m
echanism

.
It

also
greatly

sim
plifies

the
conferencing

problem
for

applications
and

users.

I.e.,
if

w
e

associate
a

‘conference’
w

ith
a

m
ulticast

address,then

U
sers

can
join

the
conference

w
ithoutenum

erating

(or
even

know
ing)

other
participants.

U
sers

can
join

and
leave

atany
tim

e.
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S
ince

the
conference

has
a

netw
ork

visible
identity,

the
net

takes
care

of
all

the
hard

problem
s

that

plague
connection-oriented

conferencing
(rendezvous,

efficientdistribution
and

dynam
ic

m
em

bership).

T
his

m
eans

w
e

preserve
the

robustness
ofIP

and
gain

the
sim

plicity
and

group-size-independentscaling
ofIP

m
ulticast.
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S
o

m
e

M
B

o
n

e
C

h
ro

n
o

lo
g

y

N
o

v
88

S
m

allgroup
(M

IT,B
B

N
,U

D
el,IS

I,S
R

I,P
A

R
C

,

LB
L)

led
by

B
ob

B
raden

ofU
S

C
/IS

Iproposes

testbed
netto

D
A

R
P

A
.T

his
becom

es
D

A
R

T
N

E
T

(D
A

R
P

A
R

esearch
Testbed

N
et).

M
ar

90
R

outers
and

T
1

lines
in

place.

N
o

v
90

R
outers

and
T

1
lines

startto
w

ork.
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F
eb

91
F

irstpacketaudio
conference

(using
IS

I’s
vt).

A
p

r
91

F
irstm

ulticastaudio
conference.

Ju
n

91
R

egular
w

eekly
conferences.

A
u

g
91

M
cC

anne
w

rites
firstversion

ofvat.

S
ep

91
F

irstaudio
+

video
conference

(hardw
are

codec).
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M
ar

92
D

eering
&

C
asner

broadcastS
an

D
iego

IE
T

F
to

32

sites
in

4
countries.

O
ct

92
M

cC
anne

w
rites

firstversion
ofw

b.

D
ec

92
firstnv

(from
R

on
F

rederick),firstsd.

W
ashington

D
C

IE
T

F
–

four
channels

ofaudio
and

video
to

195
w

atchers
in

12
countries.

Jan
93

M
B

one
events

go
from

one
every

4
m

onths
to

severala
day.
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G
ro

w
th

 o
f th

e M
B

o
n

e
(n

u
m

b
er o

f su
b

n
ets)

       
2

0

5
0

0

1000

15001/92
1/93

1/94
1/95
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T
he

M
B

one
is

grow
ing

exponentially,
like

the
Internet,

but
alm

ost
tw

ice
as

fast
(a

doubling
tim

e
of

around
8

m
onths).

B
ut,since

the
M

B
one

is
stillan

‘overlay’on
the

Internet

(m
ulticast

routers
are

distinct
from

norm
al,

unicast

routers),
it’s

not
trivial

to
get

hooked
up

and
requires

cooperation
from

localand
regionalnetw

ork
people.
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A
llthatis

about
to

change.
M

ostm
ajor

router
vendors

now
supportIP

m
ulticast(e.g.,cisco

justreleased
itw

ith

v10.2).

In
the

next
year

w
e

should
see

the
M

B
one

go
aw

ay

as
a

distinctentity
as

w
e

evolve
to

ubiquitous
m

ulticast

supportthroughoutthe
Internet.

T
hat

w
illm

ean
that

anyone
hooked

to
the

Internet
can

participate
on

conferences
w

ith
everyone

else
hooked

to
the

Internet.
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R
eso

u
rce

R
eservatio

n

T
here

are
three

different
reasons

for
doing

resource

reservation:

Interarrivalvariance
reduction

/
jitter

control(D
oes

netw
ork

preserve
detailed

tim
e

structure
ofsender’s

traffic?)

C
apacity

assignm
ent

/
adm

ission
control

(Is
there

enough
bandw

idth
available,on

average?)

R
esource

allocation
(W

ho
gets

bandw
idth?)vj–m

bone–20



Jitter
C

o
n

tro
l

If
netw

ork
has

enough
capacity

for
conversation,

average
departure

rate
at

sender
m

ust
equal

average
arrivalrate

atreceiver.

O
nly

contribution
to

jitter
is

queue
w

aits
due

to

com
peting

traffic.

Q
ueue

w
aits

can
be

at
m

ost
am

ount
of

com
peting

data
in

transit
and

total
am

ount
of

in-transit
data

should
be

atm
ostround-trip

propagation
tim

e
(e.g.,

100m
s

for
transcontinentalpath).
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T
ypical audio packet interarrival tim

e distribution

Interarrival tim
e (m

s)

fraction of packets

0
20

40
60

80
100

0.0 0.01 0.02 0.03 0.04 0.05
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Y
ou

can
take

outjitter

by
scheduling

packets
so

they
don’tinterfere,or

w
ith

a
buffer

atreceiver.

D
istributed

scheduling
problem

s
are

N
P

-hard
and

system
w

on’t
w

ork
unless

everything
in

path
adheres

to
schedule.
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F
or

transcontinental
voice

conversation
(64kbits/sec

P
C

M
)w

orstcase
jitteris

on
the

orderof
kB

/s
sec

bytes
.

Is
it

really
necessary

to
solve

N
P

-hard
scheduling

problem
then

rebuild
netw

ork
from

scratch
justto

save

800
bytes

ofbuffer?
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C
ap

acity
A

ssig
n

m
en

t

M
odelis

that
end-nodes

ask
net

if
there’s

enough
free

bandw
idth

for
average

rate
of

conversation.
C

an
get

‘yes’or
‘no’(busy

signal)
answ

er.

D
eering

points
outthatthe

answ
er

m
ustalm

ostalw
ays

be
‘yes’or

service
w

on’t
be

used.
It

shouldn’t
require

com
plex

m
achinery

to
alm

ostnever
say

‘no’.

W
hy

w
ould

net
answ

er
‘no’?

I.e.,
w

hat
lim

its
available

bandw
idth?
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E
co

n
o

m
ics

o
f

b
an

d
w

id
th

A
t

turn
of

the
century

there
w

ere
approxim

ately
50

transcontinentalw
ires

available
for

long
distance

calls,

one
callper

w
ire.

C
om

plex
technical,

econom
ic

and
regulatory

system
s

w
ere

evolved
to

m
anage

this
precious

bandw
idth

resource.

S
ince

the
1960s,the

technology
has

changed
radically,

the
econom

ics
slightly

and
the

regulations
(e.g.,tariffs)

hardly
atall.

vj–m
bone–26



Tech
n

o
lo

g
y

o
f

b
an

d
w

id
th

T
he

U
S

has
about126

m
illion

phones.
O

ne
phone

conversation
uses

64K
bits/sec

so
totalpotential

dem
and

is
b/s.

O
ne

opticalfiber
has

a
bandw

idth
of

b/s.

T
here

are
w

ellover
1000

transcontinentalfibers
and

new
fiber

being
installed

ata
rate

ofseveralm
iles

per

day.

A
tsom

e
pointin

the
future,bandw

idth
has

to
stop

being
a

problem
.
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R
eso

u
rce

A
llo

catio
n

M
ost

virtualcircuit
(e.g.,

A
T

M
,S

T-II)
system

s
m

odeled

on
pre-divestiture

telco
m

odel.
A

ll
transactions

are
a

sim
ple,bilateralcom

m
unication

user
telco

ortelco

user.

th
e P

h
o

n
e C

o
m

p
an

y
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W
hen

the
w

orld
is

neatly
divided

into
‘the

users’and
‘the

net’,
it’s

easy
to

claim
the

resource
allocation

problem

is
justputting

som
e

sortoflim
iter

in
place

to
‘keep

bad

guys
from

sw
am

ping
the

net’.

th
e N

etw
o

rk C
o

m
p

an
y
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T
here

isn’t‘the
net’—

there’s
an

Internetw
ith

thousands

ofnets,allrun
by

differentorganizations.

C
om

m
unication

isn’t
betw

een
‘users’and

‘the
net’,

it’s

betw
een

talkers
and

listeners.

S
ince

a
m

ulticasttalkercan
send

nothing
unless

there’s

atleastone
receiver,‘stopping

bad
guys’is

already
part

ofthe
architecture

—
don’tlisten

and
they

go
aw

ay.
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S
ince

m
ulticast

traffic
is

alw
ays

associated
w

ith
an

act
of

com
m

unication
(som

eone
talking

plus
som

eone

listening)
the

resource
m

anagem
ent

problem
is

not

about
stopping

abuse
but

about
choosing

w
ho

gets
to

com
m

unicate.

T
his

is
a

difficultsocialproblem
and

w
e

have
no

solution

for
it.

W
hen

(if)w
e

have
a

m
odelforhow

to
dealw

ith
the

social

problem
,the

associated
technicalproblem

is
trivial.
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