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Abstract. Most of the time a lot of data means better results. This case is not
valid all the time because sometimes we have a lot of redundant data and a lot of
attributes that are weakly related to what we are trying to find out by evaluating
the data.

The main idea behind feature selection is to keep the data that bring the most
amount of information for learning how to evaluate future data that are going to be
fed to the system and to discard the features that do not bring any new information.

In this paper we investigated whether feature selection methods can improve the
accuracy and the time spent for classification. We have used the Support Vector
Machine, a powerful classification technique based on kernels, which has proven to
be efficient for nonlinearly separable input data.

1.Introduction

Basically what data mining tell us is that the more features we have, the better
it is to make more accurate predictions about future instances. Practically the
amount of training data is limited, and excessive features are going to slow down
the learning process. This is also one of the main causes why classifiers over-fit the
training data, and perform poorly when faced with real life problems. Due to the
large dimensionality, much time and memory are needed for training a classifier on
a large collection of data.

The pre-processing stage of data mining cleans the data. Feature selection, an
important pre-processing method, tries to find the minim subset of the training data
set, such that, this subset to be equal or as close as possible to the data set that
will be used by the classifier in the training step. As a machine learning, we used
the Support Vector Machine (SVM), a promising new method for the classification
of both linear and nonlinear data.
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2. Support Vector Machine

SVM, proposed by Vapnik and his colleagues in 1990’s [1], is a new machine
learning method based on Statistical Learning Theory and it is widely used in the
area of regressive, pattern recognition and probability density estimation due to its
simple structure and excellent learning performance. Joachims validated its out-
standing performance in the area of text categorization in 1998 [2]. SVM can also
overcome the over fitting and under fitting problems [3], [4], and it has been used
for imbalanced data classification [5], [6].

The SVM technique is based on two class classification. There are some methods
used for classification in more than two classes. Looking at the two dimensional
problem we actually want to find a line that “ best” separates points in the positive
class from the points in the negative class. The hyperplane is characterized by the
decision function

f(x) = sgn(< w, Φ(x) > +b),

where w is the weight vector, orthogonal to the hyperplane, b is a scalar that repre-
sents the margin of the hyperplane, x is the current sample tested, Φ(x) is a function
that transforms the input data into a higher dimensional feature space and “ < ,
>” representing the dot product. Sgn is the signum function. If w has unit length,
then < w, Φ(x) > is the length of Φ(x) along the direction of w.

To construct the SVM classifier one has to minimize the norm of the weight
vector w (where ||w|| represents the Euclidian norm) under the constraint that the
training patterns of each class reside on opposite sides of the separating surface. The
training part of the algorithm needs to find the normal vector w that leads to the
largest b of the hyperplane.

The algorithm can be generalized to non-linear classification by mapping the
input data into a higher-dimensional feature space via an a priori chosen non-linear
mapping function Φ and construct a separating hyperplane with the maximum mar-
gin. In solving the quadratic optimization problem of the linear SVM (i.e. when
searching for a linear SVM in the new higher dimensional space), the training tuples
appear only in the form of dot products, < Φ(xi),Φ(xj) > , where Φ(x) is simply
the nonlinear mapping function applied to transform the training tuples. Expensive
calculation of dot products < Φ(xi),Φ(xj) > in a high-dimensional space can be
avoided by introducing a kernel function K:

K(xi, xj) = φ(xi) · φ(xj) (1)

The kernel trick can be applied since all feature vectors only occur in dot prod-
ucts. The weight vectors than become an expression in the feature space, and
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therefore Φ will be the function through which we represent the input vector in the
new space. Thus it is obtained the decision function having the following form:

f(x) = sgn(
∑
i∈<

yiαik(x, xi) + b) (2)

where αi represent the Lagrange multipliers and the samples xi for which αi > 0
are called Support Vectors [7].

The idea of the kernel is to compute the norm of the difference between two
vectors in a higher dimensional space without representing those vectors in the new
space. Regarding the final SVM formulation, the free parameters of SVMs to be
determined within model selection are given by the regularization parameter c and
the kernel, together with additional parameters of the respective kernel function.

The new SVM learning algorithm is called Sequential Minimal Optimization
(SMO). Unlike the previous methods, SMO chooses to solve the smallest possible
optimization problem at every step. For the standard SVM quadratic programming
problem, the smallest possible optimization problem involves two Lagrange multi-
pliers, because the Lagrange multipliers must obey a linear equality constraint. At
every step, SMO chooses two Lagrange multipliers to jointly optimize, finds the op-
timal values for these multipliers, and updates the SVM to reflect the new optimal
values.

We chose to perform the experiments with Polynomial Kernel function that is
given by:

K(xi, xj) = (m · xi · xj + n)exp (3)

The two parameters we focused on were:
• c – the complexity parameter of the SMO classifier;
• exp – the exponent of the Polynomial Kernel function.

In the evaluations performed the value of complexity and then the value of the
exponent were changed.

3.Feature Selection Approach

The problem of feature selection involves finding a “good” set of attributes under
some objective function that assigns some numeric measure of quality to the patterns
discovered by the data mining algorithm [8].

The objective of a data mining algorithm A is to take a training set T and discover
a set of patterns P such that P optimizes some objective function F (P ) that assigns
some real-value measure of goodness to P . The output of A is determined by which
attributes are present in the training set. We can parameterize the attributes used
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as a Boolean vector b, where bi = 0 means attribute i is not used and bi = 1 indicates
that it is used.

In general, finding the optimal subset is impossible for two reasons. First, most
objective functions cannot be calculated precisely, and can only be approximated.
Even if it would be exact, there is the practical problem that if there are m attributes,
there are 2m possible values for b, a number of choices typically too large to search
exhaustively [10].

Since we cannot always hope to find the optimal subset, we will try to find an
approximating subset that will improve prediction accuracy.

An optimal feature subset need not be unique because it may be possible to
achieve the same accuracy with different subsets of features (if two features are
perfectly correlated, one can be replaced by the other).

There are some important approaches for feature selection: filter approach, em-
bedded approach and wrapper approach [9].

Filter Approach
The filter approach selects features using a preprocessing step.

Figure 1: The Filter approach

The filter approach attempts to asses the merits of features from data alone,
without taking into consideration any particular inducer. Since filter methods are
oblivious to the choice of the predictor, they must be derived from the properties of
the data distribution. Hence, filter methods cannot estimate the optimal subset, as
it depends on a particular inducer.

Wrapper Approach
In the wrapper method, the attribute subset selection algorithm exists as a wrap-

per around the data mining algorithm and result evaluation. The induction algo-
rithm is used as a black box. The feature selection algorithm conducts a search for a
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good subset using the induction algorithm itself as a part of the evaluation function.

Figure 2: The Wrapper approach

The search approaches most commonly used include: best first search, simulated
annealing, genetic algorithms, greedy stepwise forward selection, and greedy stepwise
backward elimination.

Embedded Approach
This approach is a form of regularization. Feature selection regularizes predictor

estimation by constraining the dimension of the input space.
Some predictors are parameterized in a way that reveals how each feature in-

fluences the prediction. The most obvious cases are linear classifiers and linear
regression classifiers.

This is referred to as embedded feature selection, since feature selection happens
“inside” the inducer and cannot be separated from it.

Embedded methods incorporating feature selection include: decision trees, ran-
dom forest (which consists of many decision trees), ridge regression, random multi-
nomial logit (RNML), and other machine learning methods that include a pruning
step. That pruning is performed on the basis of an internal and implicit feature
selection [10].

In this paper, we proposed to implement the wrapper method for selecting fea-
tures based on a linear SVM and to evaluate the accuracy and the time spent for the
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evaluation. Mladenic et al. [11] compared more traditional feature selection meth-
ods, such as Odds Ratio and Information Gain, in achieving the desired tradeoff
between the vector sparseness and the classification performance. The results indi-
cate that at the same level of sparseness, feature selection based on normal SVM
yields better classification performances. In [12] the advantages of using the same
methods in the features selection step and in the learning step are explained.

4. The Wrapper method proposed

Since the Wrapper Subset Evaluation produces the best results out of the feature
selection methods [14], [15], we performed the experiments with the Weka implemen-
tation of this method. As any feature selection, the Weka subset evaluation is going
to try to evaluate the attributes, arrange them in the order of their importance, and
tell the user, which are the non important attributes and the weakly relevant ones
but with redundant features. After this operation the result would be a dataset
containing only strongly relevant features, and weakly relevant features, but with
non redundant information.

In the experimental part we took two datasets and evaluated the attributes
there. In the end, the result was a dataset with no redundancy in the information
and with better results in the evaluation of the dataset (time wise, more efficiency
and possibly comparable or better accuracy). We used the following procedure for
this evaluation:

1. Evaluate the attributes of the dataset using the Weka wrapper subset evalua-
tion;

2. Rank the most important features according to the score received after the
Wrapper Subset Evaluation;

3. Divide the attributes into Strong attributes and weak attributes:

- The attributes with a score above the average were considered strong at-
tributes;

- The attributes with a score below this average were considered weak;

4. Evaluate each attribute as class in order to see how it is evaluated by the other
attributes;

5. Delete the weak attributes;

6. Evaluate the dataset using 10 folds cross validation, and having only the strong
attributes remaining.
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In cross-validation, data was split into more partitions. Each partition of the
data was used in turn as training and testing data. When one partition was used
for testing, the remaining partitions were used for training. This is called stratified
cross-validation, or n-fold cross-validation, where n is the number of partitions, or
folds.

Previous extensive tests on numerous datasets performed by numerous researchers
yielded 10-fold cross-validation as the de-facto standard [13]. Neither the stratifi-
cation, nor the division into folds has to be exact, but there should be made an
attempt for the sets to be approximately equal and, most important, the different
class values should be represented in the right proportion in all folds.

5. Experimental results

In order to evaluate the Feature Selection using SMO, we applied it on two
datasets with many attributes: tic-tac-toe.arff and vote.arff.

Tic-Tac-Toe dataset:
This dataset describes the moves of the same game and contains the optimal

responses to these moves. It contains 9 attributes, one for each square of the game
and almost 1000 instances.

For simplicity, and for an easier representation, the attributes were numbered
from 1 to 9, and each number corresponded to the square indicated in Table 1.

1 2 3
4 5 6
7 8 9

Table 1. Attributes in Tic-Tac-Toe

The table needs to be interpreted like this: 1 is top-left; 2 is top-middle; 5 is
middle-middle, 9 is bottom-right and so on.
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c exp 1 2 3 4 5 6 7 8 9
1 1 90%* 50% 50% 50% 100%* 50% 50% 50% 50%

1.1 1 80%* 30% 30% 30% 100%* 30% 30% 30% 30%
1.3 1 80%* 60%* 50% 50% 100%* 60%* 50% 50% 50%
1.5 1 80%* 50%* 40% 40% 100%* 40% 40% 50%* 40%
1.7 1 80%* 50% 50% 50% 100%* 50% 50% 50% 50%
1.9 1 50%* 50%* 40% 50%* 100%* 50%* 40% 60%* 40%
1 1.3 20%* 0% 20%* 20%* 100%* 10% 30%* 20%* 40%*

1.1 1.3 20%* 0% 20%* 20%* 100%* 10% 30%* 20%* 40%*
1.3 1.3 50%* 0% 20% 20% 100%* 10% 50%* 10% 20%
1.5 1.3 30%* 0% 40%* 20% 100%* 10% 30%* 10% 30%*
1.7 1.3 40%* 0% 30%* 20% 100%* 10% 40%* 10% 30%*
1.9 1.3 50%* 0% 50%* 10% 100%* 10% 30% 0% 30%

*= Accepted.
Table 2. The Feature selection attribute evaluation

The process of selecting the best attributes from this dataset proved to be very
time consuming, each evaluation taking at least 3.5 hours. After applying the Wrap-
per subset Evaluation on the dataset, we observed the importance in percentages of
each field. Surprisingly, almost at every time all the attributes were of at least little
importance. In this case at each evaluation the attributes that had an evaluation
percentage above the average were marked as green, and kept for the next evalua-
tion. All of the other attributes were deleted and therefore not important any more
for the next evaluation.

The next step in this process was to set all attributes in turn as class and evaluate
the dataset in order to see how the algorithm distinguishes between the different
features of the dataset. The result of this stage is presented in Table 3 (in %).
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c exp 1 2 3 4 5 6 7 8 9 Class
1 1 99.06 99.06 99.06 99.06 99 99.06 99.06 99.06 99.06 98.32

1.1 1 99.06 99.06 99.06 99.06 99.16 99.06 99.06 99.06 99.06 98.39
1.3 1 99.06 99.06 99.06 99.06 99.16 99.06 99.06 99.06 99.06 98.32
1.5 1 99.06 99.06 99.06 99.06 99.16 99.06 99.06 99.06 99.06 98.33
1.7 1 99.06 99.06 99.06 99.06 99.16 99.06 99.06 99.06 99.06 98.32
1.9 1 99.06 99.06 99.06 99.06 99.16 99.06 99.06 99.06 99.06 98.32
1 1.3 96.45 96.34 96.24 95.72 96.86 96.03 95.82 96.65 97.07 94.88

1.1 1.3 95.61 95.09 93.94 94.57 96.65 97.07 95.51 95.82 95.82 93.73
1.3 1.3 95.51 94.78 94.46 95.40 95.72 95.19 95.19 95.40 95.51 93.31
1.5 1.3 94.25 95.61 94.46 95.19 94.98 94.36 95.09 94.78 95.09 93.31
1.7 1.3 94.25 96.61 94.46 95.19 94.98 94.30 95.09 94.78 94.88 93.00
1.9 1.3 93.73 94.36 94.88 95.19 95.51 95.19 94.57 94.25 95.09 92.17

Table 3. Evaluation of the each attribute as class (in %)

We concluded that the Polynomial Kernel evaluated all the attributes with a
high accuracy. From this result we deduced that the attributes were strongly related
to one another and this was confirmed also by the fact that the feature selection
algorithm gave some importance to almost all of the attributes, meaning that did
not have much redundant information stored in them.

After this, the intuition existed that because of the low decoupling and of the
attributes, and because in the dataset was not that much redundant data, the result
of the feature selection was going to be a dataset that was going to take less to
evaluate, but which was going to have a poorer accuracy level, after taking out the
non-redundant information.

c exp 1 2 3 4 5 6 7 8 9 class
1 1 46.03 DEL DEL DEL 58.24 DEL DEL DEL DEL 69.93

1.1 1 46.03 DEL DEL DEL 58.24 DEL DEL DEL DEL 69.93
1.3 1 50.73 42.90 DEL DEL 58.24 48.22 DEL DEL DEL 69.93
1.5 1 50.73 39.97 DEL DEL 47.59 DEL DEL 47.59 DEL 69.93
1.7 1 50.73 DEL DEL DEL 58.24 DEL DEL DEL DEL 69.93
1.9 1 55.53 48.53 DEL 46.86 58.24 DEL 52.81 53.65 DEL 69.93
1 1.3 59.18 DEL 63.88 58.24 65.76 DEL 52.19 57.09 58.97 75.57

1.1 1.3 56.36 DEL 63.56 56.15 63.15 DEL 49.37 56.36 56.78 63.25
1.3 1.3 49.47 DEL DEL DEL 58.97 DEL 49.16 DEL DEL 70.25
1.5 1.3 44.67 DEL 41.96 DEL 56.36 DEL 42.38 DEL 43.21 65.30
1.7 1.3 44.15 DEL 42.38 DEL 55.63 DEL 43.52 DEL 41.44 64.92
1.9 1.3 50.62 DEL 49.06 DEL 58.45 DEL DEL DEL DEL 70.45

Table 4. The effect of Feature selection (in %)
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In the above table, from 1 to 9 were numbered the attributes of this dataset. The
attributes pictured in red and labeled DEL, are the ones that were deleted after the
Wrapper subset evaluation ranked them as below the average. Because of the lack
of redundancy in this dataset, it could be seen that the accuracy of the evaluation
dropped from 98% to 65% . This drop in the accuracy was very significant and
unaffordable to have.

From the Tic-Tac-Toe dataset there could be made the conclusion: if the feature
selection would rank more attributes as important, and find non-redundant data
inside some of the attributes, there should not be applied the rule with the deletion
of the attributes that are selected when they have an above the average importance.

Vote dataset:
The Vote dataset was taken from the Title: 1984 United States Congressional

Voting Records Database. This data set includes votes for each of the U.S. House
of Representatives Congressmen on the 16 key votes identified by the CQA.

In order to simplify the recognition of all the attributes, they were renamed, by
being numbered from 1 to 16:

Handicapped-infants 1 mx-missile 9
Ware-project-cost-sharing 2 Immigration 10

Adoption-of-the-budget-resolution 3 Synfuels-corporation-cutback 11
Physician-fee-freeze 4 Education-spending 12

El-Salvador-aid 5 Superfund-right-to-sue 13
Religious-groups-in-schools 6 Crime 14

Anti-satellite-test-ban 7 Duty-free-exports 15
Aid-to-Nicaraguan-contras 8 Export-administration-act-S-Africa 16

Table 5. Attributes in Vote dataset

The first evaluation that was performed on the dataset was the Wrapper Subset
Evaluation. After this evaluation we observed that the only attribute that was
classified as important was the physician fee freeze, i.e., attribute number 4.
All the other attributes were evaluated as not important by the algorithm, having
between 0 and 10 importance, thus having a lot of redundant information stored in.

The complete details of the evaluation are presented in Table 6, where it is also
shown the accuracy of the evaluation with all attributes.
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c exp 1 2 3 4 5 6 7 8 9
1 1 67,61 64,85 87,02 96,22 94,76 85,84 85,98 90,23 88,86

1.1 1 67,13 65,37 87,97 95,75 94,28 85,84 85,74 90,23 88,61
1.3 1 67,13 65,67 87,97 95,28 94,52 85,37 85,27 90,47 88,61
1.5 1 67,13 65,37 87,97 95,04 94,04 85,61 85,74 90,47 88,61
1.7 1 67,13 64,85 88,20 95,04 94,28 85,37 85,27 90,47 88,61
1.9 1 67,13 87,97 95,04 95,04 94,04 85,37 85,27 90,71 88,61
1 1.3 61,70 57,36 87,26 94,81 95,23 82,54 85,51 90,71 89,10

1.1 1.3 62,41 57,10 87,26 94,81 95,23 81,60 85,98 90,47 89,34
1.3 1.3 63,82 56,84 87,73 94,81 95,23 80,42 85,03 91,19 88,86
1.5 1.3 61,22 57,62 86,55 94,81 95,71 80,43 85,74 91,90 89,10
1.7 1.3 61,70 56,84 86,08 94,81 95,47 79,71 85,74 92,14 89,10
1.9 1.3 60,52 56,84 86,79 94,81 95,23 81,13 84,79 92,38 88,61

c exp 10 11 12 13 14 16 17 18
1 1 55,84 69,80 85,00 82,92 86,36 76,90 78,24 96,02

1.1 1 55,84 69,80 85,14 82,92 86,12 76,90 77,34 96,09
1.3 1 55,60 70,53 85,14 82,92 86,36 76,90 77,34 95,86
1.5 1 55,37 70,28 85,14 82,92 86,12 76,90 77,94 96,09
1.7 1 55,60 69,80 85,14 83,17 86,12 76,90 77,03 96,32
1.9 1 55,14 70,53 85,14 82,92 85,64 76,90 76,73 96,32
1 1.3 53,50 69,80 86,63 81,95 88,27 76,16 76,43 95,63

1.1 1.3 52,10 69,80 86,13 82,19 88,03 76,41 76,43 95,63
1.3 1.3 50,46 67,87 86,13 82,19 87,79 77,39 76,43 95,86
1.5 1.3 50,23 67,39 84,90 82,68 87,32 76,65 75,83 95,63
1.7 1.3 50,23 66,66 84,90 82,19 88,03 77,39 75,52 95,40
1.9 1.3 50,00 66,18 84,15 81,95 88,27 77,88 76,73 95,40

Table 6. Evaluation of attributes in Vote dataset (in %)

After the feature selection, the accuracy of the evaluation results were the same
as with all of the attributes and in some cases even better.
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c exp physic-fee-freeze class
1 1 96.22% 95.63%

1.1 1 96.22% 95.63%
1.3 1 96.22% 95.63%
1.5 1 96.22% 95.63%
1.7 1 96.22% 95.63%
1.9 1 96.22% 95.63%
1 1.3 96.22% 95.63%

1.1 1.3 96.22% 95.63%
1.3 1.3 96.22% 95.63%
1.5 1.3 96.22% 95.63%
1.7 1.3 96.22% 95.63%
1.9 1.3 96.22% 95.63%
X X 96.22% 95.63%

Table 7. Evaluation after deleting the redundant attributes

From this evaluation we observed that even with only one attribute remaining,
and all the other containing redundant information deleted, the accuracy of the
evaluation was very good. The evaluation time was almost 0 (0.02) from 0.31, thus
more than 15 times less than the initial evaluation.

6. Conclusions

In this paper we investigated whether feature selection methods can improve the
accuracy and the time of classification. The Wrapper Subset Evaluation algorithm
was tested and two types of input data representations were used. Experiments were
developed using a powerful classification technique based on kernels, named Support
Vector Machine.

Two conclusions could be drawn after performing the experiments:
· If we have non redundant attributes, by deleting them the accuracy is going to

have an important drop.
· If the deleted attributes are only the non important ones, and the ones with

little importance and with redundant information, the accuracy is going to stay the
same, and take less time, since there is going to be less data to process.

Feature selection is a really important feature of data mining, helping the system
perform better and in less time, by removing the non important features from the
dataset.
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