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Abstract. We consider a model which can be reduced to a linear one by substitution. For this
model, we obtain a full rank case theorem for uniquely fitting written in terms of initial matrix

of sample data.

Definition 1

Let be Y avariable which depends on influence of some factors expressed by other p
variables Xy, X,,..., X ;. Theregression is a search method for dependence of variable

Y onvariables X, X,,..., X, and consist in determination of a functional connection f

such that
Y = £(Xp, Xp X )+ & @)
where ¢ is a random term (error) which include all factors that can not be
guantificated by f and which satisfies the conditions:
a) E(¢)=0
b)Var(s) has asmall value

Formula (1) with conditions a) and b) is called regressional model, variable Y
is called the endogene variable and variables X, X,,..., Xp are called the exogene

variables.

Definition 2

The next regression is called a parametric regression
F(Xp X g X ) = F(Xp X g X 0,2 e

Otherwise the regression is called a nonparametric regression.

The regression bellow is called alinear regression

p
f(Xl, Xy e Xp;al,az,...,ap): Z(kak
k=1

Remark 3If function f from regressional modelsis linear with respect to the
parameters o, d,,... & that is

p
F(Xy, X X 12y, @)= D 10 (X, X0 X )

k=1
than regression can be reduced to linear one.
Definition 4
It is caled the linear regressiona model between variable Y and variables
Xl,Xz,...,Xp,themodeI



P
Y=Y o X, +e )
k=1
Remark 5.
Theliniar regression problem consistsin study of variable Y behavior whit respect to

the factors Xl,XZ,...,Xp the study made by “ evauation” of regressiona

parameters o, ;... &, and random terme .
Let be considered a sample of n data

Y1 X X e Xy
y X1 Xy o X

y=|"? x=(x1,...,x )z Pln>>p
Y, Xg Xnp o Xop

Than one can make the problem of evauations for regressional parameters
a’ =(a1,a2,...,ap)e Pand for error term & =(g,,6,,...,&, ) € I, from these data.
From this point of views the fitting of theoretic model can offering solutions.
Matriceal the model (2) can be written in form

y=Xa+¢ (2)
and represent the linear regressional theoretical model.
By fitting this models using a condition of minim results the fitted model

y=xa+e (2)
where a" € P,e" e I
It is desirable that residues e, e,,...,e,to be minimal. Then can be realised using the

least squares criteria.

Definition 6.

It is called the least squares fitting, the fitting which corresponds to the solutions (a,€)
of the system y = xa+ e, which minimise the expression

n
ele=> e
k=1
Theorem 7.(full rank case)
If rang(x) = pthen the fitting solution by least squares criteriais uniquely given by
a=(x"x)"xTy
Remark 8.
In this paper we consider the next model
Y =X Xy + UpXoXg + ot @y Xp X, +E (3



where y' =(y,, Y5, ¥, )€ I a’ =(al,a2,...,ap,l)e i

gl = (gl,gz,...,gn) e ["and x is the sample data/sampl e variables matrix

Xp o X X Xgp
X X e X X
_ | X Xy 2p1 X2p
Xe Mn_p X = (xl,xz,...,xp)_
X Xng oo an—l an

With substitutions x ., = z;,Vi =1, p—1, we obtain the new matrix,

Xig X X o Xz e Xy gt Xy
M _( )_ X1 Xap Xy XKz - Xypq-Xgp
zeM, 4, 2=12,2,,2,,4)=
Xoir " Xn2 XnoXpz o - an—l ' an
and the linear model y=a,2 +a,2, +...+a, ,Z, , +&, Which after the least squares

)e P
e’ =(el,e2,...,en)e " The fiting uniquely solutions results  from
rang (z)= p—1(see theorem 7).

The purpose of our paper is to give an analogouse theorem based on initial sample
variables.

Theorem 9.
If rang(x )= p, pei{23}, andif the sample data are not nulls than uniquely exist the

fitting becomes y=a,z +a,z, +...+a,,Z,, +€, where a' :(al,az,...,ap_1

least squares fitting solution az(xfx*)fley where x. =[x % X,,..., X, 4 *x, ) and

X *X; isthe natural product between the vectors X, and X; that is the vector which

i
can be obtained by multiplications one components of the two vectors.
Proof

Case p=2:
X1 X2
o X, X
The sample matrix is xeM,,, Xx=(x,%), x=| > "?| and the model
an Xn2

y=a,%X, + €.
We make the substitution x,Xx, = z, whichresults y =,z + ¢.



X1 X2
- X1+ Xp2
Because the sample data are not nullsit results rang(z) =1, where z=
Xn1 * Xn2
One can observe that is sufficient that for a single unit of sample, data must be
differed from zero. According to theorem 7 if rang(z)=1 then uniquely exist
a, =a= (sz)_lzTy = (xfx*)_ley where x, =(x *X,)e M, .
Case p=3:
X1 X X3
Xy Xpp X
The sample matrix is xe M, 5, X=(X,%,,%;), x=| = 2 %
an Xn2 Xn3
and the model
Y =a; %X, + a,X, X + €. We use the substitutions x, X, = z,, X,X; = Z, and we obtain
y=a,2 +a,z, +& . If rang(x )= 3 then results that at least one minor of three order
is differed from zero and let be this one (without restrict the generdlity)
Xu X X3
d=Xy Xp Xy
X X Xg
If d; = 0, developing by the second column results that at least one of the three
minor from the development is not null and let be, by example, this one

X X .
d,=|"" "|%0.0nthe other way we calculate aminor of two order from z, by
Xa X3
example
4y Iy
d, = =212y — ZipZy = Xy XipXpoXo3 — X2 X43X01 X = XpXpo (X11X23 - X13X21) =
Zy Zp
= X;pXp -

Because from the hypothesis, the sample data are not nulls and rang(x)= 3,
d, = Othenresultsthat d, =0, so rang (z)= 2. According to theorem 7 it results

that uniquely exists the solution a = (zT z)ﬁ1 z'y= (x;r X )71 x|y where

X, = (X #Xp, Xp * Xg).
Remark 10.



A wesak condition, namely rang(x)= p—1, p € {2,3}is not sufficient because thisis not
implied that rang(z)= p—1. However, it can be given an intermediary condition
between rang (x)= p—1 and rang(x)=p.

Theorem 11.

If in sample data matrix there exists a minor of second order differed from zero, at

least, which not contains elements from second column, then a= (X*T X )_ley with
X, = (% # Xg, %, * Xg).
Proof

X1 X3

By example d, = = Xy Xp3 — X3%Xp # 0 and

X1 Xy
X1 Xp XXz

2, = = XX (X11X23 - X13X21) #0

XaXo  XppXp3
Remark 12.

These theorems can not be generalised for any p. A similar theorem with 11 can be
given in genarall case if we define the pseudominor in follow sense.

Definition 13.

Letbe xe M, ;. We call the pseudo-minor of p-1 order from matrix x, formed by

thefirst p—lrowsof X, the expression

d' = Z(_ 1)Sign0 (chr(l) “Xoo(2) " Xpdo(p-1) Xxlcr(l)+l "X (21 T Xp—lcr(p—l)+l) =
0eS,
) p-1 p-1
= D) T T%ew) [ [ %ot
oeSy, i=1 i=1
Remark 14.

In calculus of d we apply the ordinary formulla for a determinant of p—1 order

only that the elements from products appearing in determinant are product of elements
which are from minor of p—1 obtained by elimination of the first column and from

minor of p—21 order obtained by elimination of last column.
X X2 X3 Xqq

di =X Xz Xpz X4l = (X11 Xop Xag N Xy2 Xa5 Xa4 ) + (Xi3Xa1 Xap N X1 X0 Xa ) +
Xa Xz Xzz Xy

+ (X31 X12X23 )(st X13%g4) — (X13 X2 X31 )(X14 X3 X3 ) - (X11 Xo3Xa5 NX42 Xa4 Xas ) -

- (X33 X12X21 )(X34 X13%X22 )



By example, dJ is the pseudo-minor of p-1 order from matrix xe Mn’p(p = 4),
formed with the first three rows of this matrix.

Theorem 15.

If in sample data matrix there exist at least one pseudo-minor of p—2lorder different
from zero then exists uniquely fitting solution a= (x,,T X )_le y  with
X, = (xl*xz,x2 *xs,...,xp_l*xp).

Proof

Let be the pseudo-minor of p-1 order, different from zero, formed with the first

1 # O).
With substitutions XX,y =2;,Vj=1p-1, we obtain matrix

Z=\Z; h<isn  ,Zi = X+ X;;
( 1] )]]EjSp—l 1] ij ij+1

p—1 rows, without restrict the generality (d g_

We calculate the minor of p—1 from z formed with thefirst p—1 rows:
dy = U (2ot Zoote) o Zpao(pn) =

oeS,

= — 1) 15(1) " Mo+ A26(2) " A26(2)+1) " \ A p-1o(p-1) " Np-lo(p-1)+1) T p-1
(D™ (%o ) - Xao 1102 ¥ (2) - Xan(a1ea ) - (X X )=d!, %0
oeS,,

So rangz=p-1and a:(sz)flzTyz (xfx*)fley.
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