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Abstract

We prove the Feigenbaum-Coullet-Tresser conjecture on the hyperbolicity
of the renormalization transformation of bounded type. This gives the first
computer-free proof of the original Feigenbaum observation of the universal
parameter scaling laws. We use the Hyperbolicity Theorem to prove Milnor’s
conjectures on self-similarity and “hairiness” of the Mandelbrot set near the
corresponding parameter values. We also conclude that the set of real infinitely
renormalizable quadratics of type bounded by some N > 1 has Hausdorff
dimension strictly between 0 and 1. In the course of getting these results we
supply the space of quadratic-like germs with a complex analytic structure and
demonstrate that the hybrid classes form a complex codimension-one foliation
of the connectedness locus.
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1. Introduction

1.1. The universality phenomenon. In the 1970’s Feigenbaum and inde-
pendently Coullet and Tresser discovered a “universal scaling law” of transition
from regular to chaotic dynamics through cascades of doubling bifurcations (see
Figure 1). The meaning of this discovery is that the geometry of the bifur-
cation loci in generic one-parameter families of certain dynamical systems is
independent of the specific family. The importance of this discovery for dy-
namical systems theory and physical applications (fluid dynamics, statistical
physics etc.) was realised shortly.

To explain the universality phenomenon, the authors introduced a renor-
malization transformation R in an appropriate space of dynamical systems,
and conjectured that this transformation had a unique fixed point f∗, and that
this point was hyperbolic, with one-dimensional unstable manifold [F1], [F2],
[CT], [TC]. Originally stated only for the period-doubling case, this conjecture
was later extended to a wider class of combinatorics of “bounded type,” real
as well as complex ones; see [DGP], [GSK]. In this paper we will prove this
conjecture for the renormalization operator of real bounded type acting in the
space of quadratic-like germs.

Figure 1. Cascade of doubling bifurcations.
This picture became symbolic for one-dimensional dynamics.
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1.2. Statement of the results. The concepts used below (quadratic-like
maps, hybrid classes, renormalization, Mandelbrot copies, combinatorial type)
are basic in holomorphic dynamics and will be precisely defined in Section 3. In
the next section, Section 4, we will supply the space QG of quadratic-like germs
(considered up to rescaling) with topology and complex analytic structure.

Let M0 stand for the Mandelbrot set, and N stand for the full family of
Mandelbrot copies M ⊂ M0 different from M0 itself. To each M ∈ N corre-
sponds the renormalization operator RM : TM → QG defined on the “renor-
malization strip” TM ⊂ QG. This operator admits an analytic continuation to
a neighborhood of TM .

Given a family L of disjoint Mandelbrot copies, we can consider the cor-
responding piecewise defined renormalization operator

(1.1) RL :
⋃
M∈L

TM → QG.

If L is a finite family then RL is called a renormalization operator of bounded
type.

By a “real” quadratic-like map we mean a quadratic-like map preserving
the real line. By a “real” Mandelbrot copy M ∈ N we mean a Mandelbrot
copy centered on the real line. If the family L consists of real Mandelbrot
copies then one says that the operator RL has real combinatorics.

Let Σd stand for the space of bi-infinite sequences in d symbols, and let
ω : Σd → Σd be the shift transformation on this space.

Hyperbolicity Theorem. If there exists a renormalization operator
R = RL of real bounded type defined on the union of d renormalization strips,
then there is a compact R-invariant set A (the “renormalization horseshoe”)
with the following properties:

• The restriction R|A is topologically conjugate to ω|Σd and is uniformly
hyperbolic;

• Any stable leaf Ws(f), f ∈ A, coincides with the hybrid class of f and
has codimension 1;

• Any unstable leaf Wu(f) is an analytic curve which transversally passes
through all real hybrid classes except the cusp one (corresponding to c =
1/4).

Remark. “Stable/unstable” leaves above mean the connected components
containing f of the sets of point whose forward/backward orbits are exponen-
tially asymptotic to the corresponding orbit of f .
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By a Feigenbaum quadratic Pc : z 7→ z2 + c (or a Feigenbaum parameter
value) we will mean an infinitely renormalizable map (or the corresponding
parameter value) of bounded type. The following result was conjectured by
Milnor [M]:

Hairiness Theorem. Let c ∈ [−2, 1/4] be a real Feigenbaum param-
eter value. Then the rescalings of the Mandelbrot set near c converge in the
Hausdorff metric on compact sets to the whole complex plane.

Everyone who saw computer pictures of the Mandelbrot set realized that it
was not self-similar: Otherwise wandering around it would not be so fascinat-
ing. However some self-similar features are still observable. In particular, it was
conjectured by Milnor that the little Mandelbrot sets around the Feigenbaum
point of stationary type have asymptotically the same shape ([M, Conjs. 3.1
and 3.3]). The following result proves some of these conjectures. Here we
state it in the case of stationary combinatorics, postponing the statement for
bounded combinatorics until Section 9.

Self-Similarity Theorem. Let M be a real Mandelbrot copy and σ

: M → M0 be the homeomorphism of M onto the whole Mandelbrot set M0.
Then σ has a unique real fixed point c. Moreover, σ is C1+α-conformal at
c, with the derivative at c equal to the Feigenbaum universal scaling constant
λ = λM > 1.

Remark. The Feigenbaum universal constant can actually be defined as
the above derivative. However, the logic of our discussion makes it more natural
to introduce it first as the unstable eigenvalue of the renormalization operator
RM at its fixed point.

Any real Feigenbaum parameter value c of stationary type is a limit of
superattracting points cn of periods pn (where p = p(M)) obtained from the
center of M by n-fold “tuning” (see Section 5.1 for the definition). The fol-
lowing theorem gives the first computer independent proof of the Feigenbaum
parameter scaling law in the quadratic family and the universal nature of this
law.

Universality Theorem. Let S = {fµ} be a real analytic one-parameter
family of quadratic-like maps transversally intersecting the hybrid class Hc at
µ∗. Then for all sufficiently big n, S has a unique intersection point µn near
µ∗ with the hybrid class Hcn , and

|µn − µ∗| ∼ aλ−n,

where λ = λM is “universal,” i.e., independent of the particular family in
question. In particular, |cn − c| ∼ bλ−n.
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Given a finite family L of real Mandelbrot copies (“real family”), let
IL ⊂ [−2, 1/4] stand for the set of infinitely renormalizable parameter values
of bounded type specified by L, i.e.,

RnPc ∈
⋃
M∈L

TM , n = 0, 1, . . . .

One more application of the Hyperbolicity Theorem is the following:

HD Theorem. For any finite family L containing at least two elements,
IL is a Cantor set with Hausdorff dimension strictly in between 0 and 1.

Along the lines of our work we also establish the following result:

QC Theorem. Any primitive Mandelbrot copy M is quasi-conformally
equivalent to the whole Mandelbrot set M0.

(Recall that a set M is said to be nonprimitive, or satellite, if it is attached
to some hyperbolic component of the Mandelbrot set.)

1.3. Ingredients of the proofs. The main idea of the proof of the Hyper-
bolicity Theorem is that for complex analytic transformations, lack of hyper-
bolicity on an invariant set A (satisfying certain assumptions) can be detected
topologically. Namely, one can construct a point f ∈ A whose orbit is slowly
shadowed by another orbit. For the renormalization operator, such a situation
is ruled out by the Combinatorial Rigidity Theorem [L2].

Let us formulate here the above mentioned shadowing theorem in the
simplest fixed-point case:

Small Orbits Theorem. Let B ⊃ B′ be two complex Banach spaces
such that the ball of B′ is pre-compact in B. Let i : B′ → B stand for the
natural embedding. Let T : (U , 0) → (B′, 0) be a complex analytic map in a
neighborhood U ⊂ B of 0, R = i◦T : (U , 0)→ (B, 0). Assume that the spectrum
of DR(0) : B → B belongs to the closed unit disk and is not empty on the unit
circle. Then R has “slow small orbits”; that is, for any neighborhood V 3 0,
there is an orbit {Rmf}∞m=0 ⊂ V, such that

lim
1
m

log ‖Rmf‖ = 0.

The idea of the proof of the Hairiness Conjecture is to pass to the unstable
manifold of the renormalization fixed point where the Mandelbrot set becomes
scaling invariant. Then we show that lack of hairiness would imply existence of
a nontrivial automorphism of a tower with a priori bounds. But this situation
is ruled out by the hairiness of the Feigenbaum Julia sets (McMullen [McM2]).
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A substantial part of our work is to supply the space QG of quadratic-like
germs and the space E of expanding circle maps with complex analytic struc-
ture and to demonstrate that the hybrid classes form a complex codimension-
one foliation of the connectedness locus. Then a generalized version of the
λ-lemma yields that this foliation is transversally quasi-conformal, which we
exploit many times. In particular, this yields the QC Theorem.

At a Feigenbaum point c we can do better, and show that the foliation
is transversally C1+α-conformal along the hybrid class Hc (this is an expected
regularity of a codimension-1 stable foliation). This yields the Self-Similarity
and Universality Theorems. The HD Theorem follows from the hyperbolicity
of the renormalization operator by a standard distortion argument.

1.4. Structure of the paper. This paper is organized as follows. In Section 2
we prove the Small Orbits Theorem.

In Section 3 we give a revisited account of the Douady-Hubbard theory
of quadratic-like maps [DH2]. The main novelty of our approach is that the
relation between quadratic-like and circle maps is given up to affine rather
than conformal equivalence. This allows us, in particular, to extend the uni-
formization of C \M0 to the “vertically holomorphic” uniformization of the
complement QG \ C of the connectedness locus.

In Section 4 we supply the space QG of quadratic-like germs (up to affine
equivalence) and the space of expanding circle maps (up to rotation) with
complex analytic structure (modeled on families of Banach spaces) and demon-
strate that the Douady-Hubbard hybrid classes form a foliation of the connect-
edness locus C with complex codimension-one analytic leaves. Moreover, we
show that C is the topological product of the space E of expanding circle maps
by the Mandelbrot set M0. We derive from this picture certain transversality
results, and prove the QC Theorem.

In Section 5 we define the complex renormalization operator, analyti-
cally extend this operator beyond the renormalization strips, and show that
it is transversally nonsingular. Then we state three crucial analytic results:
a priori bounds ([MvS], [S2]), the Tower Rigidity Theorem [McM2], and the
Combinatorial Rigidity Theorem [L2].

In Section 6 we prove the Hyperbolicity Theorem for stationary combi-
natorics. On the way to this result we give a new proof of the exponential
convergence to the renormalization fixed point in its hybrid class based on the
Schwarz Lemma in Banach spaces.

In Section 7 we prove in the stationary case the Hairiness, Self-Similarity
and Universality Theorems, and discuss a relation of these results to the MLC
Conjecture.

In the next two sections, 8 and 9, we extend the previous results from
stationary to bounded combinatorics and prove the HD Theorem.
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In Appendix 1 we collect for the reader’s convenience some basic results
and references on quasi-conformal maps.

In Appendix 2 we develop a theory of complex structures modeled on
families of Banach spaces.

1.5. Complex combinatorics and higher degrees. Complex methods play
so crucial a role for our proofs that one can wonder why we need the real
line at all. Besides physical motivation, there is only one reason for that: a
key technical result (complex a priori bounds) needed for the construction
of the renormalization horseshoe A is not yet established for complex maps.
Conjecturally, a priori bounds exist for all infinitely renormalizable maps with
bounded combinatorics but they are established only for real maps ([MvS],
[S2]) and for complex maps with sufficiently high combinatorics [L2]. Once
the complex a priori bounds are established, our results become valid in the
purely complex setting. In what follows we will state the results in this setting
assuming a priori bounds.

Another natural extension of the Renormalization Conjecture is concerned
with higher degrees of the maps under consideration at the critical point (“crit-
icality”). All the results of this paper are extended in a straightforward way
from the quadratic-like maps to polynomial-like maps with a single critical
point of any even degree d. The only noteworthy point is that the Combina-
torial Rigidity Theorem is still valid for infinitely renormalizable maps of this
class with bounded combinatorics (see [L2, Remark at the end of §10.1]).

1.6. Historical notes. Feigenbaum made his first announcement of the Uni-
versality Phenomenon in 1976. The importance of this discovery was realized
soon, and there has been a good effort to prove the conjectural renormalization
picture. Prior to our work, the conjecture was proven (with the help of com-
puters) in the period-doubling case with quadratic critical point; let us first
summarize the development in this case.

The computer-assisted proof in the doubling case was given by Lanford
[La1], with one missing ingredient (a transversality issue) filled by Eckmann
and Wittwer [EW]. The unstable manifold at the corresponding fixed point
was constructed numerically by Vul, Sinai and Khanin [VSK].

Later on, many ingredients of the picture were proven without comput-
ers. Existence of a renormalization fixed point (a solution of the “Cvitanović-
Feigenbaum functional equation”) was proven by Epstein [E1], [E2]. Existence
of an unstable eigenvalue was proven by Epstein and Eckmann [EE]. The
stable manifold was constructed by Sullivan and McMullen (see below). The
ingredients which still required computers after all that (in the quadratic pe-
riod doubling case) were the codimension and transversality issues. Thus, even
in the period-doubling case our paper provides the first complete computer-free
proof of the Renormalization Conjecture.
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The importance of complex analytic machinery was realised early, partic-
ularly by Lanford and Epstein, who searched for renormalization fixed points
in appropriate analytic functional spaces. In the mid 80’s these ideas were
greatly emphasized and expanded: ideas of holomorphic dynamics and geo-
metric structures coming from the complex plane (and even 3D hyperbolic
space) became the main tools in the field.

The renormalization operator was complexified by Douady and Hubbard
[DH2]. A program of construction of the renormalization fixed point and its
stable manifold by means of the Teichmüller theory was formulated by Sullivan
in his address to ICM-86 in Berkeley [S1]. This program was carried out a few
years later (see [MvS], [S2]). A different approach to the problem exploiting
the idea of geometric limits was given by McMullen [McM2].

For a renormalization operator of bounded type, Sullivan and McMullen’s
theory provides us with the renormalization horseshoe A and proves uniform
exponential contraction in the hybrid classes of f ∈ A. However, existence
of the unstable eigenvalue was not established even in the stationary period
tripling case. Nor was it shown that the hybrid classes H(f), f ∈ A, form
a foliation with codimension-one complex analytic leaves. (In [McM2], [S2]
the hybrid classes are treated intrinsically without embedding them into an
ambient complex space.)

The above development based on complex methods treats the case of the
quadratic critical point, or more generally, the “analytic” fixed point (i.e.,
having even criticality). However, the computer experiments suggest that the
universality phenomenon is valid for any real criticality δ > 1 as well. (By
definition, a smooth unimodal map has criticality δ if it admits a representation
|φ(x)|δ where φ is a diffeomorphism.) Important progress in this direction was
made in the works of Collet, Eckmann, Epstein, Lanford and Martens [CEL],
[E1], [E2], [EE], [Ma].

Let us also note that there is a parallel renormalization theory for circle
dynamics which is also about to be completed (Lanford [La2], de Faria [dF],
de Faria-de Melo [dFM]).

For background in “classical renormalization theory” (15 years old) see
Collet and Eckmann [CE], Cvitanović [Cv] and Vul-Sinai-Khanin [VSK]. For
more recent developments see de Melo - van Strien [MvS], McMullen [McM1]
and the author [L3]. See also Tresser [T] for a lively historical retrospective.

Let us finally note that the Hairiness Theorem we prove here has a dy-
namical counterpart (hairiness of the Feigenbaum Julia sets) which was proven
by McMullen [McM2].

1.7. Further development. We have recently proved the Renormalization
Conjecture for all real combinatorial types [L5]. We conclude that the set of
real infinitely renormalizable parameter values has zero linear measure, and
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that almost any real quadratic map Pc : x 7→ x2 + c, c ∈ [−2, 1/4], has either
an attracting cycle, or an absolutely continuous invariant measure.

1.8. Notation and definitions. As usual, C is the complex plane; R is the
real line; N = {0, 1, . . .} is the set of natural numbers; Z is the set of integers;
D(a, r) = {z : |z − a| < r} is the open round disk of radius r;
Dr ≡ D(0, r), D ≡ D1;
Tr = ∂Dr is the circle of radius r, T ≡ T1;
A(r,R) = {z : r < |z| < R};
X̄ denotes the closure of a set X;
U b V means that U is compactly contained in V ; that is, Ū is compact and
is contained in V .
A topological disk means a simply connected domain in C;
A topological annulus means a doubly connected domain in C. The modulus of
a topological annulus, modA, is equal to log(R/r), provided A is conformally
equivalent to a round annulus A(r,R) (where r = 0 or R =∞ are allowed).
The domain of a map f is denoted by Dom(f);
Quasi-conformal maps will be abbreviated as “qc”;
Dil(h) will stand for the dilatation of a qc map h;
Pc(z) = z2 + c;
M0 is the Mandelbrot set.
Given a map f : X → X and a point x ∈ X, let orb(x) = {fmx}∞m=0,
orbn(x) = {fmx}nm=0;
a ³ b means that the ratio a/b stays away from 0 and ∞;
a ∼ b means that a/b→ 1.

We assume the reader is familiar with the basic holomorphic dynamics
(see e.g., [CG]) and the basic theory of hyperbolic dynamical systems (see e.g.,
[Sh]).
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2. Slow small orbits

2.1. The one-dimensional case. In the one-dimensional situation the Small
Orbit Theorem says that any analytic map R : z 7→ e2πiθz + bz2 + . . . near
the origin has small orbits. This situation is well understood. There are three
possible cases:

• The parabolic case when θ = q/p is rational. In this case R is either of
finite order, that is, Rp = id, or there exist orbits converging to 0 (within
the attracting petals).

• The Siegel case when R is conformally equivalent to the rotation z 7→
e2πiθz. In this case all orbits which start sufficiently close to 0 do not
escape a small neighborhood of 0.

• The Cremer case (neither of the above). In this case, for all sufficiently
small ε > 0, the connected component Kε of the set

{z : |Rnz| ≤ ε, n = 0, 1, . . .}
is a continuum intersecting the circle Tε (see Birkhoff [B, p. 95] and
Perez-Marco [PM]).

Thus in all three cases there exist small orbits.

2.2. The size of the basin of attraction. We will consider a slightly more
general setting than needed for the Small Orbits Theorem which will be suitable
for further applications to bounded combinatorics. Let us consider a Banach
space B split into two subspaces: B = Es ⊕ Ec.

Let Ds = Ds(δ) and Dc = Dc(δ) stand for the open disks of radius δ
centered at 0 in Es and Ec respectively. Let us consider the bidisk D =
D(δ) = Ds(δ)×Dc(δ). Let ∂cD stand for Ds × ∂Dc, and ∂sD be similar.

For h ∈ B, let hs and hc denote the horizontal and vertical components
of h, i.e, the projections of h onto Es and Ec respectively. Define the angle
θ(h) ∈ [0, π/2] (between h and Es) by the condition:

tgθ(h) =
‖hc‖
‖hs‖ .
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Let Cθf = {h ∈ TfB : h 6= 0, θ(h) ≥ θ} stand for the tangent cone with angle
π/2− θ about its axis Ec.

Let us also have another Banach space B′ compactly embedded into B;
i.e., there is a linear injection i : B′ → B such that the image of the unit ball
of B′ is relatively compact in B.

Let us now consider a periodic point situation. Let us have p pairs of
complex Banach spaces (Bj ,B′j) as above, and p maps Tj : (Uj , 0)→ (B′j+1, 0)
defined in some neighborhoods Uj ⊂ Bj of the origin 0 = 0j (where the index
j is considered mod p). We will naturally label all the above objects with the
subscript j: Esj , Dj(δ), ij etc. Let B = tBj , U = tUj , D = tDj etc., and
T : tU → B′ be the operator acting as Tj on Uj . Let

R = i ◦ T : U → B, R | Uj = ij+1 ◦ Tj .

Lemma 2.1 (Basin of attraction). Given the spaces and operators as
above, assume that T : B → B′ is complex analytic and i : B′ → B is compact.
Assume that the decomposition B = Es ⊕ Ec is invariant with respect to the
differential DR(0), DRp(0) |Es 6= 0, and moreover the following properties are
satisfied :

H0. The origin is attracting : specDRp(0) ⊂ D.

H1. Horizontal contraction: Rf 6∈ ∂sD for f ∈ D and

‖(DRfh)s‖ ≤ q‖h‖ provided f ∈ D, Rf ∈ D.

H2. Invariant cone field : There exists a θ ∈ (0, π/2) such that the tangent
cone field Cθf over D is R-invariant :

(DRf )Cθf ⊂ CθRf provided f ∈ D, Rf ∈ D.

Then there is a point f ∈ ∂cD such that orb(f) ⊂ D and ‖Rmf‖ → 0.

Remark. Note that there are no assumptions relating the spectrum of
DRp(0) and the size of the bidisks Dj .

Proof. By assumption H0, the origins 0j ∈ Bj form an attracting cycle O
of period p. Let us consider its basin of attraction in D̄:

A = {f : Rnf ∈ D̄, n = 0, 1, . . . and ‖Rnf‖ → 0 as n→∞}.

Clearly A is forward invariant. We want to show that A intersects the hori-
zontal boundary ∂cD. Assume this is not the case.

Let Ao = A ∩ D. Then Ao is forward invariant (indeed, if f ∈ Ao then
Rf 6∈ ∂cD by the assumption, and Rf 6∈ ∂sD by the assumption H1). It
follows that Ao is open.
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Let ∂cA denote the part of the boundary of A which does not belong to
∂sD. Then

(2.1) R(∂cA) ⊂ ∂cA.
Otherwise there would be a point f ∈ ∂cA such that Rf ∈ Ao and hence
f ∈ A. As Ao is open, f can belong simultaneously to A and ∂A only if
f ∈ ∂D contradicting the assumptions.

We are going to show that the assumptions H0–H2 contradict (2.1). Since
all these properties are inherited by the iterates, at this point we can replace
R with Rp and assume without loss of generality that p = 1.

Note first that by the invariant cone field assumption H2, the linear op-
erator DR(0)|Ec does not have 0 in its spectrum. Since it is compact, Ec is
finite dimensional, dimEc = d.

Let us now consider a family G of immersed analytic manifolds ψ : (Ω, 0)→
(Γ, 0), where Ω = Ωψ ⊂ Cd and Γ = Γψ ⊂ Ao, with the following properties:

A1. The tangent spaces TfΓ ≡ DTzΩ, where f = ψ(z), belong to the cones Cθf .

A2. The manifolds are properly immersed into Ao. This means that if a
curve γ(t) ⊂ Ω, 0 < t <∞, tends to ∞ in Ω as t→∞ (i.e., it eventually
escapes any compact subset of Ω), then ψ(γ(t)) tends to ∂cA.

Remarks. 1. The family G is nonempty: just let Γ be the connected
component of the vertical slice Dc ∩Ao of the attracting basin.

2. By Property A1, the projection P : Γ → Dc of any Γ ∈ G onto the
vertical subspace is nonsingular. Moreover, for any tangent vector v ∈ TfΓ,
‖Pv‖ ³ ‖v‖.

3. Property A1 also implies that there is an ε > 0 such that any irreducible
component Γ(ε) of (Ds×Dc(ε))∩Γ containing 0 is a graph of an analytic map
φ : Dc(ε)→ Ds.

Let us supply the manifolds Γ ∈ G with the Kobayashi metrics. Recall
that the Kobayashi norm of a tangent vector v ∈ TfΓ is defined as

‖v‖Γ = inf
γ
‖w‖P ,

where ‖w‖P stands for the Poincaré norm of a vector w ∈ T0D, and the infimum
is taken over all holomorphic curves γ : (D, w) → (Γ, v) (where by definition
such a curve is factored via the parametrization ψ : Ω → Γ). The Kobayashi
metric is invariant under holomorphic coverings and increases under shrinking
the manifold.

Remark. A covering map between immersed manifolds is naturally defined
using the parametrizations. A holomorphic covering of finite degree can be
defined as a proper nonsingular holomorphic map.
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It follows that for a tangent vector v ∈ T0Γ, Γ ∈ G, the Kobayashi norm
is uniformly subordinate to the Banach one:

(2.2) ‖v‖Γ ≤ C‖v‖,

where the constant C is independent of v. Indeed

‖v‖Γ ≤ ‖v‖Γ(ε) = ‖Pv‖Dc(ε).

On the other hand, by Remark 2 above,

‖v‖ ³ ‖Pv‖ ³ ‖Pv‖Dc(ε).

Let us now consider a manifold transformation R∗ : Γψ 7→ ΓR◦ψ. By the
invariant cone field assumption H2 and (2.1), R◦ψ : Ωψ → Ao is an immersion
satisfying properties A1, A2. Hence R∗ transforms G into itself. Moreover,
the map R : Γ → RΓ is proper and nonsingular, and hence is a holomorphic
covering of finite degree.

Since the Kobayashi metric is invariant under holomorphic coverings, for
any tangent vector v = Dψ0(w) ∈ T0Γ we have:

‖DRn(v)‖Rn∗Γ = ‖v‖Γ.

On the other hand, since 0 is an attracting point,

‖DRn(v)‖ → 0 as n→∞.

These last two estimates contradict (2.2).

2.3. Proof of the Small Orbits Theorem. We are now ready to prove the
Small Orbits Theorem stated in the introduction. The argument below exploits
Perez-Marco’s perturbation idea [PM].

Let Es stand for the spectral subspace of R corresponding to the part
of specR inside the unit disk D, and let Ec correspond to the part on the
unit circle T. After we replace R by its iterate (or after adaptation of the
Banach norm), R becomes horizontally contracting and cone field preserving
on a sufficiently small bi-disk D = D(δ).

For λ ∈ (0, 1), let us consider the perturbation Rλ = λR which makes
the origin attracting. This operator is more strongly horizontally contract-
ing than R and preserves the same cone field. Thus it satisfies assump-
tions H0–H2 of Lemma 2.1. Hence there is a point fλ ∈ ∂cD ∩ Aλ, where
Aλ = {f : Rmλ f ∈ D̄, m = 0, 1, . . . , ‖Rmλ f‖ → 0} is the basin of 0.

Since the set {Rλfλ} is pre-compact in B, there is a convergent subse-
quence Rλnfλn → g as λn → 1. Clearly gm ≡ Rmg ∈ D̄, m = 0, 1, . . . . More-
over, for δ sufficiently small, ‖gc‖ ≥ ‖gs‖, since Rλ contracts more strongly in
the Es-direction than in the Ec-one. Since Ec is the neutral direction,

(2.3) ‖gcm+1‖ = ‖gcm‖ (1 + o(‖gcm‖)),
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provided

(2.4) ‖gsm‖ ≤ ‖gcm‖.

But (2.4) is inductively satisfied for all m, so that (2.3) is satisfied for all m as
well. This implies that the gm may not exponentially converge to 0.

Remark. The Small Orbits Theorem is still true if R is allowed to have
spectrum outside the unit disk.

3. External maps and hybrid classes

3.1 Quadratic-like maps and germs. The following fundamental notion was
introduced by Douady and Hubbard [DH2]. A quadratic-like map f : U → U ′

is a holomorphic double branched covering (i.e., a proper map of degree 2)
between topological disks U,U ′ such that U b U ′. It has a single critical point
which is assumed to be located at the origin 0, unless otherwise stated. Note
that the restriction of a quadratic polynomial Pc on a disk Dr of a sufficiently
big radius r is a quadratic-like map.

The filled Julia set of a quadratic-like map is defined as the set of nonescap-
ing points:

K(f) = {z : fnz ∈ U, n = 0, 1 . . .}.

Its boundary is called the Julia set, J(f) = ∂K(f). The Julia set J(f) (and
also K(f)) is connected if and only if the critical point itself is nonescaping:
0 ∈ K(f). Otherwise it is a Cantor set.

Any quadratic-like map has two fixed points, α and β (counted with mul-
tiplicity). In the case of connected Julia sets these points can be distinguished.
Namely, if these points are different then β is a nondividing repelling point (i.e.,
its removal does not disconnect the Julia set), while α is either non-repelling,
or dividing.

In what follows we will also assume (without loss of generality) that the
domains U and U ′ of a quadratic-like map f are bounded by smooth Jordan
curves. The topological annulus A = U ′ \ Ū is called the fundamental annu-
lus of f . Let us foliate the fundamental annulus by topological circles with
winding number 1 around the origin (e.g., using the Riemann mapping onto
a round annulus). This foliation can be pulled back by dynamics providing a
foliation Φ with singularities on U ′ \ K(f). Moreover, if K(f) is connected,
then Φ is nonsingular. Otherwise, the outermost singular leaf is a figure eight
passing through the critical point 0. The leaves of this foliation will be called
equipotentials.
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We will consider quadratic-like maps up to affine conjugacy (rescaling),
so that near the origin they can be normalized as f : z 7→ c + z2 + . . . . Let
QM stand for the set of normalized quadratic-like maps.

Two analytic maps f and g defined near 0 represent the same germ at 0 if
they coincide in some neighborhood of 0. Let G0 stand for the space of germs
at the origin. By taking all possible analytic continuations, a germ f ∈ G0

can be equivalently viewed as a full analytic function f : Sf → C defined on a
Riemann surface Sf covering C (in general, nonevenly).

Let us now define quadratic-like germs. To this end consider the following
relation on the space QM: f ∼ f̃ if the maps f and f̃ have a common
quadratic-like restriction. The following result gives a useful criterion for two
maps to be in this relation:

Proposition 3.1 ([McM1, §5.4]). Consider two quadratic-like maps f
: U → U ′ and f̃ : Ũ → Ũ ′ representing the same germ at 0. Let W be
the component of U ∩ Ũ containing 0. Then f ∼ f̃ if and only if fW 3 0.
Moreover, in this case the restriction g = f |W is a quadratic-like map, and
K(f) = K(g) = K(f̃).

This lemma yields:

• If f ∼ g then K(f) = K(g).

• For the maps with connected Julia sets, the above relation is an equiva-
lence relation.

In general, let us consider the equivalence relation generated by ∼. Classes of
this equivalence relation are called quadratic-like germs. Thus two quadratic-
like maps f and f̃ represent the same quadratic-like germ [f ] = [f̃ ] if there is a
string of quadratic-like maps f = f0, f2, . . . , fN = f̃ such that fk and f̃k have
a common quadratic-like restriction.

Let QG stand for the space of quadratic-like germs. There is a natural
map j : QG → G0. If g = j(f), one can say that g is marked. Note that
there exists at most one marking with connected Julia set [McM2, Lemma
7.1]. Also, any quadratic polynomial Pc has a unique marking since any two
quadratic-like restrictions U → U ′ and V → V ′ have a “common minorant”
Dr → Pc(Dr) (such that Dr ⊃ U ∪ V ). Thus the quadratic family Pc, c ∈ C, is
naturally embedded into QG.

Furthermore, two markings with “close almost connected” Julia sets must
coincide. More precisely, let us consider two quadratic-like maps f : V → V ′

and f̃ : Ṽ → Ṽ ′ with the same germ at 0 whose Julia sets stay Hausdorff
distance at most ε apart. Let Ωε(J(f)) denote the filled closure of the ε-
neighborhood of J(f) (where “filling” means adding bounded components of
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the complement). Assume that Ωε(J(f)) is connected and

(3.1) {0, f(0)} ⊂ Ωε(J(f)) ⊂ Ω3ε(J(f)) ⊂ V ′,

and the same holds for f̃ . Then f ∼ f̃ . (Indeed, Ωε(J(f)) ∪ Ωε(J(f̃)) is a
connected set contained in V ∩ Ṽ and containing {0, f(0)}.)

Quadratic-like germs will be considered up to affine conjugacy. We will
adopt the following notational and terminological conventions (except for spe-
cial situations when they may lead to confusion). The germ of a quadratic-like
map f will still be denoted by f . However, sometimes the notation fV will be
used for the quadratic-like representative fV : V → V ′ of a germ f . The germ
of a polynomial will still be called “polynomial.”

Given a quadratic-like germ f , let

mod(f) = sup mod(U ′ \ U),

where the supremum is taken over all quadratic-like representatives f : U → U ′

of the germ. Note that mod(f) =∞ if and only if f is a polynomial.
Let C be the connectedness locus of QG, that is, the subset of quadratic-

like germs with connected Julia set. Let QG# stand for the set of quadratic-like
germs which have representatives satisfying (3.1).

3.2. External maps. Let g : T → T be a degree two real analytic endo-
morphism of the unit circle T. It can also be viewed as a complex analytic
germ near the circle. We call g expanding if it admits an analytic extension
to a double covering g : V → V ′ between annular neighborhoods of T such
that V b V ′. We consider such a map up to conjugacy by rotation, which is
equivalent to normalizing it in such a way that 1 ∈ T is a fixed point. Let E
stand for the space of circle endomorphisms as above (up to rotation). Let

mod(g) = sup mod(V ′ \ (V ∪ D)),

where the supremum is taken over all extensions g : V → V ′ as above.
There is a projection π : QG → E which associates to f ∈ QG its external

map g ∈ E . In the case when f ∈ C, the construction is easily provided by
the Riemann Mapping Theorem. Namely, let f : U → U ′ be a quadratic-like
representative of the germ. Let us conjugate f : U \K(f)→ U ′ \K(f) by the
Riemann mapping

φ = φf : C \K(f)→ C \ D

to a double covering g : W → W ′ between annuli with inner boundary T. By
the Reflection Principle, g extends to a circle endomorphism of class E . Since
the Riemann mapping φ is well-defined up to post-composition with rotation,
g is well-defined up to conjugacy by rotation.
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Lemma 3.2. Let f ∈ C and g = π(f) be its external map. Then mod(f) =
mod(g).

Proof. The Riemann mapping φ : C \K(f)→ C \D obviously establishes
one-to-one correspondence between the fundamental annuli of f and g.

In the case of a disconnected Julia set the construction is more subtle.
Take a closed fundamental annulus A = U ′ \ U with real analytic boundary
curves E = ∂U ′ and I = ∂U . Then f : I → E is a real analytic double
covering.

Let µ = modA and consider an abstract double covering ξ1 : A1 → A

of an annulus A1 of modulus µ/2 over A. Let I1 and E1 be the “inner” and
“outer” boundary of A1; i.e., ξ1 maps I1 onto I and E1 onto E. Then there is
a real analytic diffeomorphism θ1 : E1 → I such that ξ1 = f ◦ θ1. This allows
us to stick the annulus A1 to the domain C \ U bounded by I. We obtain a
Riemann surface T1 = (C \ U) ∪θ1 A1. Moreover, the maps f on I and ξ1 on
A1 match to form an analytic double covering f1 : A1 → A.

This map f1 restricts to a real analytic double covering of the inner bound-
ary of A1 onto its outer boundary. This allows us to repeat this procedure: we
can attach to the boundary of T1 an annulus A2 of modulus 1

4µ, and extend f1

to the new annulus A2. Proceeding in this way, we will construct a Riemann
surface

(3.2) TA ≡ TA(f) = lim Tn = (C \ U) ∪θ1 A1 ∪θ2 A2 . . .

and an analytic double covering F : ∪n≥1An → ∪n≥0An extending f .
Since the trajectories of F do not converge to the “inner” ideal boundary

of TA, it is a punctured disk and can be conformally mapped onto C \D. Now
by the reflection principle, this conformal representation of F can be extended
to an analytic expanding endomorphism gA : T→ T.

For a given choice of the fundamental annulus A, the map gA : V → V ′

(which comes together with the domains (V, V ′)) is well-defined up to rotation.
Indeed, for two such maps gA and g̃A, by construction there is a conformal
isomorphism h : C \ D → C \ D conjugating them on an outer neighborhood
of the circle. Reflecting h to the unit disk, we conclude that h is a rotation
conjugating gA and g′A near the circle.

The endomorphism gA : T → T does not actually depend on A, that
is, on the choice of a representative of the quadratic-like germ. Indeed, let
A = U ′ \ U and Ã = Ũ ′ \ Ũ be two fundamental annuli of f such that 0 and
f(0) are contained in the same connected component W ′ of U ′ ∩ V ′. Then by
Proposition 3.1, we have a quadratic-like map f : W →W ′ whose fundamental
annulus B = W ′ \W is contained in both U ′ and V ′. Let us show that in this
case gA = gB = gÃ.
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It is enough to check the first equality. Let us consider the tautological
embedding C\U → C\W . The latter Riemann surface is naturally embedded
in TB, so that we obtain an embedding i : C \ U → TB conjugating f |∂U to
gB|i(∂U). (Note that gB admits an analytic extension up to the curve i(∂U)
provided by f |U \W .)

Let us attach an abstract annulus A1 of half modulus to the inner bound-
ary of A. Then i is naturally lifted to this annulus, so that we obtain a confor-
mal embedding i : (C \ U) ∪ A1 → TB. Now attach the next annulus A2 and
extend i to the new Riemann surface, etc. At the end we obtain a conformal
isomorphism i : TA → TB conjugating gA to gB near the ideal boundary. The
conclusion is obvious.

Thus the external map g ≡ π(f) is correctly defined up to rotation.
The above construction is due to Douady and Hubbard [DH2] except that

we remember the embedding of the fundamental annulus A into C \ U . Due
to this the external map is defined up to rotation rather than an analytic
diffeomorphism.

We say that two quadratic-like germs f and f̃ are externally equivalent if
π(f) = π(f̃). Note that in the case of connected Julia sets this means that the
appropriately normalized conformal map h : C \K(f)→ C \K(f̃) conjugates
f and f̃ near the Julia sets.

Lemma 3.3. The external map π(f) is equal to P0 : z 7→ z2 if and only
if f is a quadratic polynomial Pc : z 7→ z2 + c.

Proof. The external map g of a quadratic polynomial acts as a double
covering on the whole Riemann surface T ≡ C \ D, and hence g(z) = z2.

Vice versa, assume that π(Pc) = z2. This means that there is a conformal
map φ : C \ U → C \ (V ∪ D) such that φ(f(z)) = φ(z)2 whenever this makes
sense. But this functional equation allows us to extend f analytically to the
whole complex plane, so that f is a restriction of a quadratic polynomial.

The inverse map φ−1
f : C \ V → C \ U conjugating g = π(f) on ∂V

to f on ∂U (and perhaps analytically extended elsewhere) will be called the
uniformization of f at ∞.

The fibers Zg of the projection π will be called vertical curves, or vertical
fibers.

3.3. The Riemann mapping. Let us now construct a smooth map

ξ : QG \ C → C \ D̄
which conformally uniformizes the vertical fibers (its restriction to the quadratic
family will coincide with the Riemann mapping C \M0 → C \ D̄).

Let us say that a normalized map g ∈ E , g(1) = 1, is marked if one
has selected annuli neighborhoods (V, V ′) of T according to the definition of
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an expanding map and a point a ∈ V ′ \ D, up to the following equivalence
relation. Two data (g : V → V ′, a) and (g : Ṽ → Ṽ ′, a) are considered to be
equivalent if there is a string of representatives g : Vk → V ′k, k = 0, . . . , N ,
such that

• (V0, V
′
0) = (V, V ′), (VN , V ′N ) = (Ṽ , Ṽ ′);

• T and a are contained in the same connected component of V ′k ∩ V ′k+1,
k = 0, 1, . . . , N − 1.

In the case of a disconnected Julia set, the above construction of the
external map g = π(f) actually provides us with a marked map as follows.
Given an (f : U → U ′) ∈ QG \ C, let us consider its external map (g
: V → V ′) = π(f) ∈ E , where (V, V ′) naturally corresponds to (U,U ′). By
the construction of g, there is a conformal map φ = C \ U → C \ (V ∪ D)
conjugating f : ∂U → ∂U ′ to g : ∂V → ∂V ′. Let N be the maximal natural
number such that f−NU 3 0. Then φ admits the analytic extension to the
domain C \ f−NU 3 f(0). Thus we can mark the point

a = ξ(f) = φ(f(0))

in V ′.
Selecting a different representative of f does not change marking of g.

Indeed, let f : U → U ′ and f : Ũ → Ũ ′ satisfy the property that 0 and f(0)
belong to the the same component of U ′∩ Ũ ′. Then considering the quadratic-
like intersection f : W → W ′ we conclude that T and a belong to the same
component of V ′ ∩ Ṽ ′.

Let Em denote the space of marked circle maps of class E , and πm denote
the projection QG \ C → Em just described. Let us also consider the following
natural maps:

(3.3) ζ : Em → E (forgetting the marked point)

and

(3.4) η : Em → C \ D̄ (position of the marked point).

Let Sg denote the fibers of ζ, g ∈ E . Endow Sg with the following topology.
Pick an ε > 0 and a representative (g : V → V ′, a) of a marked map G ∈
Sg. Then a neighborhood of G in Sg consists of marked maps represented by
(g : V → V ′, b) with b ∈ V ′, |b − a| < ε. Then η : Sg → C \ D̄ is a local
homeomorphism. Pulling the complex structure back via η, we make the fiber
a Riemann surface covering (nonevenly) an outer neighborhood of the unit
circle.

As in the case of QG, there is a subset E# ⊂ Em with a preferred mark-
ing. Namely let E# consist of marked circle germs which have representatives
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(g : V → V ′, a) with the property that ∂V ′ and a are separated by some round
circle Tr ⊂ V ′ \ D. Clearly this marking is uniquely determined by the germ
g and the point a. Thus the projection η : S#

g → C \ D̄ is univalent (here
S#
g = Sg ∩ E#) and can be identified with a domain Ωg of the complex plane.

Note that for any g ∈ E , there is a representative g : V → V ′ such that
V ′ \ D ⊃ Tr with r = r(g) > 1 depending only on mod(g). Hence any point
a ∈ A(1, r) specifies a preferred marking of g, so that Ωg ⊃ A(1, r).

Theorem 3.4 (External mating). Let g ∈ Em be a marked circle map.
Then there is a unique quadratic-like germ f = θ(g) ∈ QG \ C such that
πm(f) = g.

Proof. Let us consider the marked point a = η(g). Let gNa ∈ A ≡
V ′ \ (V ∪ D) (without loss of generality we can assume that gNa 6∈ ∂A). On
the other hand, take any quadratic polynomial P = Pc with Cantor Julia set.
Let G be the Green function on C \ K(P ) with pole at ∞, and let Ωr =
{z : G(z) < log r} (r > 1). Select a fundamental annulus ΩR2 \ ΩR containing
PNc. Let r = R1/2N and U = g−NV .

There exists a diffeomorphism φ : (C \ Ωr, c) → (C \ U, a) conjugating
P |(ΩR \ Ωr) to g|(V \ U). Let us consider the conformal structure µ = φ∗σ
on C \ Ωr, and pull it back by P to the complement of J(P ). (Here σ is the
standard structure on C \ U ; see Appendix 1.) Straightening this conformal
structure by the Measurable Riemann Mapping Theorem we obtain a desired
quadratic-like map f .

Let us have two quadratic-like maps f : U → U ′ and f̃ : Ũ → Ũ ′ in QG \C
with πm(f) = πm(f̃) = g, in particular, ξ(f) = ξ(f̃) = a. Let us show that
these maps represent the same quadratic-like germ.

First assume that the domains (V, V ′) of g corresponding to U and Ũ

coincide. Then f and f̃ have fundamental annuli U ′ \ U and Ũ ′ \ Ũ whose
inner boundaries are “figures eight” passing through 0, and such that there
is a conformal map ψ : (C \ U, 0) → (C \ Ũ , 0) conjugating f to f̃ on the
boundaries of these domains. This map admits a dynamical analytic extension
to the complements of the Julia sets. Since the Julia sets are removable, ψ is
affine.

Assume now that we have two representatives of the marked germ,
g : V → V ′ and g : Ṽ → Ṽ ′, such that T and a belong to the same com-
ponent Ω′ of V ′ ∩ Ṽ ′. Let Ω = g−1Ω′. Then Ω b Ω′ and g : Ω→ Ω′ is a double
covering.

Assume also that the map g : V → V ′ corresponds to a quadratic-like
map f : U → U ′. Then there is a restriction f : W → W ′ corresponding to
g : Ω → Ω′. Moreover, by means of the functional equation φ(fz) = g(φ(z)),
f analytically extends to a domain Ũ → Ũ ′ corresponding to g : Ṽ → Ṽ ′.
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Let us now consider a string of circle maps g : Vk → V ′k, k = 0, . . . , N ,
such that T and a are contained in the same component of V ′k ∩ V ′k+1, and
(V0, V

′
0) = (V, V ′), (VN , V ′N ) = (Ṽ , Ṽ ′). Then by the above construction, we

have the corresponding string of quadratic-like maps f : Uk → U ′k such that the
U ′k ∩ U ′k+1 contain both 0 and f(0), and (U0, U

′
0) = (U,U ′). Then f : U → U ′

and f : UN → U ′N represent the same germ. On the other hand, fN : UN → U ′N
and f̃ : Ũ → Ũ ′ have the same marked external map g : Ṽ → Ṽ ′ considered
with its domain. As we have shown above, fN is affinely equivalent to f̃ .

The above operation θ will be called the external mating. The reason is
that one can think of it as the mating of a circle map g ∈ E with a point
a ∈ C \ D̄ which produces a quadratic-like germ f outside the connectedness
locus C.

Note that the restriction ξ : C \M → C \ D of ξ to the quadratic family
coincides with the uniformization of C \M tangent to id at ∞ (see [DH1]).
The preimage of a round circle Tr under this uniformization is called the
(parameter) equipotential of level r.

We will see that the map πm : Zg \ C → Sg is a conformal isomorphism
(see Lemma 4.14). The preimages of the round circles under ξ = η ◦ πm will
be called (external) equipotentials on Zg.

The external equipotentials are the traces of equipotential hypersurfaces in
QG, the preimages of the round circles under ξ : QG \ C → C \ D̄. We will see
that they are codimension 1 smooth submanifolds in QG (see Lemma 4.14).

3.4. Conjugacies. Two quadratic-like maps f : U → U ′ and f̃ : Ũ → Ũ ′

are called topologically conjugate if there exists a homeomorphism h : (U ′, U)→
(Ũ ′, Ũ) such that h(fz) = f̃(hz), z ∈ U . Two quadratic-like germs f and f̃

are called topologically conjugate if there is a choice of topologically conjugate
quadratic-like representatives. A self-conjugacy h of a map/germ is called its
automorphism.

Lemma 3.5 (see e.g. [L2, Lemma 10.4]). Let f be a quadratic-like germ
with connected Julia set and h be its automorphism. Then h|J(f) = id.

Two maps/germs are called quasi-conformally/smoothly etc. conjugate (or
equivalent) if they admit a conjugacy h with the corresponding regularity. If
two maps/germs are qc conjugate with ∂̄h = 0 almost everywhere on the filled
Julia set, then f and f̃ are called hybrid equivalent.

Lemma 3.6. Let f ∈ C and g ∈ C be two quadratic-like germs with
mod(f) ≥ ν > 0 and mod(g) ≥ ν > 0. Assume that they are qc conjugate by
a map h with

ess− sup
z∈K(f)

|∂̄h(z)|
|∂h(z)| ≤ κ.



     

340 MIKHAIL LYUBICH

Then there exist quadratic-like representatives f : U → U ′ and g : V → V ′

such that :

(i) mod(U ′ \ U) ≥ µ(ν) > 0 and mod(V ′ \ V ) ≥ µ(ν) > 0;

(ii) These representatives are K-qc conjugate with K = K(κ, ν).

Proof. A quadratic-like germ f ∈ C with mod(f) ≥ ν > 0 admits a
representative f : U → U ′ satisfying (i) and such that the boundaries ∂U , ∂U ′

are smooth γ(ν)-quasi-circle (see e.g. [McM2, Prop. 4.10]). If we have two
maps f : U → U ′ and g : V → V ′ with this property then there is a Q-qc map
H : U ′ \ U → V ′ \ V respecting the boundary dynamics, with Q = Q(µ, γ).
This map can be pulled back to a K-qc conjugacy between between f and g

on the complements of the filled Julia sets. This conjugacy glues with h|K(f)
to a single K-qc conjugacy, where K = max(Q, (κ+ 1)/(κ− 1)) (see e.g., [L2,
Cor. 10.5] and Lemma 10.4).

Corollary 3.7. Let f ∈ C and g ∈ C be two quadratic-like germs with
mod(f) ≥ ν > 0 and mod(g) ≥ ν > 0. If these maps are hybrid equivalent
then there exists a K(ν)-qc hybrid conjugacy between them.

3.5. Hybrid classes. Let H(f) stand for the hybrid class of f ∈ QG. If f
∈ C then the hybrid classH(f) can be endowed with the following Teichmüller-
Sullivan metric:

distT (f, g) = inf log Dil(h),

where h runs over all hybrid conjugacies between f and g (see [S1]).

Lemma 3.8. For any germ f0 ∈ C with connected Julia set and any circle
map g ∈ E , there exists a unique (up to affine conjugacy) germ f ∈ H(f0) whose
external map is equal to g. Moreover, if mod(f0) ≥ µ > 0 and mod(g) ≥ µ > 0
then distT (f0, f) ≤ K(µ).

Proof. Let g0 : V0 → V ′0 be the external map of f0. Any two expanding
circle maps, in particular g : V → V ′ and g0, are quasi-conformally conjugate.
Indeed, let A = V ′ \ (V ∪ D) and A0 = V ′0 \ (V0 ∪ D) be outer fundamental
annuli of g and g0 respectively. Their boundaries can be selected as smooth
quasi-circles with dilatation controlled by µ. Then there exists a K = K(µ)-qc
diffeomorphism ψ : (C \ V,A) → (C \ V0, A0) conjugating g : ∂V → ∂V ′ to
g0 : ∂V0 → ∂V ′0 . It admits a unique extension to a K-qc map ψ : C\D→ C\D
conjugating g : V \ D → V ′ \ D to g0 : V0 \ D → V ′0 \ D. By the Reflection
Principle, ψ admits an extension to a T-symmetric K-qc map (C, V ′, V ) →
(C, V ′0 , V0) conjugating g and g0 on their domains.

Let us consider a ψ-push-forward of the standard conformal structure σ
from C \ D to C \ D, ν = ψ∗σ. It is preserved by g0 : V0 → V ′0 . Recall now
that in the case of a connected Julia set, g0 : V0 \ D → V ′0 \ D is conformally
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conjugate to f0 : U0 \K(f) → U ′0 \K(f) by means of the Riemann mapping
φ : C\K(f)→ C\D. Hence the structure µ = φ∗ν on C\K(f0) is preserved by
f0 near the Julia set. Let us extend it to K(f) in a standard way: µ|K(f) = σ.
Straightening µ by the Measurable Riemann Mapping Theorem, we obtain a
desired map f .

Let us now have two maps like this, f and f̃ . Since they are hybrid
equivalent, there is a qc conjugacy h : (U,K(f)) → (Ũ ,K(f̃)) near the filled
Julia sets, such that ∂̄h = 0 a.e. on K(f). On the other hand, f and f̃ are
externally equivalent, so that there is a conformal mapH : C\K(f)→ C\K(f̃)
conjugating f and f̃ near the Julia sets. These two maps match on the Julia
sets (see [DH2, Prop. 6]), and hence glue together into a single conformal, and
thus affine, map.

Theorem 3.9 (Straightening [DH2]). If f is a quadratic-like germ with
connected Julia set then its hybrid class H(f) contains a unique quadratic
polynomial P : z 7→ z2 +χ(f), where c = χ(f) is a point of the Mandelbrot set
M0. Moreover, distT (f, P ) ≤ K(mod(f)).

Proof. By the previous lemma, there is a unique map P ∈ QG which is
hybrid equivalent to f and externally equivalent to P0 : z 7→ z2. By Lemma
3.3, P is the unique quadratic polynomial in H(f).

Let us summarize Lemma 3.8 and Theorem 3.9:

Theorem 3.10 (Internal mating). Any parameter c ∈ M can be mated
with any circle map g ∈ E to obtain a unique (up to affine conjugacy) germ
f ≡ ic(g) ∈ QG such that χ(f) = c and π(f) = g.

The hybrid class passing through a point c ∈ M0 will also be denoted as
Hc. Thus we have a partition of the connectedness locus C into the hybrid
classes labeled by the points of the Mandelbrot set and parametrized by the
space E of circle maps.

Note that all quadratic-like germs with disconnected Julia set are hybrid
equivalent, so that QG \ C is a single hybrid class.

Let us finish with the following important remark: Any two germs f0

and f1 in the same hybrid class H can be included in a certain complex one-
parameter family of maps called the Beltrami disk. Let h be a hybrid conjugacy
between f0 and f1, and µ = ∂̄h/∂h be the corresponding Beltrami differen-
tial. Let us consider a complex one-parameter family of Beltrami differentials
µλ = λµ, λ ∈ D1+ε. Let hλ be the solution of the corresponding Beltrami
equation. Then by definition, the family {fλ = hλ ◦ f0 ◦ h−1

λ } is the Beltrami
disk via f0 and f1.

The real one-parameter family {fλ : |λ| < 1 + ε}, is called the Beltrami
path joining f0 and f1.
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4. The space of quadratic-like germs

4.1. Topology and analytic structure. McMullen has supplied the space
QM of quadratic-like maps with the Carathéodory convergence structure by
declaring that a sequence fn : Un → U ′n converges to f : U → U ′ if the pointed
domains (Un, 0) Carathéodory converge to (U, 0), and fn → f uniformly on
compact subsets of U (see [McM1, §4]). This structure can be pushed down to
the spaceQG of quadratic-like germs by declaring [fn]→ [f ] if the sequence [fn]
can be split into finitely many subsequences [f im] which admit representatives
f im Carathéodory converging to certain representatives fi of [f ] (the splitting
of the sequence is actually not needed in the case when f ∈ C ). Below we
will show that this convergence structure on QG is consistent with a certain
topology, which in turn can be refined to a natural complex analytic structure
modeled on a family of Banach spaces. For the background for this section the
reader should consult Appendix 2.

As in subsection 11.3,

• V will stand for the directed set of topological discs V 3 0 with piecewise
smooth boundary, and U Â V if U b V ;

• BV will denote the space of normalized analytic functions f(z) = c +
z2 + . . . on V ∈ V continuous up to the boundary supplied with sup-
distance;

• B = limBV will stand for the space of normalized analytic germs at 0.

Let us now supply the space QG of normalized quadratic-like germs with
topology and complex analytic structure modeled on a family of Banach spaces
BV . Given f ∈ QG, let Vf stand for the family of topological disks with
piecewise smooth boundary such that f : V → fV is quadratic-like. If g ∈
BV (f, ε) is sufficiently close to f in the Banach space BV then it is quadratic-
like on a domain U slightly smaller than V . Hence g represents a quadratic-
like germ. Thus we have an injection jf,V : BV (f, ε) → QG. This family
of injections obviously satisfies properties P1–P3 stated in Appendix 2 (with
linear transition maps), and hence endows QG with topology and complex
analytic structure.

Note that by Lemma 11.6, convergence in this topology coincides with the
quotient of the Carathéodory convergence.

If f ∈ C then the domains V on which f is quadratic-like form a directed
set Vf , so that f is a regular point of QG (see Appendix 2). Since the transi-
tion maps are linear, the tangent space TfQG is naturally identified with the
inductive limit

(4.1) B(f) = lim
V ∈Vf

BV ,
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which is in turn identified with the space of germs of analytic vector fields near
the filled Julia set K(f) normalized at the origin as v(z) = δ + az3 + . . . .

Since any finitely dimensional submanifold locally sits in some space BV , it
can be locally identified with an analytic finitely parameter family of functions
fλ(z) on V (so that fλ(z) is analytic in two variables).

Given µ > 0, R > 0, let QG(µ,R) stand for the space of quadratic-like
germs which have normalized representatives f : V → V ′, z 7→ c+z2 + . . . with
mod(f) ≥ µ, |c| ≤ R, and disthyp(0, c) ≤ R, where the hyperbolic distance is
measured in V ′. Let

QG(µ) = {f ∈ QG : mod(f) ≥ µ}.

Note that

(4.2) C(µ) ≡ QG(µ) ∩ C ⊂ QG(µ,R(µ))

(indeed, for a quadratic map z 7→ z2 + c with connected Julia set, we have:
c ≤ 2, and the statement for quadratic-like maps follows from the Straightening
Theorem). Similarly, let E(µ) = {g ∈ E : mod(g) ≥ µ}.

Lemma 4.1 (Compactness). A subset K of QG (respectively : of C or E)
is pre-compact if and only if it is contained in some QG(µ,R) (respectively :
in C(µ) or E(µ)). Any compact set K sits in a union of finitely many Banach
slices and bears a Montel metric distM (see Appendix 2) well-defined up to
Hölder equivalence.

Proof. Sequential pre-compactness of QG(µ,R) follows from [McM1,
Th. 5.6]), and by Lemma 11.6 it implies pre-compactness.

Vice versa, let K ⊂ QG be pre-compact, thus sequentially pre-compact.
Since c = f(0) continuously depends on f , it is bounded on K. Moreover,
mod(f) and disthyp(0, f(0)) are sequentially continuous on the level of maps:
If fn → f then

lim mod(fn) = mod(f) and lim disthyp(0, fn(0)) = disthyp(0, f(0)).

Since convergence of germs is described in terms of representatives,

mod(f) ≥ µ > 0 and disthyp(0, f(0)) ≤ R <∞ for f ∈ K.

The criterion for C follows by (4.2), and the criterion for E is completely
analogous.

The last statement follows from Lemma 11.5.

Let us consider a holomorphic family fλ, λ ∈ Λ, of quadratic-like germs
over a Banach domain (Λ, 0), f0 ≡ fλ0 . Then this family locally sits in some
Banach slice BU and is represented there by a holomorphic family of quadratic-
like maps fλ : Vλ → V ′λ. Take a thickened fundamental annulus Ã0 (i.e., a little
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neighborhood of the fundamental annulus A0) of f0 with piecewise smooth
boundary compactly sitting in V ′0 . The following useful statement shows that
this annulus can be included in a holomorphic family:

Lemma 4.2. There is a smooth holomorphic motion hλ of Ã0 over a
neighborhood Λ′ ⊂ Λ of 0, such that Ãλ ≡ hλÃ0 is a thickened fundamental
annulus of fλ, which respects the dynamical relation near the boundary of A0.

Proof. Fix a collar neighborhood of the outer boundary of A0, and let the
corresponding collar neighborhood of the inner boundary move as prescribed by
dynamics. By Lemma 11.2, this motion can be smoothly interpolated through
the whole annulus.

Douady and Hubbard [DH, Prop. 9] formulated this statement (for one-
parameter families) as existence of horizontally analytic smooth tubing, i.e., a
smooth map Ψλ(z),

(4.3) Ψ : Λ′ × A(2− ε, 4 + ε)→
⋃
λ∈Λ′

Ãλ,

analytic in λ ∈ Λ′ for any given z ∈ A(2− ε, 4 + ε), fibered over id|Λ′ and such
that Ψλ conjugates P0 : z 7→ z2 near T2 to fλ near the inner boundary of Aλ.

4.2. Complex structure on the space of circle maps. In a similar way we can
supply the space E of expanding circle maps with the inductive limit topology
and real analytic structure. Namely, let us represent T as R/(γ : x 7→ x + 1)
so that 1 ∈ T corresponds to 0 ∈ R. Let V be a γ-invariant R-symmetric
neighborhood of R, and let BV stand for the Banach space of functions f
analytic on V , real on R, normalized as f(0) = 0, and satisfying the following
equation: f(z+ 1) = f(z) + 2. (In other words, this is the space of degree-two
circle maps analytic in a given neighborhood of T and fixing 1.)

Let EV be the set of expanding circle maps f ∈ E which belong to BV . It
is clearly an open subset of BV . Thus we have a natural representation of E as
the inductive limit of real Banach manifolds EV .

It is not obvious that E can also be endowed with complex analytic struc-
ture. To see this let us consider the hybrid class of z 7→ z2, H0 ≡ H(z2) =
{f ∈ QG : f(0) = 0}. Since the condition f(0) = 0 specifies in every Ba-
nach space BV a codimension 1 linear subspace, H0 is naturally endowed with
topology and complex analytic structure.

Lemma 4.3. The space E of circle maps and the hybrid class H0 are
homeomorphic.

Proof. The homeomorphism i ≡ i0 : E → H0 is constructed as the mating
of c = 0 ∈M with g ∈ E . By the Mating Theorem 3.10, i is one-to-one.
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Take a map g0 ∈ EV with a fundamental annulus A0. Then for all nearby
g ∈ EV , we can select a continuously moving fundamental annulus A = Ag
(as in Lemma 4.2). It follows that the map ψg : A(r, r2) → Ag conjugating
P0 : Tr → Tr2 to the boundary restriction of g can be selected continuously
in g.

Let us consider the conformal structure ψ∗gσ on A(r, r2). Pull it back by
the iterates of P0 and extend it as σ beyond A(1, r2). We obtain a continuous
family of conformal structures νg on C. By the Measurable Riemann Mapping
Theorem, the straightening map

hg : (C, 0)→ (C, 0), (hg)∗νg = σ, (hg)′(0) = 1,

depends continuously on g. Hence f = i(g) = hg◦P0◦h−1
g depends continuously

on g as well.
Vice versa, it is easy to see that the filled Julia set K(f) depends continu-

ously on f ∈ H0. Hence the normalized Riemann mapping φ ≡ φf : C\K(f)→
C \ D̄ depends continuously on f in compact-open topology. Let γ ⊂ C \ D̄
be a closed curve homotopic to T which belongs to the domain V0 of g0 ∈ E .
Then for f near f0, the external map g = φ ◦ f ◦ φ−1 restricted on γ depends
continuously on f . By the reflection and maximum principles, g depends con-
tinuously on f on the whole annulus enclosed by γ and the symmetric curve.
Thus the map i−1 is continuous.

Remark. In the above proof we implicitly use the following fact. Let
fλ = hλ ◦ f0 ◦ h−1

λ , λ ∈ D ∈ C, where hλ is a holomorphic family of qc maps
and fλ is a family of holomorphic maps. Then fλ is holomorphic in λ (it is not
trivial because h−1

λ need not depend holomorphically on λ). Indeed, taking
∂/∂λ̄ of the expression hλ ◦ f0 = fλ ◦ hλ, we obtain:

0 =
∂hλ
∂λ̄
◦ f0 = f ′λ ◦

∂hλ
∂λ̄

+
∂fλ
∂λ̄
◦ hλ =

∂fλ
∂λ̄
◦ hλ.

Now the natural complex analytic structure on H0 can be transferred
to E via the above homeomorphism. (This construction is inspired by the
construction of the complex structure on the Teichmüller spaces via the Bers
embedding [Be].)

Let

(4.4) Π = i0 ◦Π : QG → H0, Ic = ic ◦ π : H0 → Hc.

4.3. Analyticity of π and ic.

Lemma 4.4.

• The projection π : C → E is proper ;

• The projection π : QG → E is complex analytic.
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Proof. • By definition, “proper” means that preimages of compact sets
are compact. Let K ⊂ E be compact. Then by Lemma 4.1, mod(g) ≥ µ > 0,
g ∈ K.

Let f ∈ C ∩ π−1K. Then by Lemma 3.2, mod(f) ≥ µ as well, so that by
Lemma 4.1 π−1K is compact.

• Let f0 ∈ QGV , A0 be its fundamental annulus. For f ∈ QGV near f0,
select a holomorphically moving fundamental annulus Af (see Lemma 4.2).
This defines a holomorphic family µf of conformal structures on A0. Pulling
these structures back to the Riemann surface T0 ≡ T (f0) constructed above,
see (3.2), we obtain a holomorphic family of conformal structures νf on T0.
Realize T0 as C \ D̄, put the standard structure on D, and solve the Beltrami
equation: (hf )∗νf = σ. The analytic dependence in the Measurable Riemann
Mapping Theorem ensures that the maps Π(f) = hf ◦f0◦h−1

f ∈ H0 analytically
depend on f . As the complex structure on E is by definition transferred from
H0, we conclude that gf = π(f) analytically depends on f as well.

Lemma 4.5. For any c ∈M , f = ic(g) depends analytically on g ∈ E.

Proof. The proof is similar to that for the previous lemma. Let A0 be
a fundamental annulus for f0 ∈ C. Select a fundamental annulus Bg which
moves holomorphically with g, and a family of diffeomorphisms hg : A0 → Bg
respecting the dynamics on the boundaries and depending analytically on g.
Then the conformal structure µg = (hg)∗σ depends analytically on g. Pulling it
back by iterates of f0 and straightening, we complete the proof (using analytic
dependence in the Measurable Riemann Mapping Theorem).

Thus one can say that the mating f = ic(g) is horizontally analytic.

4.4. Infinitesimal deformations. Let us introduce spaces needed for the
description of the tangent spaces to the hybrid classes. For f ∈ C, let B(f) be
the space of f -invariant Beltrami differentials µ of class L∞ near K(f) such
that µ = 0 a.e. on K(f). Consider the Beltrami path ht in the direction of
µ ∈ B(f), i.e., the family of normalized solutions of the the Beltrami equations
∂̄ht/∂ht = tµ for small |t| (see §3.5). The velocity of this path at f ,

w =
dht
dt
|t=0,

is a vector field near K(f) which has locally square integrable distributional
derivatives (i.e., of class H; see Appendix 1) and satisfies the ∂̄-equation ∂̄w =
µ. Let F(f) stand for the space of such vector fields (corresponding to all
possible µ ∈ B(f)).

For f ∈ C, let us consider the tangent space to the hybrid class of f ,

(4.5) Eh(f) = TfH(f).
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By definition, it consists of the velocities at f of all smooth curves γ(t) ∈ H(f)
through f . The space Eh(f) and its vectors will be called horizontal.

Remarks. 1. Vector fields v(z)/dz ∈ TfQG are normalized so that v′(0)
= 0 and considered up to adding a vector field az2/dz. By this we can make
v′′(0) = 0 but sometimes we will prefer a different normalization.

2. On the plane C we will freely identify functions v(z) with the corre-
sponding vector fields v(z)/dz.

Lemma 4.6. The horizontal space Eh(f) consists of (normalized) holo-
morphic vector fields v(z)/dz near K(f) which admit a representation v(z) =
w(fz)− f ′(z)w(z) with some w/dz ∈ F(f).

Proof. Let us consider a smooth path ft ∈ H(f) tangent to v(z)/dz ∈
Eh(f). Then Lemma 4.2 and the Measurable Riemann Mapping Theorem
imply that there is a smooth path of qc maps ht conjugating f to ft, h0 = id.
Let w/dz ∈ F(f) be the velocity of this path at id. Linearizing the curve
t 7→ ht ◦ f ◦h−1

t at t = 0, we conclude that {ft} is tangent to (w ◦ f − f ′w)/dz
at f , so that v admits a desired representation.

Vice versa, let v = w ◦ f − f ′w with w/dz ∈ F(f). Then the Bel-
trami differential µ = ∂̄w belongs to B(f). The corresponding Beltrami path
ft = ht ◦ f ◦ h−1

t (i.e., ∂̄ht/∂ht = tw) is a smooth curve in H(f) tangent to v
at f .

Let f ∈ C. A vector field v(z)/dz ∈ TfQG is called vertical if there is a
holomorphic vector field α(z)/dz on C̄ \K(f) vanishing at ∞ such that

(4.6) v(z) = α(fz)− f ′(z)α(z)

near the Julia set. (Note that the above condition is equivalent to saying that
α is a holomorphic function on C \ K(f) with at most simple pole at ∞.)
The space of vertical tangent vectors at f will be denoted by Ev(f). (We will
eventually show that it is the tangent space to the vertical fiber Zf .)

Lemma 4.7. For f ∈ C, TfQG = Eh(f)⊕ Ev(f).

Proof. Existence. Let us consider a holomorphic vector field v(z)/dz ∈
TfQG in a neighborhood of K(f). Select a quadratic-like representative
f : U → U ′ such that v is well-defined in a neighborhood of Ū ′. Then there
exists a smooth vector field w(z)/dz in a neighborhood of C̄\U vanishing near
∞ and such that

(4.7) v(z) = w(f(z))− f ′(z)w(z), z ∈ U ∩Dom(w).

By means of this equation w(z)/dz can be extended to a smooth vector field
in C \K(f) satisfying (4.7) in U .
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Let us consider the Beltrami differential µ = ∂̄w in C̄ \K(f) extended by
0 to the filled Julia set K(f). Since v is holomorphic on U , (4.7) implies that
µ is f -invariant over there. Hence it has a bounded L∞-norm on the whole
sphere (equal to its L∞-norm on C̄ \ U).

Let us solve the ∂̄-problem ∂̄u = µ, where u(z)/dz is a vector field on C
of class H vanishing at ∞. Then:

a) The vector field vh = u ◦ f − f ′u on U is holomorphic since µ is f -
invariant. By adding a linear function az+ b to u we can normalize vh so that
(vh)′(0) = (vh)′′(0) = 0. Since µ = 0 on K(f), vh is horizontal.

b) Let α = w− u. The corresponding vector field α(z)/dz is holomorphic
on C̄ \K(f)(since ∂̄α = 0) and vanishes at ∞. Moreover, v− vh = α ◦ f − f ′α
on U . Hence (v − vh)/dz is a vertical vector field.

Uniqueness. Assume that there exists a vector field v/dz ∈ Eh(f)∩Ev(f),
v 6= 0. Then v = w ◦ f − f ′w with w/dz ∈ F(f) and v = α ◦ f − f ′α where
α(z)/dz is holomorphic on C̄ \K(f) and vanishes at ∞.

Let us consider a vector field u/dz = (w − α)/dz on U ′ \K(f). Since it
is f -invariant, it is bounded with respect to the hyperbolic norm on U . Hence
|u(z)| → 0 as z → J(f), z ∈ U , so that u admits a continuous extension to Ū
vanishing on the Julia set J(f).

Thus the vector fields w(z)/dz and α(z)/dz match on the Julia set J(f),
i.e., the vector field β(z)/dz which is equal to w(z)/dz on K(f) and equal to
α(z)/dz on C̄ \K(f) is continuous on the whole sphere. Moreover, this vector
field has distributional derivatives of class L2 and ∂̄β = 0 (see e.g., Lemma
10.4). By Weil’s lemma, β(z)/dz is holomorphic on the whole sphere. Since it
vanishes at ∞, β(z) = az + b is linear.

Thus v(z) = af(z) + b − f ′(z)(az + b), where f(z) = c + z2 + . . .. If v
is normalized by v′(0) = v′′(0) = 0, then a straightforward calculation yields
a = b = 0. Hence v = 0 as well.

4.5. Horizontal foliation of C. In this section we will show that the hybrid
classes Hc, c ∈M , are codimension-1 complex analytic submanifolds in QG.

As usual, a foliation is called analytic (or smooth etc.) if it locally admits
an analytic (smooth etc.) straightening.

Lemma 4.8. The partition of intC into the hybrid classes is a complex
analytic foliation, with an analytic straightening given by the mating.

Proof. On the hyperbolic components of intC, the analytic map f 7→
(π(f), λ(f)) straightens the leaves, where λ(f) is the multiplier of the attracting
periodic point. To obtain an analytic straightening over a “queer”component
U of intM0 (see §10.2), select a reference point c0 ∈ U , and a nontrivial mea-
surable line field γ : z 7→ e2iθ(z) on the Julia set J(Pc0). Then the unit disk of
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Beltrami differentials λγ, λ ∈ D, analytically parametrizes U . Its product with
E analytically parametrizes the corresponding component of intC (by analytic
dependence on parameters in the Measurable Riemann Mapping Theorem).

Lemma 4.9. For f ∈ intC, the tangent space to the vertical fiber Zf co-
incides with Ev(f). Moreover, if f : V → V ′ is a quadratic-like representative
of f then the vertical vector fields extend to holomorphic fields on V .

Proof. For g ∈ Zf near f , let us consider a normalized qc map hg : C̄→ C̄

conjugating f to g and conformal on C̄ \K(f). By the Measurable Riemann
Mapping Theorem, it depends holomorphically on g. Hence the map (g, z) 7→
hg(z) is holomorphic in two variables near {f} × (C̄ \K(f)).

Let us consider a smooth curve g(t) in the vertical fiber Zf tangent to a
vector field v(z)/dz at f (for t = 0). Since hg(t) smoothly depends on t, we
can consider the vector field α(z)/dz tangent to this curve at t = 0:

(4.8) α =
dhg(t)
dt
|t=0.

Then v = α ◦ f − f ′α on the domain V of f . But by the above discussion, α
is holomorphic on C̄ \K(f). Hence v ∈ Ev(f).

Thus TfZf ⊂ Ev(f). Since both spaces are one-dimensional, they coin-
cide.

The second statement of the lemma also follows from the above discus-
sion.

Remark. Formula (4.8) is valid for all f ∈ C (not only for f ∈ intC).
In the general formula, hg should be understood as φg ◦ φ−1

f , where the φ−1
g

are the uniformizations at ∞ (see §3.2). Justification for this formula requires
proof that the vertical fibers are submanifolds (see §4.12) and that φg smoothly
depends on g.

We will also need the following technical lemma:

Lemma 4.10. Let f : V ′ → V ′′ be a quadratic-like map with connected
Julia set, and let V = f−1V ′. Consider vector fields v(z)/dz and α(z)/dz
satisfying (4.6) on V ′, where v is holomorphic in V ′′ and α is holomorphic in
C̄ \K(f). Then

‖α‖C̄\V ≤ C‖v‖V ′ and ‖v‖V ≥ C−1‖v‖V ′

with a constant C depending only on µ = mod(V ′ \ V ).

Proof. Let γ = ∂V . By the standard normality or hyperbolic metric
arguments, the inverse branches of f−N |γ are uniformly contracting on γ with
some constant λ−1 < 1 (where N and λ depend on µ only).
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Let ‖v‖V = ε and ‖α‖C̄\V = M . Incorporating the above contracting
property and the Maximum Principle into (4.6) we obtain:

M ≤ ‖α‖f−Nγ ≤ (M +Aε)/λ,

where A depends only on µ. Hence M ≤ Aε/(λ − 1), which proves the first
desired estimate. Using (4.6) once again we conclude that ‖v‖V ′ ≤ Aε (K +
1)/(λ− 1), where K = ‖f ′‖V ′ , which proves the second estimate.

Theorem 4.11 (Leaves). Hybrid classes Hc, c ∈ M , are connected
codimension-one complex analytic submanifolds of QG. The quadratic fam-
ily Q ≡ {Pc(z) = z2 + c} is a transversal to these submanifolds.

Proof. We have: π ◦ ic = id. Hence by the definitions (see Appendix
2) and the last two lemmas, π : QG → E is a complex analytic submersion
and ic : E → QG is a complex analytic embedding, so that its image Hc is a
complex analytic submanifold inQG. Since any two points in a hybrid class can
be joined by a Beltrami path, the hybrid classes are connected. The quadratic
family is transverse to all the leaves since by Lemma 3.3, it is a fiber of π.

Let us now show that codimHc = 1 at any point f ∈ Hc (note that by the
last statement, it is true at f = Pc). By Lemma 4.8 it is true for c ∈ intM0.
Let c ∈ ∂M . Select a sequence of maps fn ∈ intC converging to f . Let us
consider the tangent projection P = D(ic ◦ π)(f) : TfQG → Eh(f) parallel to
the vertical space Ev(f), and the analogous projections Pn at fn. By Lemma
4.9, the latter projections have corank 1.

Let us first show that corankP ≤ 1. Otherwise there would be a two-
dimensional tangent space F ⊂ Ev(f) sitting in some Banach slice BV ⊂
TfQG. For n sufficiently big, this slice is naturally contained in the tangent
spaces TfnQG as well. Let us consider the slices Ln = ImPn ∩ BV of the
horizontal spaces. By Lemma 11.3, they have codimension 1 in BV . Hence
there exist vectors vn ∈ F ∩ Ln, ‖vn‖V = 1.

Since Pn → P , there exists a U Â V such that eventually Pn(BV ) ⊂ BU
and the Banach operators Pn : BV → BU converge to P : BV → BU . But since
F is finite-dimensional, ‖vn‖U ≥ c > 0. Thus ‖Pnvn‖U ≥ c while P0vn = 0
contradicting the operator convergence.

Let us finally prove the opposite inequality: corankP ≥ 1. To this end
let us consider vertical vector fields vn at fn. Let us select quadratic-like
representatives fn : Vn → V ′n → V ′′n Carathéodory converging to f : V →
V ′ → V ′′. By Lemma 4.9, the vn holomorphically extend to V ′′n . Normalize
the vector fields so that ‖vn‖V ′n = 1. Then Lemma 4.10 implies that

(4.9) ‖vn‖V ≥ c > 0.
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Select a subsequence of these vector fields converging uniformly on com-
pact subsets of V ′ to a vector field v on V ′. By (4.9), v 6= 0. Since Pn → P ,
we conclude that Pv = 0, and we are done.

Remark. Under more usual circumstances the codimension-1 statement
would immediately follow from the facts that Hc is connected and has codi-
mension one at the point Pc. However, a justification of this argument in our
setting would be more involved than the above proof.

One can extract extra useful information from the proof above:

Lemma 4.12. For f ∈ C,

(4.10) Ev(f) = KerDπ(f).

Proof. In the proof of Theorem 4.11 we constructed a sequence of vector
fields vn and αn satisfying (4.6) and passed to a limit v = lim vn ∈ KerDπ(f)
(along a subsequence). By Lemma 4.10 we can also pass to a limit α on C̄ \ V̄
along a subsequence of the αn’s. Then v and α are related by (4.6) on V ′ \ V̄ .
By means of this equation we can now extend α to C̄\K(f). Hence v ∈ Ev(f).
Since dim KerDπ(f) = 1 (by Theorem 4.11), KerDπ(f) ⊂ Ev(f).

Furthermore, by Lemma 4.7, Ev(f) complements Eh(f), and by Theo-
rem 4.11, the latter space has codimension 1. Hence dimEv(f) = 1, and the
conclusion follows.

Denote by F the foliation of C into the hybrid classes. Accordingly the
hybrid classes in the connectedness locus will also be called the leaves of F .

Let us summarize the above information:

Theorem 4.13 (Product structure). The connectedness locus C is homeo-
morphic to the product E ×M0. The homeomorphism is provided by mating
f = ic(g). It is horizontally analytic everywhere, and analytic in both variables
for c ∈ intM0.

Proof. By the Mating Theorem, the mating f = ic(g) provides one-to-
one correspondence between E × M and C. Moreover, the inverse map i−1

: f 7→ (π(f), χ(f)) is continuous, as π is continuous by Lemma 4.4 and χ is
continuous by [DH2], [McM2, Prop. 4.7]. Since by Lemma 4.4, i−1 is proper,
i is sequentially continuous. By Lemma 11.6, it is continuous.

The last statement is the content of Lemmas 4.5 and 4.8.

4.6. Regularity of the external mating. Let us now study analytic proper-
ties of the external mating defined in subsection 3.3.
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Lemma 4.14. The external mating θ : Em → QG \ C is a diffeomorphism
fibered over E. Moreover, it is vertically conformal, i.e., it is conformal on the
fibers Sg → Zg \ C.

Proof. Let us consider a pair λ = (G, b) where G : W →W ′ ∈ H0, b ∈W ′,
varying near some λ0 = (G0, b0). Then by Lemma 4.2 and Lemma 11.2, there
is a local smooth holomorphic motion Hλ : (B0, b0) → (BG, b), where BG is
a fundamental annulus of G. Consider the corresponding holomorphic family
µλ = H∗λσ of conformal structures on B0.

Let R = RG : C \ K(G) → C \ D̄ stand for the normalized Riemann
mapping. Let us consider the corresponding marked external map

(gλ : Vλ → V ′λ, aλ) = (π(G), RG(b)) ∈ Em.
Transfer the structures µλ to this external model: νλ = (R0)∗µλ on A0 = V ′0\V0

(with 0 we label the objects corresponding to λ0). Pulling νλ back by iterates
of g0 we obtain a holomorphic family of conformal structures on V ′0 \ D̄ which
we will still denote by νλ. Let ν̂λ be the symmetrization of νλ with respect to
the unit circle. Then ν̂λ depends smoothly on λ.

Let us solve the Beltrami equation, (hλ)∗ : ν̂λ → σ, h(0, 1,∞) = (0, 1,∞).
The solution depends smoothly on λ and hence aλ = hλ(a0) also depends
smoothly on λ. Moreover, gλ depends on λ holomorphically by definition of
the complex structure on E .

Reversing this construction we see that (G, b) depends smoothly on (g, a)
as well.

Moreover, if G ≡ G0 does not vary, then gλ ≡ g0 does not vary either, and
hence hλ commutes with g0. It follows that the identical map in the interior
of the unit disk glues with hλ outside to a holomorphic motion (see e.g., [L2,
Lemma 10.3]). Hence in this case aλ depends holomorphically on λ (i.e., on b
only as G stays fixed).

In a similar way one sees that fλ = θ(g, a) ∈ QG depends holomorphi-
cally on λ (compare Lemma 4.5). Hence it depends smoothly on (g, a) and,
moreover, depends holomorphically on a once g is fixed.

4.7. Uniformization at ∞. We need for further reference a statement on
continuous dependence of the uniformization at ∞ on a quadratic-like map.
Let f : U → U ′ be a quadratic-like map, g = π(f) : V → V ′ be its external, and
φf : C \ U → C \ V be the conformal map respecting the boundary dynamics
(see §3.2). Let us normalize φf so that it has a positive derivative at ∞. If
N = N(f) is the maximal natural number such that f−NU 3 0 then φf admits
an analytic extension

φf : Ω(f) ≡ C \ f−NU → C \ g−NV ≡ ∆(f).

In the case of a connected Julia set, Ω(f) = C \K(f) and ∆(f) = C \ D̄.
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Lemma 4.15. Let a sequence of quadratic-like maps fn : Un → U ′n
Carathéodory converge to a map f : U → U ′ with connected Julia set. Then
the maps φ−1

fn
converge to φ−1

f uniformly on compact sets K ⊂ C \ D̄.

Proof. Let gn : Vn → V ′n be the external maps of fn, and g : V → V ′ be
the external map of f . These maps can be selected in such a way that

• The gn Carathéodory converge to g (by Lemma 4.4);

• The ∂Vn are smooth quasi-circles with bounded dilatation (see [McM2,
Prop. 4.10];

• The curves ∂Vn uniformly converge to ∂V .

Hence for any r > 1 there exists an m ∈ N such that eventually g−mn V ⊂ Dr.
Moreover, since the critical point of f is nonescaping, N(fn) → ∞. Hence
∆(fn) ⊃ C \ g−mn V for n big enough. Altogether it follows that for any r > 1,
∆(fn) ⊃ C \ Dr for n big enough. In other words, all functions φ−1

n are
eventually defined on any C \ Dr, r > 1.

Moreover, these functions form a normal family on each domain C \ Dr.
Indeed, the β-fixed points βn of the fn converge to the β-fixed point of f ,
and hence stay away from 0 and ∞. Since Imφ−1

n does not assume the values
{0, βn}, the statement follows from Montel’s theorem.

Take any limit function ψ of the family {φ−1
n }. It is defined on the whole

complement C \ D̄ of the unit disk. We need to show that ψ = φ−1
f .

If fmz ∈ U ′ \ Ū then for all sufficiently big n, fmn z ∈ U ′ \ Ū as well. As
N(fn)→∞, we conclude that Ω(fn) is eventually contained in any neighbor-
hood of K(f). Hence the Imψ contains C \K(f).

On the other hand, if Imψ ∩K(f) 6= ∅, then Imψ ∩ J(f) 6= ∅. But then

(4.11) Imφ−1
n ∩ J(fn) 6= ∅

since the Julia set depends lower semi-continuously on a quadratic-like map
(as the repelling periodic points are stable under perturbations). But (4.11) is
absurd.

Thus Imψ = C \ K(f). By the normalization at ∞, ψ must coincide
with φ−1

f .

4.8. Banach slices of the foliation F . Let us say that the leaves Hc
depend C1-continuously on c ∈ M0 if for any c0 ∈ M0, g0 ∈ E , and a Banach
slice EV 3 g0, there exist a Banach neighborhood V = EV (g0, ε) and a Banach
slice BU 3 f0 such that icV ⊂ BU and

(4.12) Dic(g)→ Dic0(g) as c→ c0, c ∈M0,

where the convergence is understood to be in the Banach operator norm, and
where it is uniform over g ∈ V.
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Lemma 4.16. The leaves Hc depend C1-continuously on c ∈M0.

Proof. By the product structure of the foliation F (Theorem 4.13), the
leaves depend C0-continuously on c ∈ M0: For any c0 ∈ M , g0 ∈ E , and a
Banach slice EV 3 g0, there exist a Banach neighborhood V = EV (g0, ε) and a
Banach slice BU 3 f0 such that icV ⊂ BU and ‖ic(g)− ic0(g)‖U → 0 as c→ c0,
c ∈ M0, uniformly over g ∈ V. Now the Cauchy inequality (see Appendix 2)
yields (4.12).

A Banach slice FV of the foliation F is the restriction of F to the Banach
space BV , so that the leaves of FV are HV (f) = H(f) ∩ BV , f ∈ C. We
will show that the sufficiently deep Banach slices of F are still foliations with
complex codimension-one analytic leaves (in the corresponding Banach space).

Let EhV (f) = Eh(f) ∩ BV (f) denote the slices of the horizontal spaces
(4.5). Since the codimension of a subspace does not drop after restriction to
a Banach slice (by the density property C1 from Appendix 2), the EhV (f) are
codimension-one subspaces in BV .

Lemma 4.17. For any f0 ∈ C there exists a domain V0 ∈ Vf0 such that
for any V ⊂ V0, V ∈ Vf0 , the slice FV near f0 is a foliation in BV with complex
codimension-one analytic leaves.

Proof. Let us first assume that f0 ∈ intC, so that c0 = χ(f0) ∈ intM . By
Lemma 4.8, F is analytic near f0. Hence it has a local analytic transversal S
parametrized near c0 by f = φ(c), where χ ◦ φ = id. Being a one-dimensional
submanifold in QG, S locally sits in some Banach slice BV .

Let us consider the Banach slice FV . The leaves of this foliation-to-be
are the fibers of the straightening χV : QGV → C, which is analytic near f0.
Since χV |S = χ|S is nonsingular, it is a submersion near f0. By the Implicit
Function Theorem in Banach spaces (see [D1], [Lang]), the fibers of χV form
a codimension-one analytic foliation in QGV near f0. (Note that the only
requirement on the slice BV is that some local transversal S should sit in it).

Let now f0 ∈ ∂C, c0 = χ(f0), G0 = Π(f0) ∈ H0, where the projection Π
: QG → H0 is defined by (4.4). The vertical line Ev(f0) is naturally embedded
into the space B(f0) and hence into some Banach slice BU 3 f0. Let us take a
neighborhood U ⊂ BU which is analytically projected by Π into some Banach
neighborhood

V ⊂ B0
V ≡ H0 ∩ BV = {f ∈ BV : f(0) = 0}

of G0. Then

(4.13) DΠ(EhU (f)) ⊂ TΠ(f)V ≈ B0
V , f ∈ U .

For c ∈ M0 near c0, let us consider immersed submanifolds Xc ⊂ QG
parametrized by f = Ic(G) over V (recall that Ic = ic ◦ π : H0 → Hc).
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By Lemma 4.16, these manifolds sit in some Banach slice BW ⊃ BU and
C1 converge there to Xc0 as c → c0, c ∈ M0. Hence the tangent planes
TW (f) ⊂ BW to Xc at f = Ic(G) are almost parallel to the tangent plane
TW (f0) ⊂ BW to Xc0 at f0 (once f is sufficiently close to f0 in BU ). Let us
shrink U so that this takes place for all f ∈ U .

Now consider the following decomposition: BW = EhW (f0)⊕Ev(f0). For a
vector u ∈ BW , let uh and uv stand for the horizontal and vertical coordinates
of u with respect to this decomposition. Define the angle α = angW (u,Ev(f0))
by

tgα =
‖uh‖W
‖uv‖W

, α ∈ [0, π/2].

Since the spaces TW (f) are almost parallel to TW (f0) for f ∈ U , the angle
between any u ∈ TW (f) and Ev(f0) in BW stays away from 0. If this u actually
belongs to TU (f) ≡ TW (f) ∩ BU , then

angU (u,Ev(f0)) ≥ q angW (u,Ev(f0)),

where q = q(U,W ) > 0. Indeed, ‖uh‖U ≥ ‖uh‖W , while ‖uv‖U ³ ‖u‖W , since
all norms on a one-dimensional space are equivalent. Thus for f ∈ U , the angle
between TU (f) and Ev(f0) in BU stays away from 0 as well.

But by (4.13), EhU (f) ⊂ TU (f). Hence, the horizontal spaces EhU (f) also
have a definite angle in BU with the vertical line Ev(f0).

Let us now consider a local coordinate system in U provided by the de-
composition BU = EhU (f0) ⊕ Ev(f0). Without loss of generality we can as-
sume that U has a local product structure with respect to this decomposition,
U = Uh × Uv. Let L(f) ⊂ BU stand for the vertical lines through f ∈ U
parallel to Ev(f0). As we have shown, these lines have a definite angle with
the horizontal subspaces. In particular, for f ∈ U ∩ intC, L(f) provides a local
transversal to F in the slice BU . As we have shown above, this implies that
FV is a codimension-one analytic foliation near f . Hence the leaf HU (f) is the
graph of an analytic function ψf with a bounded slope over Uh.

Take now a point f ∈ U and approximate it with a sequence fn → f ,
fn ∈ U ∩ intC. Then the slices HU (fn) uniformly converge in BW to HU (f).
Hence the functions ψfn uniformly converge to a function ψf parametrizing
the slice HU (f) (note that this statement does not depend on the choice of
topology on Uh). Since the uniform limit of analytic functions is analytic, we
conclude that HU (f) is a codimension-one analytic submanifold in BU .

Finally, the map f 7→ (ph(f), ψf (f0)) ∈ Uh × L(f0) (where ph : BU →
EhU (f0) stands for the horizontal projection) provides a local topological straight-
ening of FU .
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4.9. Extension of the foliation. Let us show that the foliation FV admits
a local smooth extension beyond C. The leaves of this foliation are given by
the position of the critical point in an appropriate local chart.

Theorem 4.18. For any f0 ∈ C and any Banach slice BU 3 f0, U ∈ Vf ,
as in Lemma 4.17, there exists a Banach neighborhood U ⊂ BU of f0 such
that the foliation FU admits an extension to U (with codimension-one complex
analytic leaves) which is smooth on U \ C.

Proof. Let us take a Banach slice BU 3 f0 as in Lemma 4.17, so that
FU is a Banach foliation. Let G0 = Π(f0) where Π : QG → H0 is projection
(4.4) associating to a map f ∈ QG the map G ∈ H0 in the same vertical fiber.
Then there exist Banach neighborhoods U ⊂ BU and W ⊂ H0,V ⊂ H0 such
that Π(U) ⊂ W. In what follows the neighborhoods U and W will be shrunk
several times without change of the notation, keeping the above inclusions.

Let us select a fundamental annulus A0 = V ′0 \ V0 for G0 with a piecewise
smooth boundary supplied with an invariant real analytic foliation by equipo-
tentials. Then by Lemma 4.2, for maps G ∈ H0,V sufficiently close to G0,
there is a choice of the fundamental annulus AG holomorphically moving with
G so that this motion respects the boundary dynamics and is smooth in both
variables. This holomorphic motion admits an extension to a hybrid conju-
gacy hG : C → C between G0 and G holomorphically depending on G. Let
νG = h∗Gσ be the corresponding holomorphic family of Beltrami differentials.

Recall that for f 6∈ C, ξ(f) denotes the position of the critical value in the
external model (see §3.3). Let us transfer this point to the G-plane:

(4.14) af = R−1
G (ξ(f)),

where G = Π(f) and RG : C \K(G) → C \ D̄ is the Riemann mapping with
positive derivative at ∞.

Take some point a0 ∈ V ′0 \ K(G0). By Theorem 3.4, there exists a
quadratic-like map f∗ : U∗ → U ′∗ with disconnected Julia set such that Π(f∗) =
G0 and af∗ = a0. Consider the equipotential Γ0 ⊂ V0 through G−1

0 (a0) and the
corresponding figure eight curve γ∗ ⊂ U∗ centered at 0. Transfer the conformal
structures νG to the exterior of γ∗ and pull it back by the iterates of f∗. We
obtain a holomorphic family µG of f∗-invariant conformal structures, and the
corresponding qc deformation fG of f∗ analytically depending on G. We define
the leaves of the desired extension of F as the Banach slices of the holomorphic
families {fG}g∈W .

Let us show that for two different maps f̃∗ 6= f∗ in the same vertical fiber
(i.e., Π(f∗) = Π(f̃∗) = G0), the corresponding families fG and f̃G are disjoint.
Since Π(fG) = G, they can intersect only at a point with the same G. But
afG = hG(a0), since the deformation fG was obtained by lifting the Beltrami
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differential of hG. Hence afG 6= af̃G , and the statement follows from Theorem
3.4.

Let us now consider the horizontally analytic tubing over W:

(4.15) Ψ :W × A(1, 4)→ V ≡
⋃
G∈W

VG, ΨG : A(1, 4)→ VG,

such that the graphs G 7→ ΨG(z) coincide with the orbits if the holomorphic
motion ζ 7→ hG(ζ) (see Lemma 4.2 and (4.3)). Moreover, (G, z) 7→ ΨG(z) is
smooth in two variables. Then the leaves of the extension of F to U \ C are
the fibers of the smooth map

(4.16) f 7→ Ψ−1
Π(f)(af ).

This map is a submersion, since its restriction to any vertical fiber is a diffeo-
morphism. Hence its fibers form a smooth foliation.

Finally, the leaves of this foliation are complex analytic since they are the
Banach slices of complex analytic families, and hence have complex tangent
spaces.

4.10. F is transversally quasi-conformal. Let us say that the foliation F
is transversally quasi-conformal if the holonomy between two transversals S
and T is locally a restriction of a qc map. Dilatation of the holonomy at p ∈ S
is defined as the infimum of the dilatations of the local qc extensions. Let

mod(S) = inf
f∈S

mod(f).

Theorem 4.19. The foliation F is transversally quasi-conformal. The
dilatation of the holonomy between two transversals S and T depends only on
µ = min(mod(S),mod(T )).

Proof. Let us take two transversals S and T to a leaf H of the foliation
and a Beltrami path γ in H joining two intersection points. Being compact,
this path is contained in finitely many Banach slices (Lemma 11.6), whose
number N depends only on µ. Hence by Lemma 4.18 this path can be cov-
ered by finitely many Banach balls BVi(fi, εi) such that F extends to the twice
bigger balls BVi(fi, 2εi). Thus the holonomy between S and T can be decom-
posed into N Banach holomorphic motions, which extend to the twice bigger
domains. By the λ-lemma (see Appendix 2), each of the Banach motions is
locally transversally quasi-conformal with uniform dilatation.

Taking the quadratic family Q as one of the transversals, we obtain:

Corollary 4.20. Let us consider a complex one-dimensional transversal
S = {fλ} to F in QG. Then the straightening χ : S → Q is locally K-
quasi-conformal, with K depending only on mod(S). Moreover, K → 1 as
mod(S)→∞.
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Remarks. 1. From the above point of view, the “miracle” of continuity of
straightening in the quadratic-like case (see Douady [D2]) is directly related to
the miracle of the λ-lemma. Note also that the source of discontinuity of the
straightening for higher degrees is the failure of the λ-lemma for foliations of
codimension bigger than 1.

2. The foliation F is not transversally smooth. For example, take the
Ulam-Neumann quadratic P = P−2 : z 7→ z2−2 with a postcritical fixed point
β = 2. Approximate it with superattracting parameter values cn → −2, for
which P kn (0) > 0, k = 2, . . . , n − 1, while Pn(0) = 0, where Pn = Pcn . Then
cn − 2 ³ 4−n, where 4 is the multiplier of β.

Let us now take another quadratic-like map f ∈ H−2 in the same hybrid
class. Then in the vertical fiber Zf there is a sequence of superattracting maps
fn ∈ Hcn converging to f . Now the rate of convergence will be λ−n, where
λ is the multiplier of the β-fixed point of f . Since the latter can be made
different from 4, the holonomy cn 7→ fn is not smooth at −2. (To see that the
multiplier can be efficiently changed in the hybrid class of P , consider, e.g.,
a quadratic-like deformation P + εQ, where Q is a polynomial with roots at
0,−2, 2, and Q′(2) 6= 0.)

For the same reason the foliation is not smooth at other Misiurewicz
points. Quasi-conformality seems to be the best transverse regularity of F
which is satisfied everywhere. However, we will prove in subsections 7.2 and
9.3 that F is transversally smooth at Feigenbaum points.

4.11. Full families. Let D be a Riemann surface. Consider a quadratic-
like family S = {fλ}, λ ∈ D, over D, i.e., a complex analytic one-dimensional
submanifold of QG parametrized by D. Such a family is called full if its
Mandelbrot set MS = S ∩ C is compactly contained in S. It is called unfolded
if the straightening χ : MS →M0 is injective.

If D is a topological disk then by definition, the winding number of a full
family over D is the winding number of the critical value λ 7→ fλ(0) around
the critical point 0 as λ runs once around a Jordan curve in D which is close
to ∂D in the Hausdorff metric.

Theorem 4.21 (Douady and Hubbard [DH2]). Let S be a full quadratic-
like family over D.

• If S is unfolded then the straightening χ : S →M0 is a homeomorphism;

• If D is a topological disk then S is unfolded if and only if it has winding
number 1.

4.12. Vertical fibers. Recall that the external fibers Zg = π−1g, g ∈ E ,
are the fibers of the projection π : QG → E . Let Mg = Zg ∩ C. In this section
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we will show that the external fibers are complex analytic curves. This is
natural to expect since by Lemmas 4.4 and 4.5, π is a submersion. However,
since the Implicit Function Theorem is not available on the manifolds under
consideration, we will give a special argument. First let us show that the fibers
are topological curves:

Lemma 4.22. Let g ∈ E. Then there is a neighborhood N of the Man-
delbrot set M0 and a continuous injection γ : N → Zg such that for c ∈ M0,
γ(c) = ic(g).

Proof. By Theorem 4.13, the map M0 → Zg, c 7→ ic(g), is a homeomor-
phism onto Mg. Let us extend it beyond M0.

We select a representative g : V → V ′ and conjugate it to P0 : z 7→ z2 by
a qc diffeomorphism

ψ : (V ′ \ D, V \ D)→ (A(1, 4), A(1, 2)).

Let Ω ⊂ C \M0 be a collar around M0 bounded by ∂M0 and the parameter
equipotential of level 4. We parametrize a collar around Mg in Zg by Ω as
follows:

(4.17) γ = ξ−1 ◦ ψ−1 ◦ ξ.

Since the middle map is smooth and the two others are conformal (by Lemma
4.14), γ|Ω is smooth as well. We will now show that it continuously matches
c 7→ ic(g) on M0 (adopting the Douady and Hubbard argument for continuity
of the straightening [DH2]). Let c(k) ∈ Ω converge to c∗ ∈ ∂M0, fk = γ(Pck).
For c ∈ Ω, Pc is K-qc conjugate to fc ≡ γ(Pc) with K = Dilψ. Hence the
sequence {fk} is pre-compact and any limit f of this sequence is qc conjugate
to Pc∗ . But since c ∈ ∂M0, Pc∗ does not have invariant line fields on the Julia
set (see §10.2). Hence f is hybrid equivalent to Pc∗ . Thus χ(f) = c∗ and
π(f) = g, and f is uniquely defined. It follows that fc(k) → f .

Theorem 4.23. The vertical fibers Zg, g ∈ E , are complex analytic
curves.

Proof. Let Z ≡ Zg. First of all, by Lemma 4.8, in the interior of C the
mating c 7→ ic(g) provides a complex analytic parametrization of Z.

Second, by Lemma 4.14, Z \C admits a complex analytic parametrization
by the Riemann surface Sg, so that Z \ C is a holomorphic curve.

Let us prove that Z is analytic near any f0 ∈ Z ∩C. To this end, consider
the decomposition

B(f0) ≈ Tf0QG = Eh ⊕ Ev

into the horizontal and vertical subspaces at f0; see Lemma 4.7. Let ph

: B(f0)→ Eh and pv : B(f0)→ Ev stand for the corresponding projections.
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Let us first show that pv : Z → Ev is injective near f0. Consider the map

A : U → Eh, A = C ◦ π,

where U is a neighborhood in B(f0), and C = Dia(g) with a = χ(f0). Then
DA(f0) = ph.

For u ∈ Ev, let H(u) = {h ∈ B(f0) : pv(h) = u} stand for the hyperplane
via u parallel to Eh ≡ H(0). Consider the restrictions Au of A to these hyper-
planes (defined on appropriate neighborhoods). Since all of these hyperplanes
are naturally isomorphic, Au can be viewed as acting on the same space Eh.
Then DA0 = id and by smoothness of A,

(4.18) DAu(f)→ id as u→ 0, f → f0.

Take now a Banach slice BV 3 f0 containing a neighborhood of f0 in Z.
Let h ∈ EhV and ‖h‖V ≤ 1. By Lemma 11.5, for any ε > 0 there exist domains
W b Ω b V in the family Vf such that

(4.19) ‖h‖W ≥ ‖h‖1+εΩ .

By (4.18),

DAu(f)h ∈ EhW and ‖DAu(f)h‖W ≥
1
2
‖h‖W ,

provided (u, f) is close to (0, f0). Together with (4.19) it yields:

(4.20) ‖DAu(f)h‖W ≥ q‖h‖1+εΩ ,

with some q > 0.
Let us take some f ∈ Z near f0, so that Af = f0. Then

Au(f + h) = f0 + DAu(f)h+O(‖h‖2Ω),

where the big O is uniform for (u, f) near (0, f0). Incorporating (4.20), we
obtain:

‖Au(f + h)− f0‖W ≥
q

2
‖h‖1+εΩ .

Hence Au(f + h) 6= f0 for small enough h 6= 0. It follows that π(f + h) 6=
π(f) = g either, so that f + h 6∈ Z.

Now, the projection pv : Z → Ev is injective near f0. But by Lemma 4.22,
Z is a topological curve. By the Open Mapping Theorem, the image pvZ
covers a neighborhood of 0. Thus, Z near f0 is the graph of a continuous map
ψ : Ev → EhV .

Let us show that ψ is differentiable. Select points u and u + ∆u on Ev,
and the corresponding points f = ψ(u) and f + ∆f = ψ(u + ∆u) on Z. Let
B = DA(f). Then

0 = A(f + ∆f)−A(f) = B ·∆f +O(‖∆f‖2Ω),
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so that

(4.21) ‖B ·∆f‖W = O(‖∆f‖2Ω).

Note that the projection pv : Ev(f) → Ev is nonsingular since Ev(f) is close
to Ev. Hence there exists a linear map L : (Ev, 0)→ (B(f0), f) parametrizing
the line Ev(f) such that L ◦ pv|Ev(f) = id. Then pvf = u = pv(Lu) and
pv(f + ∆f) = u+ ∆u = pv(L(u+ ∆u)). Hence

(4.22) ∆f = L ·∆u+ ω,

where ω ∈ EhV is a horizontal vector. Applying B (taking into account that
B · L = 0), we conclude that B ·∆f = B · ω. Together with (4.21) this yields:

‖Bω‖W = O(‖∆f‖2Ω).

But according to (4.20), q‖ω‖1+ε
Ω ≤ ‖Bω‖W . Hence

(4.23) ‖ω‖Ω = o(‖∆f‖Ω).

Together with (4.22) this yields:

‖L ·∆u‖Ω ≥
1
2
‖∆f‖Ω.

But since all one-dimensional norms are equivalent, ‖L ·∆u‖Ω ³ ‖∆u‖ (with
any choice of the latter norm). Hence ‖∆f‖Ω ≤ const · ‖∆u‖. By (4.23),
‖ω‖Ω = o(‖∆u‖). By (4.22), ψ is differentiable as a curve in BΩ.

Thus, the external fibers are differentiable smooth curves. Since they have
complex tangent lines, they are analytic.

Corollary 4.24. The vertical fibers are full unfolded quadratic-like fam-
ilies.

4.13. The transversality criterion. The following lemma will give us an
efficient way to check transversality of one-parameter families to the foliation
F :

Lemma 4.25. Let us consider an analytic one-dimensional submanifold
S = {fλ} in QG, f0 ≡ fλ0 ∈ C. If the straightening χ is locally injective on
M≡ S ∩ C near f0, then S is transverse to the foliation F at f0.

Proof. Injectivity of the straightening means that S intersects the leaves
of F at single points. We should show that this yields transversality. Taking a
Banach slice locally containing S and using Lemma 4.17 we reduce the situation
to the Banach setting. By the Hurwitz Theorem (see Appendix 2), S is either
transverse to F near f0 or persistently tangent. But by the Intersection Lemma
from the same appendix, the latter is impossible in intC where by Lemma 4.8
the foliation is transversally analytic. As intC is dense in C, the conclusion
follows.
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Thus full unfolded quadratic-like families (in particular the external fibers
Zg) are transverse to the foliation F and we conclude:

Theorem 4.26. If S is a full unfolded quadratic-like family then the
straightening χ : MS → M0 is a qc homeomorphism. Moreover, the dilatation
of the straightening depends only on mod(S) and tends to 0 as mod(S)→∞.

5. Renormalization, bounds and rigidity

5.1. Little Mandelbrot copies. Let us consider a hyperbolic component
H of the Mandelbrot set M0 centered at the superattracting parameter value
c ∈ H. Douady and Hubbard [DH2], [D2] proved that H originates a “(little)
Mandelbrot copy” M = Mc canonically homeomorphic to the whole set. Let
σ = σM : M → M0 be the corresponding homeomorphism. It transforms
the component H to the domain H0 bounded by the main cardioid of M0, so
that σ(c) = 0. The inverse homeomorphism M0 → Mc is called tuning and is
denoted as z 7→ c ∗ z (see Milnor [M]).

A basic combinatorial parameter of the Mandelbrot copy M = Mc is its
period pM ≡ pc defined as the period of 0 under Pc. Except for the period
doubling, there are several Mandelbrot copies with the same period. They are
distinguished by their combinatorics, i.e., the Thurston type of the superat-
tracting map Pc (see [DH3]). Note that Mc determines c as the superattracting
parameter value in Mc with the smallest period. Thus we can use the copy
itself to label the combinatorics.

The root rM of M is the point corresponding to the cusp 1/4 ∈M under
the homeomorphism σ. A little Mandelbrot copy is called primitive if it is not
attached at its root to any other hyperbolic component (geometrically it is
recognized by the cusp of the originating component H at its root). Otherwise
it is called satellite (for such components, ∂H is smooth at the root) .

Let M̂ = M in the primitive case, and M̂ = M \ {rM} (“unrooted” M)
otherwise.

A Mandelbrot copy Mc is called real if c ∈ R, or equivalently Mc is sym-
metric with respect to R. The combinatorics of a real copy Mc with period
p = pc is determined by the order of the points 0, Pc(0), . . . , P p−1

c (0) on the
real line.

A Mandelbrot copy is called maximal if it does not belong to any other
copy except M0 itself. These copies are pairwise disjoint, and any other copy,
exceptM0 itself, belongs to a unique maximal one (compare with the discussion
of maximal renormalizations in the next section). All maximal copies are
primitive except for the ones attached to the main cardioid. In particular, all
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real maximal Mandelbrot copies are primitive except for the one corresponding
to the doubling bifurcation (i.e., with period 2).

All the copies M 6= M0 are obtained from M0 by iterated tunings

(5.1) M = cl ∗ . . . c1 ∗M0 ≡ σ−1
Ml
◦ . . . ◦ σ−1

M1
M0,

where Mk = Mck are maximal Mandelbrot copies. Thus any two Mandelbrot
copies are either disjoint or nested.

Let N stand for the full family of the little Mandelbrot copies (not includ-
ing M0 itself), which is naturally identified with the set of all superattracting
parameter values except 0. We will use L to denote a subfamily of pairwise
disjoint copies of N . Let Nmax stand for the family of maximal Mandelbrot
copies.

5.2. Renormalization. For M ∈ N , let TM = χ−1M ⊂ C (resp. TM̂ =
χ−1M̂ ⊂ TM ) stand for the union of the hybrid classes via M (resp. M̂). These
sets will be called the (horizontal) renormalization strips. The strips TM are
closed (for instance, by the Product Structure Theorem 4.13). The renormal-
ization strip is called maximal if it corresponds to a maximal Mandelbrot copy.
Note that the maximal renormalization strips are pairwise disjoint.

There is a canonical renormalization operator RM : TM̂ → C defined as
the p = pM -fold iterate of f restricted to an appropriate neighborhood U

of the critical point, up to rescaling. This neighborhood is selected in such
a way that g = fp|U is a quadratic-like map with connected Julia set, and
moreover the “little Julia sets” fkK(g), k = 0, 1, . . . , p−1, are pairwise disjoint
except, perhaps, touching at their β-fixed points (see [D2], [DH2], [L2], [McM1]
for an extensive discussion of this notion). The maps f ∈ TM̂ are called
renormalizable with combinatorics M .

Among all renormalizations of a map f there is the maximal one, with
the smallest possible period (see [L2, §3.4], [McM1, §7.3]). It corresponds to
the maximal renormalization strip containing f . Decomposition (5.1) can be
rewritten as follows:

RM = RM1 ◦ . . . ◦RMl
,

where the RMk
are maximal renormalizations. In this sense any renormaliza-

tion is induced by maximal ones.
Let us consider a family L ⊂ N of pairwise disjoint Mandelbrot copies,

e.g., L = Nmax. The operators RM , M ∈ L, can be unified into a single
operator

RL :
⋃
M∈L

TM̂ → C

whose restriction to a strip TM̂ coincides with RM . All operators RL are
induced by the maximal renormalization operator Rmax corresponding to the
family L = Nmax.
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Similarly, the homeomorphisms σM : M → M0, M ∈ L, can be unified
into a single map

σL :
⋃
M∈L

M →M0.

The latter homeomorphism is the quotient of the renormalization by the straight-
ening χ : C →M0:

(5.2) σ|M̂ = χ ◦RL|M̂.

(Note that RL is not defined at the roots of satellite components, while σ is
extended over there.)

If L is a finite family then RL is called a renormalization operator of
bounded type. If L = {M} consists of a single Mandelbrot copy then RL ≡ RM
is called the renormalization operator of stationary type.

We finish with the following useful fact:

Lemma 5.1 (de Melo-van Strien [MvS, p. 440]). The renormalization
operator Rmax is injective on the real slice of its domain.

5.3. Analytic extension. For any f0 ∈ TM̂ and any Banach slice BV ⊃ f0,
the renormalization RM admits an analytic extension to a Banach neighbor-
hood BV (f0, ε). That is, we take a quadratic-like representative g0 = fp0 : U →
U ′ of the renormalization RMf0 with U b V . Then for f sufficiently close
to f0 in the Banach space BV , the restricted iterate g = fp|U represents a
quadratic-like germ. Set by definition RM (f) = g, up to rescaling.

As RMf is the normalized restricted iterate of f , RM : BV (f0, ε) → QG
is complex analytic. For instance, let us consider the doubling case when
RMf corresponds to f2. It is a composition of the second iterate operator
L : f 7→ f2|U , f : z 7→ c + z2 + . . . and the normalization operator N . The
former operator is obviously complex analytic with the differential

DL(f)v = (f ′ ◦ f) · v + v ◦ f |U,

where v : z 7→ δ + az3 + · · · is a vector field on V with vanishing first and
second order terms. The normalization operator f 7→ λf(λ−1z), where λ =
λ(f) = f ′′(0)/2, is certainly analytic as well. (Note that N transforms a small
Banach neighborhood BV (f, ε) to a Banach slice BW , where W is a slightly
shrunken domain λV ).

Lemma 5.2. There exists a ρ > 0 and a neighborhood UM = UM (µ, ρ)
of the renormalization strip TM̂ (µ) in some slice QG(µ, ρ) such that the renor-
malization RM admits an analytic extension to UM .

Proof. Take a ρ = ρ(µ) > 0 such that C(µ) ⊂ QG(µ, ρ/2). Select a Montel
distance distM on QG(µ, ρ), and take a small γ > 0. For any renormalizable
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quadratic-like map g : U → U ′ with mod(U ′ \ U) ≥ µ/2 > 0, we have con-
structed local analytic extensions Rg of the renormalization RM to the Banach
neighborhood BU (g, γ). We need to show that these local extensions glue to-
gether to form a single operator.

If γ is sufficiently small then for all g as above and all f ∈ BU (g, γ):

(i) mod(Rgf) ≥ ν = ν(µ) > 0;

(ii) Rgf ∈ QG#, and the connected filled neighborhood Ωε(J(Rgf)) from
(3.1) can be selected with an ε independent of f .

These properties follow from compactness of C(µ) and the fact that the same
renormalization domain can be used for a perturbed map.

Let us take a germ f ∈ QG(µ, ρ) \ C. Assume there are two representa-
tives R1f ≡ Rg1f : V1 → V ′1 and R2f ≡ Rg2f : V2 → V ′2 satisfying (i) and
(ii) (where possibly g1 and g2 represent the same germ). Then ‖g1 − g2‖U
< 2γ, and hence distM(Rg1, Rg2) < δ = δ(γ), where δ → 0 as γ → 0. But
distM(Rif,Rgi) < δ as well. Thus distM(R1f,R2f) < 3δ.

Since the Julia set J(f) depends semi-continuously on the map (see [D3]),
both points 0 and R1f(0) = R2f(0) are contained in the same connected com-
ponent of the intersection Ωε(J(R1f)) ∩ Ωε(J(R2f)) (provided δ is sufficiently
small). As Ω3ε(J(R1f)) ∪ Ω3ε(J(R2f)) is contained in a connected component
of V ′1 ∩ V ′2 , the maps R1f : V1 → V ′1 and R2f : V2 → V ′2 represent the same
germ.

In what follows, referring to the analytic extension of RM beyond TM , we
will mean the above extension to UM (µ, ρ) for some µ > 0, ρ > 0.

5.4. QC Theorem. Let us pick a map f ∈ TM̂ and a complex tangent
line Et ⊂ B(f) transverse to the leaf H(f), so that Et ⊕ TfH(f) = B(f). We
say that R is transversally nonsingular at f if the restriction of the differential
DRf to Et is nonsingular. (Since the foliation F is R-invariant, this definition
is independent of the choice of Et.)

Lemma 5.3 (Transversal nonsingularity). The renormalization is trans-
versally nonsingular at any f ∈ TM̂ .

Proof. Let S be a one-dimensional local transversal to F through f , and
M = S ∩ TM̂ . Then the straightening χ : M → M is injective. Since σ

: M →M0 is also injective, (5.2) yields the injectivity of χ : R(M)→M0. By
Lemma 4.25, R(S) is transverse to F at Rf .

Douady and Hubbard gave a sufficient condition for the canonical home-
omorphism σ : M →M0 to be qc ([DH2, Prop. 22]). We will show now that it
is always so in the primitive case.
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Lemma 5.4. A primitive copy M of the Mandelbrot set M0 is locally qc
equivalent to the whole set M0.

Proof. Let us consider the analytic extension of RM to a neighborhood
D ⊂ C of M .

By (5.2), the regularity of the homeomorphism σ : M → M0 is ruled by
the regularity of the straightening χ. By Theorem 4.19, the latter is locally qc
on analytic transversals to F . As the analytic family S = RD is transverse to
F (by Lemma 5.3), the conclusion follows.

Theorem 5.5 (The QC Theorem). A primitive copy M of the Mandel-
brot set M0 is qc equivalent to the whole set M0.

Proof. We will use the notations of the previous lemma. The straightening
χ : RM →M0 admits a continuous extension to a neighborhood N of RM in
the transversal S which is qc on N \RM (see [L4, Lemma 3.1]). By the Gluing
Lemma from Appendix 1, this extension glues with the local qc extensions
provided by Lemma 5.4 into a single qc homeomorphism (see Lemma 3.2 of
[L4] for details).

Remark. By the same argument, a satellite Mandelbrot set M is qc equiv-
alent to M0 after removal of neighborhoods of the roots. Presumably the whole
satellite set M is qc equivalent to the “one half” of the Mandelbrot set M̃0 of
the family z 7→ λz+z2. (Note that the latter is a holomorphic double branched
covering of M0 by the map c = λ/2 − λ2/4 branched at λ = 1 over the cusp
c = 1/4.)

5.5. Combinatorial type. From now until the end of Section 5 we fix a
family L ⊂ N of disjoint Mandelbrot copies, and let R = RL. A map f ∈ C
is called N times renormalizable by R (0 ≤ N ≤ ∞), if

Rnf ∈
⋃
M∈L

TM̂ , n = 0, 1, . . . , N − 1, and RNf ∈ C.

The itinerary τN (f) of such a map f is the sequence τ(f) = {M0,M1, . . . MN−1}
of copies Mn ∈ L such that Rnf ∈ TMn . One says that the combinatorics of
such an f is bounded by p̄ if p(Mn) ≤ p̄, n = 0, 1, . . . , N .

The itinerary τ(f) ≡ τ∞(f) of an infinitely renormalizable map is also
called its combinatorial type. Two infinitely renormalizable maps are called
combinatorially equivalent if they have the same combinatorial type.

Let us now consider an orbit

(5.3) {fn = RMn−1 · . . . ·RM0f ≡ Rnf},
where the maps fn can have a disconnected Julia set and the RMk

are under-
stood as the analytic continuation of the renormalization. To keep the notation
simple, we will still denote fn as Rnf keeping in mind its meaning.
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The combinatorial type of the orbit (5.3) is naturally defined as the string
{M0,M1, . . .}. Somewhat loosely, it will also be called the combinatorial type
of f . Accordingly two orbits as above (or the corresponding germs) are called
combinatorially equivalent if they have the same combinatorial type.

5.6. A priori bounds. A real quadratic-like map f is close to the cusp if
it has an attracting fixed point with multiplier at least 1/2 (one can use any
1− ε in place of 1/2 but then the bounds below will depend on ε > 0).

Theorem 5.6 (A priori bounds). Let f be a real N times renormalizable
quadratic-like germ with itinerary τN (f) = {M0,M1, . . . ,MN−1}. Assume that
p(Mk) ≤ p̄ and mod(f) ≥ ν > 0. Then there exist µ = µ(p̄) > 0 and l = l(ν)
such that

mod(Rnf) ≥ µ > 0, n = l, . . . , N − 1.

Moreover, mod(RNf) ≥ µ as well, unless the last renormalization is of doubling
type and RNf is close to the cusp.

An infinitely renormalizable germ is said to have a priori bounds if
mod(Rnf) ≥ µ > 0, n = 0, 1, . . . .

Corollary 5.7. Any real infinitely renormalizable quadratic-like germ
f with bounded combinatorics has a priori bounds. More precisely, if the
combinatorics of f is bounded by p̄ and mod(f) ≥ ν > 0, then there exist
µ = µ(p̄) > 0 and l = l(ν) such that

mod(Rnf) ≥ µ, n = l, l + 1, . . . .

Remark. The existence of a priori bounds for maps with bounded combi-
natorics was proved in [MvS], [S2]. The refined finitely renormalizable version
appeared in [LS], [LY]. The latter works actually prove that the above bounds
are independent of p̄.

For an n times renormalizable map fV : V → V ′, let us say that a
quadratic-like representative RnfV : Vn → V ′n is subdued to f if it is a re-
stricted iterate of the map fV itself (so that no analytic continuation of f is
allowed). The family of subdued quadratic-like maps represents the subdued
renormalization germ which will also be denoted as RnfV . For a subdued germ
g, mod(g) means the supremum of moduli of the subdued representatives.

It is easy to see that if the renormalizations of a germ f have bounds
Rnf ≥ µ, n = 0, 1, . . . , N , then the subdued renormalizations have delayed
bounds:

(5.4) RnfV ≥ µ/2, n = l(µ,mod(V ′ \ V )), . . . , N.
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5.7. Combinatorial rigidity. An orbit {Rnf = RMn−1 · . . . · RM0f}n∈N is
called nonescaping if there exist µ > 0, ρ > 0 such that Rnf ∈ UMn+1(µ, ρ)
for all n ∈ N, where the UMn(µ, ρ) are the domains of analyticity of the RMn

constructed in subsection 5.3. We will also say that f is nonescaping (keeping
in mind that this notion depends on the choice of branches RMn). In particular,
f has a priori bounds: mod(Rnf) ≥ µ > 0, n = 0, 1, . . . .

Lemma 5.8. If an orbit {Rnf}∞n=0 is nonescaping then f is infinitely
renormalizable.

Proof. Let fn stand for non-rescaled germs representing subdued renor-
malizations RnfV . Since f = fV is nonescaping, there exist quadratic-like
representatives fn = f rn : Un → Vn such that Un and Vn have bounded geom-
etry.

Let us show diamUn → 0. Otherwise, there would be a disk Dr contained
in all Un. Since deg(f rn |Dr)) ≤ 2, Dr does not intersect the Julia set J(f).
But then Dr is escaping under iterates of f , so that the big iterates f rn are
not well-defined on Dr.

It follows that the Julia set J(f) is connected. Indeed, since J(f) ∩ Un ⊃
J(fn) 6= ∅, we have: dist(0, J(f)) ≤ diamUn → 0. Hence 0 ∈ J(f). For the
same reason, all Julia sets J(fn) are connected.

By definition, fn+1 = RMnfn where RMn means the analytic extension of
the renormalization. But once J(fn+1) is connected, fn is renormalizable and
fn+1 is its canonical renormalization. Hence f is infinitely renormalizable.

Theorem 5.9 (Combinatorial rigidity). Consider two nonescaping germs
f1 and f2 in QG with bounded combinatorics. If f1 and f2 are combinatorially
equivalent then they are hybrid equivalent.

Proof. By Lemma 5.8, f1 and f2 are infinitely renormalizable quadratic-
like germs with a priori bounds. By the Rigidity Theorem of [L2], f1 and f2

are hybrid equivalent.

5.8. McMullen towers. Let −∞ ≤ l ≤ 0 ≤ n ≤ ∞. By definition, an
(l, n)-tower f (related to the renormalization operator R = RL) is a sequence
of quadratic-like germs fk : V k → Uk with connected Julia set, k = l, . . . , n,
such that fk = f rkk−1|Vk, where f rkk−1|Vk represents the renormalization Rfk−1.
The germs can be simultaneously rescaled, so that f0 can be normalized as
z 7→ c+z2 + . . . . A tower is called infinite if −l =∞, and it is called bi-infinite
if −l = n =∞.

The combinatorics τ(f) of the tower f is the string {Ml, . . . ,Mn−1} of
little Mandelbrot copies such that χ(fk) ∈ Mk. We say that the tower has a
bounded combinatorics if there are only finitely many different copies in this
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string. Let
p(f) = sup

l≤k≤n
p(fk).

We say that combinatorics of the tower is bounded by p̄ if p(f) ≤ p̄.
Let

mod(f) = inf
l≤k≤n

mod(fk).

We say that a tower has a priori bounds if mod(f) > 0.
The space of towers is supplied with the weak topology: {gm,k}k ≡ gm → f

if:

• Given a k, the coordinates gm,k are eventually well-defined if and only if
the coordinate fk is well-defined as well;

• For each k with a well-defined fk, gm,k → fk as m→∞.

Note that, in particular, finite towers can converge to an infinite one.
By means of the diagonal procedure, Lemma 4.1 yields:

Lemma 5.10. Take p̄ and µ > 0. The set of towers with p(f) ≤ p̄ and
mod(f) ≥ µ > 0 is sequentially compact.

The filled Julia setK(f) of a tower is defined as the union ∪K(fk) (without
the closure).

Theorem 5.11 (Hairiness of the Julia set [McM2]). If f is an infinite
tower with bounded combinatorics and a priori bounds then the filled Julia set
K(f) is dense in C.

Two (l, n)-towers f and g are called topologically conjugate if there is a
homeomorphism h defined in a neighborhood of K(f) which simultaneously
conjugates each fk to gk. A self-conjugacy of some tower with itself is called
its automorphism. The last theorem together with Lemma 3.5 yield:

Corollary 5.12 (No automorphisms). An infinite tower f = {fk} with
a priori bounds and empty intK(f0) does not admit nontrivial automorphisms.
In particular, bi-infinite towers with a priori bounds do not admit nontrivial
automorphisms.

If a conjugacy h between two towers can be selected to be quasi-conformal
then the towers are called qc conjugate. If additionally ∂̄h = 0 a.e. on K(f)
then the towers are called hybrid equivalent.

Lemma 5.13. Two towers f = {fk}nk=l and g = {gk}nk=l with bounded
combinatorics and a priori bounds are qc equivalent if and only if all pairs fk
and gk are K-qc equivalent with uniform K.
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Proof. Since a qc conjugacy between fk and gk serves as a qc conjugacy
between fs and gs for all s ≥ k, the statement is not totally obvious only when
l = −∞.

First note that by Lemma 3.6, fk and gk are L-qc conjugate by a map
h : Vk → Uk such that mod(Vk \K(fk)) ≥ ν > 0 and mod(Uk \K(gk)) ≥ ν > 0,
where ν = ν(µ) > 0, and L = L(K,µ).

Second, the diameters of J(fk) and J(gk) grow exponentially as k → −∞
(see [McM2, Prop. 8.1]).

It follows that the domains Uk and Vk exhaust the plane as k → −∞. Since
the space of normalized K-qc maps is compact, we can select a subsequence
converging to a conjugacy between the towers.

Theorem 5.14 (The Tower Rigidity Theorem [McM2]).

(i) If two bi-infinite towers with bounded combinatorics and a priori bounds
are quasi-conformally equivalent then they are affinely equivalent.

(ii) If two infinite towers {fk}−∞k=0 and {f̃k}−∞k=0 with bounded combinatorics
and a priori bounds are quasi-conformally equivalent and χ(f0) = χ(f̃0),
then they are affinely equivalent.

6. Hyperbolicity of the renormalization
(the stationary case)

6.1. A renormalization fixed point and its stable manifold. Throughout
this section R ≡ RM will stand for a renormalization operator with stationary
combinatorics M ∈ N .

Let us consider a renormalization fixed point f∗, Rf∗ = f∗.

Definition 6.1. Given an invariant set W ⊂ QG, let us say that the orbits
of W uniformly exponentially converge to f∗ if for any quadratic-like germ
f ∈ W, the orbit {Rnf}n≥N(mod(f)), belongs to some BV 3 f∗ and uniformly
exponentially converges to f∗ in this Banach space:

‖Rnf − f∗‖V ≤ Cqn−N ,

where C > 0 and q ∈ (0, 1) are independent of f .

Remark. Since the property of exponential convergence is Hölder invari-
ant, it can be understood in the sense of the natural Hölder structure on the
precompact sets W(µ) (see §11.3).

Let us define the stable manifold of f∗ as

Ws(f∗) ≡ Ws
∗ = {f ∈ QG : Rnf → f∗}.
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The following theorem summarizes results of Sullivan [S2] and McMullen
[McM2], and the author ([L2] and this work).

Theorem 6.1 (Stable Manifold). Assume that there exists an infinitely
renormalizable (under the operator R) map F with a priori bounds. Then the
operator R has a unique fixed point f∗. The stable manifold Ws

∗ ≡ Ws(f∗) of
this point is a complex analytic submanifold in QG of codimension 1 coinciding
with the hybrid class H∗ = H(f∗). The orbits in Ws

∗ uniformly exponentially
converge to f∗.

Proof. The maps F and RF are combinatorially equivalent and have a
priori bounds. By the Combinatorial Rigidity Theorem, they are hybrid equiv-
alent, so that the hybrid class H∗ = H(F ) is R-invariant.

By Lemma 4.1, the orbit {RnF}∞n=0 is pre-compact, so that its ω-limit
set Ω is compact. Since R|Ω is obviously surjective and mod(g) ≥ µ > 0
for all g ∈ Ω, any f ≡ f0 ∈ Ω can be included into the two-sided tower
f = {fk ∈ Ω}∞k=−∞ with stationary combinatorics and a priori bounds.

Take two such towers f and g. Since fk and gk belong to the same hybrid
classH∗, by Lemma 5.13, these towers are quasi-conformally equivalent. By the
Towers Rigidity Theorem, they are affinely equivalent. In particular, f0 = g0,
so that Ω consists of a single fixed point f∗ ≡ f0.

It follows that Rnf → f∗ for any f ∈ H∗. Moreover, this convergence is
uniform in the following sense:

Statement. There exists a quadratic-like representative f∗ : V → V ′ with
the following property. For any ν > 0 and ε > 0, there exists an N = N(ν, ε)
such that: If mod(f) ≥ ν > 0 then for n ≥ N , Rnf ∈ BV (f∗, ε).

Note first that Lemma 3.6 and the fact that a conjugacy between f∗ and
f restricts to a conjugacy between their renormalizations imply that Rnf ∈
H∗(η), n = 0, 1, . . ., where η = η(ν). Let us show that distM(Rnf, f∗) ≤ ε for
n ≥ N(ν, ε), where distM is the Montel distance on H∗(η).

Otherwise we would find a sequence of maps fm ∈ H∗(ν) and moments
nm → ∞ such that distM(Rnmfm, f∗) ≥ δ. Let hm = Rnmfm. Consider
towers hm = {Rkhm}∞k=−nm . As these towers have a priori bounds, by the
Compactness Lemma 5.10 we can select diagonally a sequence converging to
a two-sided tower with a priori bounds. Since distM(hm, f∗) ≥ δ, this tower is
different from the stationary tower (. . . , f∗, f∗, f∗, . . .), which contradicts the
rigidity of towers.

Moreover, there exists a quadratic-like representative f∗ : V → V ′

(a priori depending on ν) such that Rnf ∈ BV (f∗, ε) for n ≥ N(ν, ε). Other-
wise let us consider a nested sequence V1 ⊃ V2 ⊃ . . . of domains shrinking to
K(f∗), and find a sequence of germs fm ∈ H∗(ν) and moments nm →∞ such
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that Rnmfm 6∈ BVm . But as we have just shown, Rnmfm → f∗ in H∗(η). This
means that there exists a quadratic-like representative f∗ : V → V ′ such that
Rnmfm ∈ BV for all sufficiently big m. As this V contains some Vm, we arrive
at a contradiction.

To complete the proof of the statement we need to show that the same is
true for a domain V independent of ν. Take a representative RlfW : Wl →W ′l
ε-close to f∗,V in BV . If ε is small enough, they can be (1 + δ)-qc conju-
gate in slightly smaller domains. This conjugacy provides a (1 + δ)-qc con-
jugacy between the further renormalizations Rl+mfW : Wl+m → W ′l+m and
Rmf∗,V : Vm → V ′m, m ≥ 0, subdued to the above representatives. But since
mod(Rmf∗) = mod(f∗) > 0, the subdued renormalizations Rmf∗,V are eventu-
ally (for m ≥ N = N(η)) well defined on the same domain U ; see (5.4). Hence
for m ≥ N , Rl+mfW is well defined on a slightly smaller domain and is close
to f∗ there, and the statement follows.

Let us now consider the analytic diffeomorphism Π : H∗ → H0 (4.4) and
the inverse map I∗ : H0 → H∗. Let G∗ = Π(f∗), and

R0 = Π ◦R ◦ I∗ : H0 → H0.

Then Π(BV (f∗, r)) ⊂ H0,W for some r > 0 and some Banach slice H0,W 3 G∗,
and this Banach restriction is continuous. It follows that the orbits of R0

uniformly converge to G∗: For any sufficiently small ε > 0 and δ > 0 there is
an N such that

RN0 H0,W (G∗, ε) ⊂ H0,W (G∗, δ).

By the Schwarz Lemma (see Appendix 2), RN0 is uniformly contracting if δ <
ε/2. Thus the orbits of R0 converge to G∗ exponentially fast in the ‖·‖W -norm.

Finally, there exists a Banach slice BU 3 f∗ such that for sufficiently small
ε, I∗H0,W (G∗, ε) ⊂ BU , and this Banach restriction is continuous. It follows
that the orbits of f ∈ BV (f∗, r) converge to f∗ exponentially fast in the ‖ · ‖U -
norm, hence in the Montel metric on BV .

So, we have proved that H∗ ⊂ W s
∗ and that the orbits in H∗ uniformly

exponentially converge to f∗. The opposite inclusion, W s
∗ ⊂ H∗, follows from

Theorem 5.9. Thus W s
∗ = H∗, and by Theorem 4.11 this is a codimension-one

complex analytic submanifold in QG.

Remarks. 1. In [McM2], [S2] the following extra assumption was needed:
RF is hybrid equivalent to F (which was proved by Sullivan for real F ). The
Combinatorial Rigidity Theorem 5.9 allows us to eliminate this assumption.
The above proof of existence of the renormalization fixed point which attracts
all the hybrid class is due to McMullen [McM2]. However, the proof of the
exponential convergence based on the Schwarz Lemma is new. The inclusion
H∗ ⊂W s is due to Sullivan and McMullen but the opposite inclusionW s

∗ ⊂ H∗
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is new. The statement that W s
∗ is a codimension-one analytic submanifold is

also new.
2. Note that the above argument does not use uniform a priori bounds,

i.e., the bounds which are eventually independent of the map in question. Vice
versa, it shows how the uniform bounds follow from the relative ones.

A fixed point f∗ is called attracting if it has a neighborhood U ⊂ QG
contained in the stable manifold W s(f∗).

Corollary 6.2. Fixed points of the renormalization operator are not
attracting.

Proof. Otherwise the stable manifold W s(f∗) would have codimension 0
rather than 1.

6.2. Hyperbolicity. We are now ready to prove hyperbolicity of the renor-
malization transformation at its fixed point f∗. Let R∗ ≡ DR(f∗)
: TH∗ → TH∗ stand for the differential of R at f∗. Note that the tangent
space TH∗ is naturally identified with the space of germs of analytic vector
fields z 7→ a + bz3 + . . . near K(G∗), where G∗ = Π(f∗) ∈ H0. Thus it has a
natural structure of the inductive limit of Banach spaces. We say that R∗ is
uniformly exponentially contracting in this space if its iterates uniformly ex-
ponentially converge to 0 (which is defined in the same way as in the nonlinear
situation; see the previous section).

Theorem 6.3 (Hyperbolicity). The tangent space B∗ ≡ Tf∗QG admits
an R∗-invariant splitting B∗ = Es ⊕ Eu, where Es = TH∗ and dimEu = 1.
Moreover, R∗|Es is uniformly exponentially contracting, while the absolute
value of the eigenvalue λ∗ of R∗|Eu is greater than 1.

Proof. By Theorem 6.1, the map R|H∗ is uniformly exponentially con-
tracting. By the Schwarz lemma, its differential R∗|Es is uniformly exponential
contracting as well.

Let us make a selection of Banach spaces. Select a quadratic-like rep-
resentative f∗,V : V → V ′ of the renormalization fixed point f∗ so that the
requirements of Definition 6.1 are satisfied on the stable manifold Ws(f∗). In
particular, for any representative f∗,W : W → W ′ there exists an N = N(W )
such that the subdued renormalization RNf∗,W has a representative U → U ′

with V b U (and of course RNf∗,W |V = f∗,V ). Then for any δ > 0 there is
an ε > 0 such that for all maps f ∈ BW (f∗, ε), the renormalization RNfW
belongs to BV (f∗, δ). Thus for W b V , RN gives rise to a Banach operator
A : BW (f∗, ε)→ BW which is the composition of the following two operators:

BW (f∗, ε) →
RN
BV ↪→

i
BW ,
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where i ≡ iWV is the natural inclusion. Since the latter embedding is compact,
A is compact as well. Since R is complex analytic, A is complex analytic as
well. Let A∗ stand for the differential of A at f∗. This linear operator is
compact as well since it is also factored via the inclusion i : BV ↪→ BW .

Let us consider the sliceWs
W =Ws(f∗)∩BW of the stable manifold. If W

is sufficiently small then it is a codimension-one complex analytic submanifold
in BW (Lemma 4.17). By the Stable Manifold Theorem, the orbits of A|Ws

W

uniformly exponentially converge to f∗. Hence the spectrum of the restriction
A∗ to the tangent space EsW = Tf∗Ws

W is a discrete set in the open unit disk
D accumulating on 0.

Let us consider the quotient linear operator Ā∗ : BW /EsW → BW /EsW .
Being one-dimensional, it is a multiplication operator, v 7→ ρv. Let us show
that |ρ| > 1.

By Corollary 6.2, |ρ| ≥ 1.
If |ρ| = 1 then by the Small Orbits Theorem, for any γ > 0, there is an

f ∈ BW such that Anf ∈ B(f∗, γ), n = 0, 1, . . . but the A-orbit of f does not
exponentially converge to f∗. By the Stable Manifold Theorem, f 6∈ H(f∗).

But if γ is sufficiently small then A is the analytic continuation of RN

to the Banach slice BW , and the orbit {Anf}∞n=0 is nonescaping. By the
Combinatorial Rigidity Theorem, f ∈ H(f∗) – a contradiction.

Thus |ρ| > 1. As the rest of the spectrum of A belongs to the unit disk,
A has an eigenvector h ∈ BW \ EsW corresponding to ρ. Let us show that this
is also an eigenvector for R∗ : B∗ → B∗ (corresponding to a root λ∗ = ρ1/N ).
Indeed, let us consider two vectors h and R∗h = λ∗h+w, where w ∈ Es. Since
both of them are eigenvectors of RN∗ corresponding to the same eigenvalue ρ,
RN∗ w = ρw as well. Let us select a Banach slice EsU containing w. If w 6= 0
then

‖RNm∗ w‖U = |ρ|m‖w‖U →∞

contradicting the fact that the orbits of R∗|Es converge to 0. The theorem is
proved.

6.3. Unstable manifold. We keep considering a renormalization operator
R = RM of stationary type near its fixed point f∗. As above, B∗ = Es ⊕ Eu
means the hyperbolic splitting constructed in the previous section, and λ∗
stands for the unstable eigenvalue.

Theorem 6.4 (Local unstable manifold). There exists a complex analytic
one-dimensional manifold Wu

loc(f∗) ≡ Wu
∗ ⊂ QG via f∗ satisfying the following

properties:

(i) Wu
∗ belongs to some Banach slice BW 3 f∗, is tangent to Eu, and trans-

verse to Ws
∗ ;



    

FEIGENBAUM-COULLET-TRESSER UNIVERSALITY 375

(ii) Wu
∗ b RWu

∗ and the inverse map R−1 :Wu
∗ →Wu

∗ is well-defined ;

(iii) For any f ∈ Wu
∗ , ‖R−nf − f∗‖W ∼ Cfλ−n∗ .

Proof. In the proof of the Hyperbolicity Theorem we have constructed
a Banach slice BW 3 f∗ locally invariant under some renormalization iterate
A = RN . Moreover, we have proved that this Banach operator is hyperbolic.
By the standard hyperbolicity theory, A has a local unstable manifold Wu

∗
satisfying properties (i)–(iii) (with R replaced by A).

Let us consider the image S = RWu
∗ . Since R∗ : Eu → Eu is a nonsingular

operator, S is a complex one-dimensional manifold tangent to Eu (provided
Wu
∗ was taken small enough). Moreover, S sits in some Banach slice BU ,

U ⊂ W , and RNS ⊃ S. But BU is locally invariant under some iterate RlN

whose restriction to BU is compact (by the same argument as was used for
construction of the operator A).

Thus in BU we have two analytic submanifolds, Ws
∗ and S, tangent to Eu

and expanded by the compact hyperbolic analytic map RNl. By the standard
hyperbolic theory, these submanifolds must represent the same germ at f∗.
In other words, the germ of Ws

∗ is R-invariant. Since f∗ is a repelling fixed
point for the local restriction R∗|Wu

∗ , a small disk around f∗ in this manifold
is strictly expanded under R.

Let us now globalize the unstable manifold. Let us define the unstable
Mandelbrot set Mu as the set of infinitely anti-renormalizable points f ∈ C
such that R−nf → f∗.

Figure 2. The hyperbolic fixed point of the renormalization operator.



      

376 MIKHAIL LYUBICH

Theorem 6.5 (Global unstable manifold).

(i) A point f ∈ C belongs to Mu(g) if and only if there exists a one-sided
tower f = {f0, f−1, . . .} with stationary combinatorics {M,M, . . .} and
a priori bounds. Moreover, in this case f−n ∈ Wu

loc(f∗) for all sufficiently
big n.

(ii) The straightening Mu →M0 is injective.

(iii) For any µ > 0, the set

Mu
µ = {f ∈Mu : ∃ a tower f with f = f0 and mod(f) ≥ µ}

is embedded into a one-dimensional complex analytic manifold Wu
µ(f∗)

which extends the local manifold Wu
loc(f∗).

(iv) The manifold Wu
µ(f∗) is transverse to the foliation F .

(v) The germ of the manifold Wu
µ(f∗) near C is invariant under the renor-

malization.

Proof. (i) Assume that we have an infinitely anti-renormalizable map
f ∈ C such that R−nf → f∗. Then the germs f−n = R−nf obviously form a
one-sided tower with a priori bounds.

Vice versa, let {f−n} be a one-sided tower with a priori bounds. By the
Compactness Lemma 4.1, the sequence {f−n} is pre-compact. Let us consider
its limit set Ω. It is compact and R-invariant. Moreover, the map R : Ω→ Ω
is surjective, since if f−nk → g, then any limit point of the sequence {f−nk−1}
is a preimage of g. Hence any point g ∈ Ω is included into a two-sided tower
with a priori bounds. By the Tower Rigidity Theorem, g must coincide with
the fixed point f∗.

Thus f−n → f∗, and hence the f−n eventually belong to some Banach
slice BV 3 f∗. This Banach slice can be selected so that some iterate RN

keeps it invariant and is hyperbolic at f∗. Then f−n must eventually belong
to the local unstable manifold of this operator, which coincides (by the Local
Unstable Manifold Theorem) with Wu

∗ ≡ Wu
loc(f∗).

(ii) Let us have two maps f and g in Mu which are hybrid equivalent, with
χ(f) = χ(g) = c ∈ M0. Then f−n = R−nf → f∗ and g−n = R−ng → f∗. Let
σ : M →M0 denote the homeomorphism between the little and big Mandelbrot
sets corresponding to R. Then the hybrid class of f−n and g−n is σ−nc, so
that f−n is hybrid equivalent to g−n. Moreover, the hybrid conjugacy can be
selected with uniformly bounded dilatation, since the mod(f−n) and mod(g−n)
stay away from 0. Hence the corresponding towers f = {f−n} and g = {g−n}
are qc equivalent. By the Tower Rigidity Theorem (ii), these towers coincide
up to rescaling, so that f = g.
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(iii) Note that for f ∈ Mu
µ, convergence of the corresponding backward

orbit to f∗ is uniform: there exists an N = N(µ) such that R−NMu
µ ⊂ Wu

∗ . In-
deed, otherwise by compactness one can easily construct a bi-infinite tower with
a priori bounds which is different from the stationary tower {. . . , f∗, f∗, . . .}.

Let Q stand for the set of N times renormalizable maps in Mu
µ ∩ Wu

∗ .
Then RNQ ⊃ Mu

µ. Since RN is transversally nonsingular (by Lemma 5.3),
there is a neighborhood U of Q inWu

∗ which is injectively mapped by RN onto
its image. This image is a desired manifold.

(iv) Transversality follows from (ii) and Lemma 4.25.
(v) Invariance follows from the corresponding statement for the local un-

stable manifold.

6.4. Real combinatorics. Let us now summarize the above information for
the case of real combinatorics:

Theorem 6.6. Let M ∈ N be a real Mandelbrot set and R = RM be the
corresponding renormalization operator. Then:

(i) There exists a unique quadratic-like map f∗ such that Rf∗ = f∗; this map
is real.

(ii) The renormalization operator R is hyperbolic at f∗.

(iii) The stable manifold Ws(f∗) coincides with the hybrid class H(f∗);
codim Ws(f∗) = 1.

(iv) dimWu
µ(f∗) = 1 and the unstable eigenvalue λ∗ is positive.

(v) For any δ > 0 there exists a µ > 0 such that the unstable manifold
Wu
µ(f∗) transversally passes through all real hybrid classes Hc with c ∈

[−2, 1/4− δ].

Proof. There are three points specific for the real situation as compared
with the previous complex setting:

a) The complex bounds are established for real maps (see §5.6), so the
statement on existence of the fixed point becomes unconditional.

b) Since dimWu(f∗) = 1, the unstable eigenvalue λ∗ is real. To see that it
is positive, we need to check that R preserves the orientation of Wu(f∗) near
f∗. Sliding to the quadratic family, we see that it would follow from the the
property that σ : I →M0 is orientation-preserving, where I = M ∩R. But this
property is true by the monotonicity of the kneading invariant in the quadratic
family [MT].

c) The bounds of [LS], [LY] are valid for all finitely renormalizable maps
such that the last renormalization is not close to the cusp. More precisely,
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there is a µ = µ(δ) such that for any N and c ∈ [−2, 1/4 − δ], there is an
N times renormalizable quadratic map gN ≡ PcN with χ(RNgN ) = c and
mod(RkgN ) ≥ µ, k = 0, 1, . . . , N .

Let us consider finite towers fN = {fN,−k}Nk=0 with fN,−k = RN−kgN .
Since they have uniform a priori bounds, we can pass to a limit tower f =
{f−k}∞k=0. Then mod(Bf) ≥ µ and χ(f0) = c. Hence Mu

µ(f∗) passes through
all hybrid classes c as above. By the Global Unstable Manifold Theorem (iii–
iv), we obtain the last statement of the theorem.

Remark. In particular, the real unstable manifold Wu(f∗) corresponding
to the limit c∗ = lim cn of the period doublings stretches all way through all
real combinatorial types, except “1/4”, and is transverse to the bifurcation loci
H(cn). (And a similar statement can be made for other combinatorics.) This
was a part of the Renormalization Conjecture (see [La1]) which previously was
established, in the quadratic period-doubling case, with the help of computers,
and by Eckmann and Wittwer [EW].

7. Hairiness, self-similarity and universality
(the stationary case)

7.1. Proof of the Hairiness Conjecture. Milnor’s Hairiness Conjecture as-
serts that the Mandelbrot set is becoming dense in small scales near Feigenbaum-
like points. Our goal now is to prove this conjecture for stationary combina-
torics.

Theorem 7.1 (Hairiness of the Mandelbrot set). Let Pc∗ be a Feigenbaum
quadratic polynomial with a priori bounds. Then the magnifications of the
Mandelbrot set near c∗ converge in the Hausdorff metric on compact sets to the
whole complex plane. In particular, this is true for real Feigenbaum points c∗.

Proof. Note that by Corollary 10.3, the hairiness property is qc invariant.
As the foliation F is transversally quasi-conformal (Theorem 4.19) and the
quadratic family is transverse to F (Theorem 4.11), it is enough to prove the
hairiness property for any transversal. Our choice will be the renormalization
unstable manifold.

Let R be the renormalization operator corresponding to the map Pc∗ .
Since Pc∗ has a priori bounds, by the results of the previous section, R has a
fixed point f∗, and is hyperbolic at this point. Let us consider the unstable
manifold Wu =Wu

loc(f∗) at this point, and the corresponding Mandelbrot set
Mu = Wu ∩ C. By R−1 we will denote the branch of the inverse map which
maps Wu into itself. Given a set X ⊂ Wu, RX will mean R(X ∩R−1Wu).

Note first that RMu ⊃Mu. Indeed, if the Julia set of the renormalization
Rf is connected then the Julia set of f is connected as well. Hence the Hairiness
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Conjecture on Wu amounts to the following statement:

(7.1)
∞⋃
m=0

RmMu is dense inWu.

OnWu there is a linearizing coordinate which turns the map R into rescal-
ing by the Feigenbaum universal constant λ∗. The dist and diam below refer
to the distance and the diameter onWu in the linearizing coordinate. Accord-
ingly, a “round disk” D(f, ρ) is understood in this sense. Fix some ε ∈ (0, 1).

Figure 3. Blow-up of the Mandelbrot set near the Feigenbaum point
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Assume that (7.1) fails. Then there exists a round disk

V ′ = D(f0, ρ) bWu \
⋃
m≥0

RmMu.

Hence for any integer n ≤ 0,

V ′n ≡ RnV ′ = D(fn, λn∗ρ) bWu \
⋃
m≥0

RmMu,

where fn = Rnf0. Let Vn ⊂ V ′n denote the round disks as above of radius ελn∗ρ,
and letMu

∗ stand for the connected component ofMu containing f∗. Note that
Mu
∗ is not a single point since the Mandelbrot set M0 does not have isolated

points and the holonomy (M0, c∗)→ (Mu, f∗) is a local homeomorphism. Now
we have:

diamVn/dist(Vn,Mu
∗) ≥ diamVn/dist(Vn, f∗) ³ ε.

Hence
diamhyp(Vn|Wu \Mu

∗) ≥ aε,

where diamhyp(·| U) stands for the hyperbolic distance in an open set U , and
the constant a is independent of n and ε. It follows that

aε ≤ diamhyp(Vn|Wu \Mu
∗) ≤ diamhyp(Vn|Wu \Mu)

≤ diamhyp(Vn| V ′n) ³ ε.

Thus

(7.2) diamhyp(Vn|Wu \Mu) ³ ε

with the constant independent of n and ε.
Let us show that if ε is sufficiently small then over every domain Vn there

is a holomorphic motion hF : U ′ → Ũ ′ which conjugates F0 ≡ fn : U0 → U ′0 to
F : UF → U ′F , F ∈ V−n. Here the domains UF and U ′F will be selected in such
a way that the mod(U ′F \ UF ) stay away from 0 (as n changes).

If Wu is selected sufficiently small then F (0) 6= 0 for F ∈ Wu, and thus
F ∈ Wu can be normalized so that F (0) = 1. Also, by Lemma 4.2, there is a
fundamental annulus AF = hFA0 holomorphically moving with F ∈ Wu. Let
us consider two preimages of this annulus, A1

F = F−1AF and A2
F = F−2AF . If

F is sufficiently close to f∗ (so that Fn(0) 6∈ AF for n = 1, 2) then these preim-
ages are holomorphically moving annuli. Moreover, if we select an equipotential
foliation in A0, we obtain the holomorphically moving equipotential foliation
γF (r) = hFγ0(r) in the union of these three annuli. Let us assign the level r
to the equipotentials in such a way that the outer boundary of AF has level 4,
the inner boundary has level 2, and F (γF (r)) = γF (r2) for 21/4 ≤ r ≤ 2. Note
that by our normalization, the union of these three annuli belongs to the twice
punctured plane C \ {0, 1}.
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Take a point z0 ∈ A1
0. Let it belong to an equipotential γ0(r),

√
2 ≤ r ≤ 2.

Let Q0 ≡ Q0(z) denote the fundamental annulus bounded by equipotentials
γ0(r4/3) and γ0(r2/3), and let QF = hFQ0 stand for its motion. Let d > 0 be
the hyperbolic distance (in C \ {0, 1}) from z0 to the boundary of Q0.

We find a moment l such that F l+1(0) ∈ A0, and take z0 = F l(0). Since
the map Wu \Mu → C \ {0, 1}, F 7→ F l(0), contracts the hyperbolic metric,
the hyperbolic distance from F l(0) to F l0(0) in C\{0, 1} is at most Aε, provided
F ∈ Vn. For the same reason, for ζ ∈ ∂Q0, the hyperbolic distance from ζ

to hF ζ is at most Aε for F ∈ Vn. It follows that hF ζ 6= F l(0) for F ∈ Vn,
provided ε < d/2A.

Thus for sufficiently small ε, the point zF = F l(0), F ∈ Vn, does not cross
the boundary of the fundamental annulus QF . Hence we have a holomorphic
motion of (∂QF , zF ) over Vn. By the λ-lemma (see Appendix 2), this motion
extends to the motion of the whole annulus (QF , zF ). Pulling it back by
dynamics, we obtain the motion U ′F \K(F ) over Vn, where U ′F is the domain
bounded by the equipotential γF (r4/3). Using the λ-lemma again, we extend
this motion through the Julia set, which provides us with the desired motion
hF of the domain U ′F over Vn which conjugates F0 to F .

By the λ-lemma, hF is K-quasi-conformal over the twice smaller disk
∆n = D(fn, ελn∗ρ/2), with an absolute K. Take any point f̃0 ∈ ∆0, and let
f̃n = Rnf̃0. We conclude that f̃n is K-qc conjugate to fn, with an absolute K.

Let us now consider the towers (with disconnected Julia sets)

fm = {fn−m}−∞n=m and f̃m = {f̃n−m}−∞n=m

(so that f−m is the zero coordinate of fm). They both converge to the stationary
tower f∗ = {. . . , f∗, f∗, . . .}. Moreover, the above K-qc conjugacies hn converge
to a qc automorphism h of f∗. By Corollary 5.12,

(7.3) h = id.

Let us show that on the other hand, the hn stay a definite distance away
from the id. To this end let us now pass from the unstable manifold Wu to
the vertical fiber Z ≡ Zf∗ . LetMv ⊂ Z = Z ∩C denote the Mandelbrot set in
Z. By Theorem 4.18 the foliation F extends to some Banach neighborhood of
f∗, and by the λ-lemma (see Appendix 2) this foliation is transversally quasi-
conformal. Moreover, both Wu and Z are transverse to the foliation at f∗ (by
Corollary 4.24, Lemma 4.25 and the Unstable Manifold Theorem). Hence the
holonomy from Wu to Z is well-defined and quasi-conformal near f∗.

Take two points fn = Rnf0 ∈ Vn and f̃n = Rnf̃0 ∈ Vn, n ≤ 0. Let
φn, φ̃n ∈ Z correspond to fn and f̃n under the holonomy (they are well-
defined for sufficiently big n ≤ 0). Then by (7.2) and quasi-invariance of the
hyperbolic metric (see [LV, Ch. II, §3.3]),

(7.4) disthyp(φn, φ̃n| Z \Mv) ³ 1.
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Take a little disk D in Z around f∗, and consider a curve Γ = ∂D\Mv (perhaps
disconnected). Then obviously

(7.5) disthyp(φn,Γ| Z \Mu)→∞ as n→ −∞.
Let us consider the map ξ : Z \ Mv → C \ D̄ which assigns to φ the

position of the critical value in the external model (see §3.3). By Lemma 4.14,
this map is conformal. Hence by (7.4),

(7.6) disthyp(ξn, ξ̃n| ξ(Un)) ³ 1,

where ξn = ξ(φn), ξ̃n = ξ(φ̃n), and Un is the component of Z \Mv containing
φn and φ̃n.

Let us consider in Un the domain Ûn cut off by the arc Γn = Γ ∩ Un and
containing φn and φ̃n. The image ξ(Ûn) is bounded by the arc ξ(Γn) and an
arc of the unit circle. By (7.4) and (7.5),

(7.7) disthyp(ξn, ξ̃n| C \ D̄) ³ 1.

We refer now to the proof of Theorem 4.18 which extends the foliation F
beyond the connectedness locus. Consider a quadratic-like map G∗ = Π(f∗)
∈ H0 and the corresponding Riemann mapping R∗ : C \K(G∗)→ C \ D̄. Let
us transfer the ξ-points by this Riemann mapping as prescribed by (4.14):

an = R−1
∗ ξn, ãn = R−1

∗ ξ̃n.

By (7.7)

(7.8) disthyp(an, ãn| C \K(G∗)) ³ 1.

Let us now consider the tubing (4.15) near f∗, and transfer the a-points ac-
cording to (4.16):

bn = Ψ−1
∗ an, b̃n = Ψ−1

∗ ãn,

where Ψ∗ ≡ ΨG∗ . Since Ψ∗ is quasi-conformal,

disthyp(bn, b̃n| C \ D̄) ³ 1,

so that
dist(bn, b̃n) ³ dist(bn,T) ³ dist(b̃n,T).

Fix a small δ > 0. Then applying P0 : z 7→ z2 to bn and b̃n an appropriate
number ln of times, we can move the above b-points a distance of order δ apart
(independently of n):

(7.9) dist(P ln0 bn, P
ln
0 b̃n) ³ dist(P ln0 bn,T) ³ dist(P ln0 b̃n,T) ³ δ.

Let us now return to the unstable manifold Wu. Denote the maps and
the points corresponding to fn as follows:

Gn = Π(fn) ∈ H0;
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Sn : C\D̄→ C\K(Gn) is the Riemann mapping with a positive derivative
at ∞;

Ψn = ΨGn is the tubing map;

ηn = ξ(fn) ∈ C \ D̄ is the position of the critical value in the external
model;

dn = Snηn is the marked points associated with Gn

(and denote correspondingly the tilde-objects).
As fn and φn (respectively f̃n and φ̃n) lie on the same leaf of the extended

foliation, by (4.16):
dn = Ψnbn; d̃n = Ψ̃nb̃n.

Since ΨG continuously depends on G near G∗, Ψn and Ψ̃n are uniformly close.
Hence (7.9) implies that there exist some δ′′ > δ′ > 0 depending only on δ such
that

(7.10) δ′ < dist(Glnn dn, G̃
ln
n d̃n) < δ′′,

δ′ < dist(Glnn dn, T) < δ′′, δ′ < dist(G̃lnn d̃n, T) < δ′′.

Let us now transfer the d-points to the external model: ηn = S−1
n (dn).

By Lemma 4.15, the Riemann mappings Sn converge to the Riemann mapping
S : C \ D̄→ C \K(G∗). Hence by (7.10),

(7.11) δ′ < dist(glnn ηn, g̃
ln
n η̃n) < δ′′,

δ′ < dist(glnn ηn, T) < δ′′, δ′ < dist(g̃lnn η̃n, T) < δ′′,

where the constants δ′ and δ′′ are not the same as in (7.10) but satisfy the
same properties.

Finally, let us transfer the above η-points to the original dynamical plane
of maps fn and f̃n. They correspond to the points f ln+1(0) and f̃ ln+1(0) via
conformal maps which are defined outside a small neighborhood of the unit disk
and by Lemma 4.15 converge to the Riemann mapping R∗ : C\ D̄→ C\J(f∗).
Hence (7.11) yields:

dist(f ln+1
n (0), f̃ ln+1

n (0)) ≥ δ′ > 0.

Since the conjugacy hn between fn and f̃n carries f ln+1(0) to f̃ ln+1
n (0), it stays

uniformly away from the identity, as was asserted.
Hence the limiting qc automorphism h of the stationary tower f∗ cannot

be identical, contradicting (7.3). This contradiction proves (7.1) and hence the
Hairiness Conjecture.
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7.2. Self-similarity of the Mandelbrot set. Below we will prove, in the
stationary case, the Self-Similarity Theorem stated in the introduction for
real-parameter values. The corresponding complex statement is the following:

Theorem 7.2 (Self-similarity). Let M ∈ N be a real Mandelbrot copy
and σ : M → M0 be the homeomorphism of M onto the whole Mandelbrot set
M0. Assume that there exists a quadratic-like map f with stationary combi-
natorics τ(f) = {. . . ,M,M, . . .} and a priori bounds. Let c∗ = χ(f). Then
c∗ is a fixed point of σ, and σ is C1+α-conformal at c∗, with the derivative at
c∗ equal to the Feigenbaum universal scaling constant λ∗ > 1. Moreover, there
exists at most one parameter value c∗ satisfying the above assumptions.

Remarks. 1. The real theorem stated in the introduction follows from this
complex one and a priori bounds (Theorem 5.6).

2. This theorem does not rule out another fixed point c ∈ M of σ (for
which the map Pc fails to have a priori bounds). However, it rules out other
fixed points near c∗.

A map h : (M1, 0) → (M2, 0) between two subsets in C is called C1+α-
conformal at the origin if there exist a τ 6= 0 such that h(u) = τu(1 +O(|u|α))
for u ∈M1 near 0.

The foliation F is transversally C1+α-conformal at a point c ∈M (or along
a leaf Hc) if for any two transversals S and T to the leaf Hc, the holonomy
MS →MT between the corresponding Mandelbrot sets is C1+α-conformal at
the points of intersection with Hc.

Lemma 7.3 (Transversal conformality at a Feigenbaum point). Let
c∗ ∈ M be a Feigenbaum parameter value satisfying the assumptions of the
self-similarity theorem. Then F is transversally C1+α-conformal at c∗ with
some α = α(M) > 0.

Proof. By the Hyperbolicity Theorem, there exists a renormalization hy-
perbolic fixed point f∗ ∈ Hc∗ with the stable manifold Hc∗ and the trans-
verse unstable manifold Wu ≡ Wu

loc(f∗). Clearly it is enough to check C1+α-
conformality of the holonomy from a transversal S via f ∈ H∗ to the unstable
manifold Wu.

By the Stable Manifold Theorem, there exist a quadratic-like representa-
tive f∗ : V∗ → V ′∗ and natural numbers N = N(V∗, f), l = l(V∗) such that
(BV∗ , f∗) is locally invariant under Rl, RNf ∈ BV and the orbit of RNf un-
der Rl exponentially converges to f∗ in this Banach slice. Moreover, these
properties are still valid (with a different l) if we take any other representative
f∗ : V → V ′ with V ⊂ V∗.

Let us take a Banach slice BU 3 f locally containing the transversal S.
Then there is a neighborhood U ⊂ BU of f which is mapped by RN into some
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Banach slice BV as above (since for nearby F ∈ U , the renormalization RNF

is well-defined on any domain V ⊂ V∗). Thus the curve SN = RNS locally sits
in BV .

But it is sufficient to study the holonomy hN from SN to Wu. Indeed
if h denotes the holonomy from S to Wu then by the R-invariance of the
foliation F , h = hN ◦RN where RN : (S, f)→ (SN , RNf) is a local conformal
diffeomorphism (by Lemma 5.3).

Thus the situation reduces to the Banach set up. Let T = Rl. Without loss
of generality we can assume that S itself belongs to a Banach neighborhood V ⊂
BV of f∗. Moreover, let us select this neighborhood V as a box Es(δ)×Eu(δ),
where Es/u(δ) is the δ-ball in the tangent space Es/u = Tf∗W

s/u
V . If δ is

sufficiently small then TV ⊂ BV and T is hyperbolic on V in the sense that it
satisfies properties H1, H2 of Lemma 2.1 plus the analogous vertical expansion
property. Recall also that by Lemma 4.17, the Banach slice FV of the foliation
F is a foliation near f∗ whose leaves are graphs over Es.

Let Sn stand for the truncated iterate of S, i.e., inductively, let Sn+1 =
V ∩ TSn. Then eventually the Sn can be represented as graphs of analytic
functions φn : Eu(δ) → Es(δ), so that we can assume that this happens from
the very beginning. The local unstable manifold Wu ∩ V can certainly also be
parametrized in the same way by some function ψ. By the hyperbolicity of T
on V, the manifolds Sn, exponentially fast, converge to the unstable manifold:

(7.12) ‖φn − ψ‖C1 ≤ κγn,
where γ ∈ (0, 1) is a strict upper bound on the spectrum of DT (g∗) lying inside
the unit disk. Moreover, κ > 0 can be a priori selected arbitrarily small (just
replace S by some Sm with m = m(κ)).

Let us use the projections p : Sm → Eu as analytic charts on Sm. By the
Koebe theorem, they have distortion O(ε) in scale ε with a uniform constant
(independent of m). To simplify the notation, we will skip p, so that for
u, v ∈ Sm, u−v means the difference between the local coordinates: p(u)−p(v).

Let M = S ∩ C andMm = Sm ∩ C be the truncated iterates of M.
Select q > µ > 1. Take two points z1, z2 ∈ M on distances of order

ε = q−n from a ≡ f . Push them forward by Tm so that they go to points
ζ1, ζ2, b = Tma ∈ Mm with relative distances of order µ−n. By the Koebe
Distortion Theorem, the ratio distortion of Tm at the above three points is of
order µ−n:

(7.13)
ζ2 − b
ζ1 − b

=
z2 − a
z1 − a

(1 +O(µ−n)).

Furthermore, m is at least n log(q/µ)/ log λ ≡ cn, where λ is an upper bound
for the unstable eigenvalue λ∗ (and λ = λ(δ, κ) can be made arbitrarily close
to λ∗ by choosing the parameters δ and κ sufficiently small). By (7.12), Sm is
a distance O(γm) = O(ρn) from Wu, where ρ = γc < 1.
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It follows that the holonomy from Sm to Wu has an exponentially small
ratio distortion at ζ1, ζ2, b. Indeed, let us extend the foliation FV to a neigh-
borhood of f∗ in BV (see Theorem 4.18). If δ is sufficiently small then the
bi-disk Es(2δ) × Eu(2δ) is contained in the domain of the extended foliation.
Consider the holonomy hm : Sm → Wu along the extended foliation. By the
λ-lemma (see Appendix 2), hm is Km-qc with Km = 1 +O(ρm). Then by the
distortion estimates for qc maps (see [LV, Ch. II, Thm. 3.1])

(7.14)
|hmζ2 − c∗|
|hmζ1 − c∗|

=
|ζ2 − b|
|ζ1 − b|

(1 +O(ρm1 )),

with any ρ1 > ρ.
If the distance between ζ1 and ζ2 is commensurable with their distance

to b then the same estimate holds for the other two ratios (centered at ζ1 and
ζ2). Then by Euclidean trigonometry the angles of the triangle ∆(b, ζ1, ζ2)
differ from the corresponding angles of its image ∆(a, hmζ1, hmζ2) by O(ρn1 ).
But then it is also true without the assumption that the distance between
ζ1 and ζ2 is commensurable with their distance to b since a small angle can
be represented as a difference of two angles satisfying the commensurability
assumption. Thus the holonomy hm preserves the angles at b up to order
O(ρn1 ). Together with (7.14) this yields:

(7.15)
hmζ2 − c∗
hmζ1 − c∗

=
ζ2 − b
ζ1 − b

(1 +O(ρm1 )),

Finally, let us apply the inverse map T−m : Wu → Wu to the points
hm(ζi). Since the foliation FV is T -invariant, we obtain the points h(zi).
Moreover, by the Koebe Theorem, the ratio distortion of this transition is
O(µ−n1 ) with any µ1 > µ. Combining this with (7.13), (7.15), we obtain the
ratio distortion estimate for the holonomy h : S → Wu

hz2 − c∗
hz1 − c∗

=
z2 − a
z1 − a

(1 +O(µ−n1 + ρn1 )).

Thus the ratio distortion of h in scale ε > 0 about a is of order εα with
some α > 0. This implies C1+α-conformality. Indeed, take two points u, v ∈M
with |v − a| ≤ |u− a| < ε, and let z0 ≡ u, z1, . . . , zk ≡ v, be a string of points
in M such that |zi| = |zi−1|/2 for i < k and |zk−1|/2 ≤ |zk| < |zk−1|. (Such
a string exists since the Mandelbrot set M0 is connected and the holonomy
M0 →M is continuous. Hence the setM intersects every circle around a ∈ S
with sufficiently small radius.) Then

h(zi)− a
zi − a

:
h(zi+1)− a
zi+1 − a

= 1 +O(εα/2αi).
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Hence
h(u)− a
u− a :

h(v)− a
v − a = 1 +O(εα).

It follows that there exists a limu→0(h(u)− a)/(u− a) ≡ τ 6= 0 and

h(u)− a
u− a = τ(1 +O(|u− a|α)).

Proof of the self-similarity theorem. By the Combinatorial Rigidity The-
orem 5.9, the point c∗ is fixed by σ and there is only one point c∗ satisfying
the assumptions of the theorem.

The holonomy σ : M0 →Mu locally conjugates σ to the renormalization
operator R. Since this holonomy is C1+α-conformal at c∗ and R|Wu is locally
conformal, σ is C1+α-conformal at c∗.

7.3. Universality Theorem. Let us consider a little Mandelbrot copy M =
Mc ∈ L with p(M) = p, and the corresponding homeomorphism σ : M →M0.
Then the “tuned copies” Mn = σ−nM are centered at superattracting param-
eter values cn = c∗n with period p(Mn) = pn. The corresponding polynomials
Pn ≡ Pcn are n times renormalizable with RnPn ∈ H0.

Theorem 7.4 (Universality). Assume that the polynomials Pn have a
common a priori bound : mod(RkPn) ≥ µ > 0, n = 1, 2, . . . , k = 0, 1, . . . , n.
Then:

• The cn converge exponentially fast to an infinitely renormalizable param-
eter value c∗:

|cn − c∗| ∼ aλ−n∗ .

• Let S = {fµ} be a complex analytic transversal to the hybrid class Hc∗ at
some µ∗. Then for µ near µ∗ and all sufficiently big n, S has a unique
intersection point µn with the hybrid class Hcn , and the µn converge to
µ∗ with the universal exponential rate:

|µn − µ∗| ∼ a(S)λ−n∗ .

In particular, this yields the Universality Theorem for real parameter values
stated in the introduction.

Proof. Take any accumulation point c∗ of the sequence {cn}. By the
uniform a priori bounds assumption and the compactness Lemma 4.1, Pc∗ is
an infinitely renormalizable polynomial with combinatorics τ = {M,M, . . .}
and a priori bounds. By the Combinatorial Rigidity Theorem, such a c∗ is
unique. Hence cn → c∗.

By the Hyperbolicity Theorem, the renormalization operator R = RM
has a unique fixed point f∗, and this point is hyperbolic. Let us consider its
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unstable manifold Wu = {fν}. Since the quadratic family Q and Wu are both
transverse to the hybrid class H∗ ≡ Hc∗ , for all sufficiently big n, there exists
a unique parameter value νn near ν∗ corresponding to cn under the holonomy.
Since the holonomy conjugates σ and R, we have Rfνn = fνn−1 . As f∗ is an
expanding fixed point for R|Wu with eigenvalue λ∗,

(7.16) |νn − ν∗| ∼ qλ−n∗ ,

and the result follows from the smoothness of the holonomy along the stable
leaf (Lemma 7.3).

7.4. Connection to the MLC problem. The problem of local connectivity
of the Mandelbrot set (MLC) is a central theme in holomorphic dynamics. By
works of Yoccoz (see [H]) and the author [L2], [L5], MLC is now established for
all real c except those which are infinitely renormalizable with type bounded
by some p̄. The following criterion links this problem to the compactness of
the Mandelbrot set in the unstable manifold.

Proposition 7.5. Let M be a primitive little Mandelbrot set. Let c∗ ∈
M0 be an infinitely renormalizable parameter value of type {M,M, . . .} with
a priori bounds (for example, a real one). Then the following properties are
equivalent :

(i) The Mandelbrot set M0 is locally connected at c∗;

(ii) The unstable Mandelbrot set Mu of the RM -fixed point f∗ is compact ;

(iii) For any c ∈ M0, there exists a tower fc = {. . . 7→ f−1 7→ f0} of type
{. . . ,M,M} with χ(f0) = c and with a priori bounds.

If M is satellite then the same statement is true for M0 replaced with M .

Proof. It is known that local connectivity of the Mandelbrot set at c∗ is
equivalent to shrinking the tuned copies Mn to the point (see e.g., [Sch] for a
discussion of this kind of relation).

(i)⇒ (iii). If the tuned copies Mn shrink to c∗, then all of them eventually
belong to the domain of the holonomy h : Mn →Mu,n. Hence for any c ∈Mn,
there exists a tower fc = {h(c) = f0, R

−1f0, . . .} with a priori bounds. Since
σn maps Mn onto the whole Mandelbrot set and h ◦ σn = Rn ◦ h (resp.
h ◦ σn−1 = Rn−1 ◦ h in the satellite case), any tower fc with c ∈ M0 (resp.
c ∈M) and a priori bounds is realizable.

(iii) ⇒ (ii). Assume that for any c ∈ M0 (resp. c ∈ M in the satellite
case), there is a tower fc with a priori bounds. Then by Theorem 6.5, the
holonomy h : M0 → Mu (resp. M → Mu,1) is well-defined, and hence has a
compact image.
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(ii) ⇒ (i). Note that the image ofMu under the straightening χ :Mu →
M0 is open in M0. Indeed, the straightening homeomorphically maps a relative
neighborhood U ⊂ Mu of f∗ onto a relative neighborhood U ⊂ M0 of c∗ and
conjugates R to σ. Since by definition,

(7.17) Mu =
⋃
n≥0

Rn(U ∩Dom(Rn)),

we conclude:

χ(Mu) =
⋃
n≥0

σn(U ∩Mn).

But σn : Mn →M0 is a homeomorphism, and openness of χ(Mu) follows.
On the other hand, ifMu is compact then the image χ(Mu) is closed. As

M0 is connected, χ(Mu) = M0. Hence

(7.18) χ(R−nMu) = σ−nM0 ≡Mn.

Furthermore, by (7.17) and compactness of Mu, R−NMu ⊂ U for some
N . If U is contained in Wu

loc then clearly the R−nU shrink to f∗. Hence the
R−nMu also shrink to f∗. By (7.18), the Mn shrink to c∗.

(The argument for the satellite case is the same with M0 replaced by M .)

Remarks. 1. Note thatMu is not compact in the satellite case. Indeed, by
transverse quasi-conformality of F (Theorem 4.19), it would be qc equivalent
to M0. As σ = χ ◦ R, the satellite copy M would be qc equivalent to M0 as
well, despite the fact that it does not have a cusp at the root point.

2. By the Self-similarity Theorem, the homeomorphism σ : Mn+1 → Mn

is almost linear near c∗, so that the local geometry of the little Mandelbrot sets
Mn is almost the same. However, it implies that the whole Mn+1 is almost
isometric to Mn only when the Mn shrink to c∗ (i.e., when MLC holds at c∗).

8. The renormalization horseshoe
with bounded combinatorics

In this section we will prove the Hyperbolicity Theorem and its conse-
quences for bounded combinatorics.

8.1. Construction of the horseshoe. Let us pick a finite family L =
{Mk}dk=1 of disjoint Mandelbrot copies, and the corresponding renormaliza-
tion operator

R ≡ RL : Dom(R) ≡ ∪T̂k → QG,
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where Tk ≡ TM̂k
. This set up will be carried through the whole section.

We say that a point f ∈ QG is completely non-escaping if there is a
sequence fn ∈ QG, n = 0,±1,±2, . . ., such that Rfn = fn+1 and

mod(fn) ≥ µ = µ(f) > 0, n = 0,±1,±2, . . . .

Consider the set A = AL of all completely non-escaping points.
Recall that the natural extension of a map R̂ : Â → Â is defined as the

lift of R to the space of two-sided orbits f = {fn}n∈Z, R̂(f) = {Rfn}n∈Z.
Moreover, R̂ is a homeomorphism with respect to the weak topology on A.
The projection φ : f 7→ f0 to the zero coordinate semi-conjugates R̂ to R.

Let us also consider the space Σ = ΣL of bi-infinite sequences τ̄ =
{Mk(n)}∞n=−∞ in symbols Mk ∈ L supplied with the weak topology. Let
ω : Σ → Σ stand for the left shift on this space (so that Mk(1) is the zero
coordinate of ω(τ̄)). It is called the Bernoulli shift.

Let Σ+ = Σ+
L stand for the space of one-sided sequences {Mk(n)}∞n=0 in

symbols Mk ∈ L. Recall that by definition, the combinatorial type τ(f) ∈ Σ+

of an infinitely renormalizable map f is the itinerary of the one-sided orbit
orb(f) (see §5.5).

Lemma 8.1. Assume that there exists a ν = νL > 0 such that for any
one-sided sequence τ ∈ Σ+ there exists an infinitely renormalizable map f with
τ(f) = τ and

(8.1) mod(Rnf) ≥ ν, n = 0, 1, . . . .

Then the natural extension R̂ : Â → Â is topologically conjugate to the
Bernoulli shift ω : Σ→ Σ. Thus there exists a continuous map semi-conjugating
ω to R|A.

In particular, the statement is valid for a real family L. Moreover, in this
case the horseshoe A is real (i.e., consists of real maps), and the renormaliza-
tion R : A → A is a homeomorphism topologically conjugated to the Bernoulli
shift.

Proof. Let us take a bi-infinite sequence τ̄ = {Mk} ∈ Σ. By the assump-
tion, for any l ≥ 0, there is an infinitely renormalizable quadratic-like map
Fl with combinatorics τ(Fl) = {M−l, . . . ,M0, . . .} and an a priori bound ν.
Let f0,l = RlFl. These are infinitely renormalizable quadratic-like germs with
common combinatorics τ0 = {M0,M1, . . .} and mod(f0,l) ≥ ν. Since the set of
such maps is compact, we can pass to a quadratic-like limit f0 = liml→∞ f0,l

(along a subsequence) with the same properties.
Let us now do the same thing for every i ≤ 0. Let fi,l = Rl+iFl, and

let fi = liml→∞ fi,l be a limit point. The map fi has combinatorics τi =
{Mi,Mi+1, . . .} and mod(fi) ≥ ν.
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Selecting the above converging subsequences by means of the diagonal
process, we construct a sequence of infinitely renormalizable quadratic-like
maps {fi}∞i=−∞ such that Rfi = fi+1, χ(fi) = Mi and mod(fi) ≥ ν. This
sequence represents a tower f with combinatorics τ̄ and a moduli bound ν.

Thus any combinatorics τ̄ ∈ Σ is represented by a tower with a priori
bounds. By the Tower Rigidity Theorem, the tower is unique. This provides
us with a bijective map Φ : Σ → Â conjugating the Bernoulli shift ω to the
natural extension R̂. Taking the zero coordinate of the tower, we obtain a
semi-conjugacy φ : Σ→ A.

To show that Φ is continuous, we need to check that the coordinate projec-
tions Σ→ A are continuous. To be definite, let us take the zero coordinate. If
the continuity failed, there would exist two sequences of towers f (n) = {f (n)

k }k∈Z
and g(n) = {g(n)

k }k∈Z in A such that χ(f (n)
k ) and χ(g(n)

k ) belong to the same
Mi(k) for −n ≤ k ≤ n, but distM(f (n)

0 , g
(n)
0 ) ≥ ε > 0, where distM is the Montel

distance on A. Passing to limits, we would obtain two different towers with
the same combinatorics τ̄ ∈ Σ and a priori bounds – a contradiction.

In the case of a real family L, the assumption of the lemma is satisfied by
Theorem 5.6, and the above construction leads to a real set A. Moreover, by
Lemma 5.1, a real bi-infinite tower f is determined by its zero coordinate f0.
Hence Φ is a homeomorphism. It follows that R : A → A is a homeomorphism
as well.

The set A = AL will be called the renormalization horseshoe (with combi-
natorics L). The assumptions of Lemma 8.1 will be the standing assumptions
for the rest of this section.

8.2. Stable lamination. Let f∗ ∈ A and f ∈ QG be an infinitely renormal-
izable map (in the sense of R). The orbit of f is asymptotic to the orbit of f∗ if
there exist µ > 0, a sequence of quadratic-like representatives Rnf∗ : Vn → V ′n
with mod(V ′n \ Vn) ≥ µ, and an N such that for n ≥ N , Rnf ∈ BVn and

‖Rnf −Rnf∗‖Vn → 0 as n→∞.

If under these circumstances

‖Rnf −Rnf∗‖Vn ≤ Cqn,

with C > 0 and q ∈ (0, 1), then we say that the orbit of f is exponentially
asymptotic to the orbit of f∗.

Let us say that the orbits of f∗ ∈ A and f ∈ H(f∗) are uniformly exponen-
tially asymptotic if the constants µ, C, q above are uniform, while N depends
only on mod(f).

The (global) stable set of a point f∗ ∈ A is defined as the set of points
f ∈ QG whose orbits are forward asymptotic to the orbit of f∗. (We avoid the
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usual term “global stable manifold” since in what follows the stable set will
not be a manifold but rather a countable union of manifolds.) Let us define
the basin of attraction of A as the union of the stable sets of all points f∗ ∈ A.

The following result extends the Stable Manifold Theorem to renormal-
ization operators of bounded type and follows from the works of Sullivan,
McMullen and the author in a similar way:

Theorem 8.2 (Stable lamination). The basin of attraction of the renor-
malization horseshoe coincides with the union of the hybrid classes H(f∗),
f∗ ∈ A, and hence forms a lamination in QG with codimension-one complex
analytic leaves. The orbits of f ∈ H(f∗) are uniformly exponentially asymp-
totic to the orbits of f∗ ∈ A.

Proof. Let
H(f∗, ν) = {f ∈ H(f∗) : mod(f) ≥ ν}.

We shall show that the orbits of f ∈ H(f∗) are uniformly asymptotic to the
orbits of f∗ ∈ A in the following sense.

Statement. There exist a µ > 0 and a choice of quadratic-like representa-
tives Rnf∗ : Vn → V ′n, f∗ ∈ A with mod(V ′n \ Vn) ≥ µ satisfying the following
property. For any ν > 0 and ε > 0, there exists an N = N(ν, ε) such that: If
f ∈ H(f∗, ν), then for n ≥ N , Rnf ∈ BVn(Rnf∗, ε).

We leave the proof to the reader (it is a straightforward adjustment of the
proof of the corresponding statement for the stationary combinatorics).

Let us now consider the analytic projection Π : QG → H0 (4.4) whose
restrictions ΠF : H(F ) → H0 are diffeomorphisms. Note that by the Product
Structure Theorem 4.13, the inverse branches Π−1

F : H0 → H(F ) are equicon-
tinuous on compact sets. Let

RnF = ΠRnF ◦Rn ◦Π−1
F : H0 → H0.

Then the above Statement (uniform contraction by R), compactness of A,
continuity of Π, and equicontinuity of its inverse branches imply that the family
of operators RF is uniformly contracting as well:

RNF H0,W (G)(G, ε) ⊂ H0,W (RNG)(R
N
F G, δ),

where the W (G) are appropriately selected domains of maps G ∈ Π(A) with
mod(W (G)) ≥ η. By the Schwarz Lemma, this family is uniformly infinites-
imally contracting, and hence the iterates of R are uniformly exponentially
contracting.

Thus the hybrid class H(f∗) of a point f∗ ∈ A is identified with the
connected component of the stable set of f . It will also be called the (global)
stable leaf of f∗. For an infinite horseshoe, the global stable set of f∗ is the
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union of infinitely many disjoint stable leaves. It has a dense intersection with
A. This is the usual picture for discontinuous hyperbolic maps like the baker
transformation.

8.3. Slow shadowing and hyperbolicity. In this section we will state a
new hyperbolicity criterion for invariant sets of complex analytic maps. It says
that the lack of hyperbolicity can be detected topologically by the existence of
slowly shadowing orbits. It will model a more complicated situation treated in
the next section.

Let L : A → A be a continuous transformation of a metric compact
set. One says that an orbn(g) ε-shadows the orbn(f) if dist(Lkf, Lkg) ≤ ε,
k = 0, . . . , n.

A map L is said to satisfy a “specification property” (compare Bowen
[Bo]) if for any ε > 0 there exists an l = l(ε) such that any orbit {Lkf}N−1

k=0 ,
f ∈ A, can be ε-shadowed by a periodic orbit of period at most N + l.

A basic example of a system satisfying the specification property is the
Bernoulli shift ω : Σd → Σd. Note also that this property is preserved under
taking quotients: If a map L : A → A satisfies the specification property and
S : X → X is a quotient map (i.e., there exists a surjective continuous map
h : A → X such that S ◦ h = h ◦L), then S satisfies the specification property
as well.

Let A be embedded into a complex analytic Banach manifold U , let V be
a neighborhood of A in U , and let L : (V,A)→ (U ,A) be a complex analytic
map preserving A.

An orbit of f ∈ V slowly ε-shadows an orbit of g ∈ A if it ε-shadows the
latter but is not exponentially asymptotic to it.

Let L̂ : Â → Â stand for the natural extension of L. Given an orbit
f ∈ Â, we will denote by f ≡ f0 ∈ A its zero coordinate. A map L|A is called
uniformly hyperbolic if:

(i) There is an invariant subbundle Es ⊂ TAU , on which DL is uniformly
exponentially contracting;

(ii) There exists a family of tangent subspaces Euf ⊂ TfU labeled by points
f ∈ Â of the natural extension satisfying the following properties:

– Transversality: Esf ⊕ Euf = TfU ;

– Invariance: Eu
L̂f

= DL(Euf );

– Uniformly exponential expansion: there exist c > 0 and ρ > 1 such
that for any f ∈ Â, v ∈ Euf :

‖DLnf (v)‖ ≥ cρn, n = 0, 1, . . . .

(In the invertible case, this definition coincides with the standard one.)
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Theorem 8.3 (Hyperbolicity criterion). Let L : (V,A) → (U ,A) be a
complex analytic map satisfying the following properties:

(i) L|A is topologically transitive and satisfies the specification property.

(ii) There is an invariant complex codimension-one subbundle Es ⊂ TAU , on
which DL is uniformly exponentially contracting.

(iii) L is transversally nonsingular ; i.e., the quotient maps

D∗Lf : TfU/Esf → TRfU/EsRf
are invertible.

(iv) There is an ε > 0 such that L|A has no slowly ε-shadowing orbits.

Then L is uniformly hyperbolic over A.

All the assumptions of Theorem 8.3 are satisfied for the renormalization
operator of bounded type:

(i) is valid by Lemma 8.1 (renormalization horseshoe);
(ii) is true by the Theorem 8.2 (stable lamination);
(iii) is satisfied by Lemma 5.3;
(iv) is ensured by Theorem 5.9 (combinatorial rigidity).

The only property which fails is that R acts on a Banach manifold. For
this reason Theorem 8.3 cannot be directly applied to R. However, we can
make some iterate of R act fiberwise analytically on a Banach fiber space
over A.

The reader can figure a proof of Theorem 8.3 by a straightforward adjust-
ment of the argument below to the manifold setting.

8.4. Hyperbolicity of R : A → A. In this section we will give a proof
of hyperbolicity of the renormalization operator R of bounded type on the
renormalization horseshoe A. Let R̂ : Â → Â be the natural extension of the
renormalization and φ : Â → A be the natural projection. We will use bold
letters f , g etc. for points in Â and the corresponding usual italic letters f , g
etc. for their projections to A.

Theorem 8.4 (Hyperbolicity). For any f ∈ Â there is a splitting TfQG =
Esf ⊕ Euf with the following properties:

• Esf = TfH(f) and the action of DR is uniformly exponentially contract-
ing on the subbundle Es = ∪f∈AEsf ;

• dimEuf = 1. This family of spaces is continuous and DR-invariant. The
action of DR on it is uniformly exponentially expanding (see §8.3).
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Let us start with the choice of Banach fibers. By compactness of A, there
is a choice of domains W (f) bW ′(f) of quadratic-like germs f ∈ A satisfying
the following properties:

W1. mod(W ′(f) \W (f)) ≥ µ with an absolute µ > 0;

W2. There exists an η > 0 such that if distM(g, f) < η for some f, g ∈ A then
g ∈ Bf ≡ BW (f).

W3. There exist ξ > 0 and N ∈ N such that RNBf (f, ξ) ⊂ BRNf .

W4. The vertical fibers Zf sit locally in Bf , f ∈ A; hence the vertical lines
Ev(f) (4.10) sit in the Bf as well.

The spaces Bf are the Banach fibers mentioned above. We will let Bf (δ) ≡
Bf (f, δ) and

Pern(R) = {g ∈ A : Rng = g}.

Now, we consider the stable tangent bundle Es over A with fibers Esf =
THW (f)(f), and the “normal bundle” Y over A with fibers Yf = TfBf/Esf .
By the Stable Manifold Theorem, dimYf = 1.

Let R∗,f : Yf → YRf stand for the quotient action of the renormalization.
Let

γ(R) = inf
n

inf
g∈Pern(R)

‖Rn∗,g‖1/ng ,

where the norm ‖ · ‖g of DRn∗,g : Yg → YRng is evaluated with respect to the
quotient Banach norms on the fibers. Note that by Corollary 6.2 γ(R) ≥ 1.

Let RN = L, where N satisfies Property W3. All further notation involv-
ing L will be similar to the corresponding notation for R.

Lemma 8.5. For any λ ∈ (0, γ(R)) there is a constant c = cλ > 0 such
that

‖Rn∗,f‖ ≥ cλn, f ∈ A, n ≥ 0.

Proof. It is clearly enough to prove the desired property for R replaced
with L. By Property W2, L can be locally trivialized: if f, g ∈ A and
dist(f, g) < δ, then Lg : (Bf , g) → (BLf , Lg). Moreover, locally trivializing
the normal bundle Y, we make the quotient maps L∗,g act on the same space
Yf . As L∗,g continuously depends on g, for any ε > 0 there is a δ > 0 such
that ‖L∗,f ◦ L−1

∗,g − I‖f < ε, provided dist(f, g) < δ.
It follows that

‖Ln∗,f (Ln∗,g)−1 − I‖f = O(nε),

provided orbng δ-shadows orbnf .
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By the specification property, any orbn(f) can be δ-shadowed by an orbn(g)
of a periodic point g of period at most n + l. Let fn = Lnf , gn = Lng. It
follows that

‖Ln∗,f‖f ≥ ‖Ln∗,g‖f exp(−Cnε)
≥ ‖Ln+l

∗,g ‖f ‖Ll∗,gn‖
−1
fn

exp(−Cnε) ≥ B−lγ(L)n+l exp(−Cnε),
where

B = sup
f∈A, dist(g,f)<δ

‖L∗,g‖f

and C are independent of ε. As γ(L) ≥ 1, the conclusion follows.

Given a tangent vector h ∈ Bf , let hs and hv stand for its projections to
Esf and Evf respectively. Let us consider a family of tangent cones

Cθf = {h ∈ Bf : ‖hv‖ ≥ θ‖hs‖}, f ∈ A.

Lemma 8.6. For some N and θ > 0, the cone field Cθf , f ∈ A, is RN -
invariant. Moreover, there exists a continuous RN -invariant family of complex
lines Euf ⊂ Bf , f ∈ Â, complementary to Es.

Proof. Let us show that for a sufficiently big N and sufficiently small
α > θ > 0,

(8.2) DRN Cθf ⊂ CαRNf ,

(in particular, the family of cones Cθf , f ∈ A, is DRN -invariant). Indeed, by
the Stable Lamination Theorem and Lemma 8.5, there exist λ ∈ (0, 1), ρ > λ,
such that for S = Rl

‖DSfh‖ ≤ λ‖h‖, h ∈ Esf ; ‖DSfh‖ ≥ ρ‖h‖, h ∈ Evf .
Moreover, since the decomposition Bf = Esf ⊕ Evf continuously depends on f ,

‖(DSfh)s‖ ≤ A‖h‖.
Take θ > 0 so small that λ+Aθ ≡ µ < ρ. Let h ∈ ∂Cθf , so that ‖hv‖ = θ‖hs‖.
Then

‖(DSfh)s‖ ≤ λ‖hs‖+A‖hv‖ = µ‖hs‖.
Hence for h ∈ ∂Cθf we have:

‖(DSfh)v‖
‖(DSfh)s‖

≥ ρ

µ

‖hv‖
‖hs‖ ,

so that DSf (∂Cθf ) ⊂ CαSf with α = (ρ/µ)θ. As the cones are convex, (8.2)
follows.

Let us now consider the projective cone P θf , the space of lines in Cθf . Let us
supply it with the following hyperbolic distance. Take two lines Γi ∈ P θf . Select
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two points γi ∈ Γi, join them by the straight line and take the intersection
I = Iθ(γ1, γ2) of this line with the cone Cθf . We consider this interval I as a
model for the hyperbolic line and supply it with the corresponding hyperbolic
metric. Then

distθ(Γ1,Γ2) = disthyp(γ1, γ2| I).

This definition is independent of the choice of representatives γ1 and γ2 since
the transition from one pair to another, γ′1 and γ′2, is carried by a Möbius
transformation I → I ′ which preserves the hyperbolic metric.

Moreover, the hyperbolic distance distα in the cone Cα strictly dominates
distθ: there exists a q > 1 such that

distα(Γ1,Γ2) ≥ qdistθ(Γ1,Γ2),

since Iα(γ1, γ2) has a bounded hyperbolic length in Iθ(γ1, γ2). As S : P θf →
PαSf is contracting from distθ to distα, the map S : P θf → P θSf is uniformly
contracting in distθ. Hence for any two-sided orbit f = {fk}k∈Z with itinerary
f ∈ Â, the cones Jkf ≡ DSk(Cθf−k) exponentially shrink to a single complex
line Euf as k → +∞. Obviously, this family of lines is DS-invariant.

If the orbits f and g with itineraries τ̄ and η̄ respectively are so close that
their backward pieces of length k δ-shadow one another, then the cones Jkf and
Jkg are also close and localize well the lines Euf and Eug . This shows continuity
of the line field.

Let Ds
f (δ) ⊂ Esf (δ) and Du

f (δ) ⊂ Euf (δ) stand for the δ-disks about
f = φ(f) in the stable/unstable subspaces Esf and Euf respectively. Let

(8.3) Df (δ) = Ds
f (δ)×Du

f (δ)

stand for the corresponding δ-bidisks, and let ∂uDf (δ) = Ds
f (δ) × ∂Du

f (δ) be
their horizontal boundaries.

Lemma 8.7. If γ(R) = 1 then R has a slowly shadowing orbit.

Proof. Let us consider the disjoint union B̄ = tf∈ÂBf (δ0) supplied with
the topology induced from Â × B. Let

D(δ) = tf∈ÂDf (δ) ⊂ B̄.

The renormalization RN gives rise to an operator L̄ : D(δ) → B̄ acting
fiberwise. By the Stable Manifold Theorem and Lemma 8.6, this operator is
exponentially horizontally contracting and has an invariant cone field in the
bidisk family D(δ) (provided δ is sufficiently small).

For λ ∈ (0, 1), let us consider a fiberwise linear contraction Tλ : B̄ → B̄.
Perturb L̄ by post-composing it with this contraction: L̄λ = Tλ ◦ L̄. If an
L̄-periodic point f ∈ Â becomes attracting under this perturbation, then by
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the Small Orbits Theorem, there is a t and a point g ∈ ∂uDL̂tf (δ) in the basin
of f such that L̄kg ∈ DL̂k+tf (δ), k = 0, 1, . . . .

Since γ(R) = 1, for any λ ∈ (0, 1) there is an attracting periodic point
fλ and the corresponding shadowing point gλ ∈ ∂uDfλ(δ). But by Lemma
4.1, the set D(δ) is compact in B̄. Passing to limits f = lim fλk ∈ Â and
g = limgλk ∈ Df (δ) we conclude that f is shadowed by g 6∈ Ws

loc(f).

Proof of the hyperbolicity Theorem 8.4. By the Combinatorial Rigidity
Theorem, R|A does not have slowly shadowing orbits. Hence by Lemma 8.7,
γ(R) > 1, so that the periodic points of R are uniformly repelling in the
transverse direction. By Lemma 8.5, R is exponentially expanding in the
transverse direction. Hence by Lemma 8.6, RN |A is exponentially expanding
on the family of unstable lines. Together with the Stable Lamination Theorem
this yields uniform hyperbolicity of RN |A.

By Theorem 6.3 (hyperbolicity in the stationary case), the unstable lines
Euf are uniquely determined for periodic points f ∈ Â (i.e., independent of
the choice of Banach spaces Bf and the iterate RN ), and form a DR-invariant
family. Since the full family of unstable lines Euf , f ∈ Â, is continuous, it is
uniquely determined and DR-invariant everywhere.

8.5. Unstable manifolds of R|A. We will keep the notations of the previous
section. In particular, Bf will stand for the family of Banach slices satisfying
properties W1–W4.

Theorem 8.8 (Local unstable manifolds). There exists a continuous
family of complex one-dimensional analytic manifolds Wu

loc(f) ⊂ Bf through
f = φ(f) ∈ A satisfying the following properties:

(i) Wu
loc(f) is tangent to Euf and transverse to Ws

loc(f).

(ii) Wu
loc(R̂f) ⊂ RWu

loc(f); thus the inverse map R−1
f : Wu

loc(R̂f) → Wu
loc(f)

is well-defined.

(iii) There exist ρ ∈ (0, 1) and C > 0 such that for any g ∈ Wu
loc(f),

‖g−n − f−n‖f−n ≤ Cρn,

where f−n = φ(R̂−nf) and g−n are the corresponding preimages of g.

(iv) The straightenings χ :Wu
loc(f)→M0 are uniformly K-qc.

Proof. As in the proof of Lemma 8.7, let us lift the iterate L = RN to
the hyperbolic fibered Banach operator L̄ : D(δ) → B̄, and let L̂ = R̂N . By
the Hyperbolicity Theorem, L̄ is hyperbolic. By a standard construction, it
generates a continuous family of local unstable manifolds Wu

loc(f) satisfying
the above properties.
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The construction is the following. Let us consider a family Gf of complex
analytic curves Γ ⊂ Df which are represented by the graphs ψ : Du

f → Ds
f

of analytic functions whose tangent lines belong to the cones Cπ/4f . Supply
this family with the uniform norm. Let us define an operator L̄∗ on Gf as the
truncated image of the functions: ψ 7→ L̄ψ ∩DL̂f . Since L̄ is horizontally con-
tracting, vertically expanding, and preserves the cone field (for N big enough),
it maps Gf into GL̂f uniformly contracting the distance. It follows that there
exists a

lim
n→∞

L̄n∗ψ−n ≡ Wu
δ (f) ∈ Gf ,

where ψ−n is an arbitrary function of the family GL̂−nf . All the desired prop-
erties of this family (with R replaced by L) are obvious.

Passing from L = RN back to R we need to ensure property (ii). It is easy
to see from the construction that the manifolds RWu

δ (f) andWu
δ (R̂f) represent

the same germ at Rf = φ(R̂f). Moreover, clearly by taking δ sufficiently small
we can make the iterates Rk, k = 0, 1 . . . , N , to be well-defined on the Wu

δ (f).
Let us now define the unstable manifolds as

Wu
loc(f) =

⋃
0≤k≤N

RkWu
δ (R̂−kf).

Clearly this new family satisfies the properties (i)–(iii).
Property (iv) follows from Theorem 4.19.

Similarly, as in the stationary case, we can now globalize the unstable
lamination. For f ∈ A, let us define the unstable Mandelbrot set Mu(f) as
the set of infinitely anti-renormalizable points g ∈ C such that there exists a
one-sided tower g = {g−n}n∈N with the following property: g−n ∈ Bf−n for
sufficiently big n and ‖g−n − f−n‖f−n → 0 as n→∞.

Theorem 8.9 (Global unstable leaves). Let f ∈ A, τ− = τ−(f) =
{M−n}n∈N. Then

(i) A point g ∈ C belongs to Mu(f) if and only if there exists a one-sided
tower g = {g0, g−1, . . .} with combinatorics τ− and a priori bounds.
Moreover, in this case g−n ∈ Wu

loc(f−n) for all sufficiently big n, where
f−n = R̂−nf .

(ii) The straightening Mu(f)→M0 is injective.

(iii) For any µ > 0, the set Mu
µ(f) = {g ∈ Mu : ∃ a one-sided tower g with

g = g0 and mod(g) ≥ µ} is embedded into a one-dimensional complex
analytic manifold Wu

µ(f) which extends the local manifold Wu
loc(f).

(iv) The manifold Wu
µ(f) is transverse to the foliation F .
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(v) The germ of the manifoldWu
µ(f) near C is mapped to the germ ofWu

µ(R̂f)
under the renormalization.

(vi) The straightening Mu
µ(f)→M0 is K(µ)-quasi-conformal.

Proof. (i) If g = {g0, g−1, . . .} is a tower with combinatorics τ−(f) and a
priori bounds, then g−n ∈ Bf−n for sufficiently big n and ‖g−n − f−n‖f−n → 0
as n→∞. Otherwise we would construct by the diagonal process a bi-infinite
tower {hn}∞n=−∞ with some combinatorics τ̄ ∈ ΣL but different from the tower
in A with the same combinatorics. This would contradict the Tower Rigidity
Theorem.

The rest of the argument follows the lines of the proof of Theorem 6.5
replacing the fixed point with the inverse orbit.

The manifolds Wu(f) = ∪µ>0Wu
µ(f) constructed above will be called

(global) unstable leaves. The global unstable set of f (i.e., the set of points g
whose backward orbits are asymptotic to the backward orbit of f) consists of
infinitely many leaves.

8.6. Real horseshoe. In the same way as for stationary combinatorics
(Theorem 6.6), the above results can be refined in the case of real combina-
torics. In the following statement all the sets (QG, H(f), stable and unstable
leaves) mean the real slices of the sets considered above (without change of
notation).

Theorem 8.10 (Real horseshoe). Let L ⊂ N be a finite family of real
Mandelbrot sets and R = RL be the corresponding renormalization operator.
Then:

(i) There exists a real compact invariant set A ⊂ C on which R is topologi-
cally conjugate to the shift ω : ΣL → ΣL.

(ii) The renormalization operator R is uniformly hyperbolic on A.

(iii) The stable leaf Ws(f), f ∈ A, coincides with the hybrid class H(f);
codimWs(f) = 1.

(iv) For any δ > 0 there exists a µ > 0 such that every unstable leaf Wu
µ(f),

f ∈ A, transversally passes through all real hybrid classes Hc with c ∈
[−2, 1/4−δ]; dimWu

µ(f) = 1. These unstable leaves are pairwise disjoint.

(v) The straightening Wu
µ(f)→ [−2, 1/4− δ] is K(δ)-quasi-symmetric.

Remark. The disjointness of the unstable leaves follows from the injectivity
of R (Lemma 5.1).
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9. Applications of the renormalization horseshoe

In this section we will derive from the above renormalization theory the
Hairiness, Self-similarity and Universality Theorems in the case of bounded
combinatorics. The exposition will be sketchy as it follows the lines of the
stationary case (where the renormalization fixed point is replaced by the orbits
of the renormalization horseshoe). At the end we will prove the HD Theorem.

We keep our standing assumptions (of Lemma 8.1) which ensure existence
of the hyperbolic horseshoe A.

9.1. Distortion and linearization. Given a conformal diffeomorphism φ :
X → Y between two complex one-dimensional Riemannian manifolds, the
distortion (or nonlinearity) of φ is defined as

n(φ) = sup
z,ζ∈X

log
‖Dφ(z)‖
‖Dφ(ζ)‖ .

By the Koebe Distortion Theorem, if X and Y are hyperbolic planes then n(φ)
is uniformly bounded in any hyperbolic disk of radius r > 0 (with a bound
depending on r only). Moreover, n(r) = O(r) with an absolute constant, as
r → 0.

Let us supply each unstable leaf Wu
loc(f), f ∈ Â, with the Riemannian

metric induced from the Banach space Bf ≡ BW (f), f = φ(f) ∈ A (see §8.4).
Let us make a few remarks on this family of metrics:

• Since the ∪f∈ÂWu
loc(f) sit in a compact part of QG, these metrics are

uniformly equivalent (after perhaps a slight shrinking of the domains W (f))
to the metric induced from a single Banach space BV .

• Supply the unit disk D with the Euclidean metric. Then the uniformiza-
tions φf : Wu

loc(f) → D have a uniformly bounded distortion. Indeed, in the
local coordinate systems Bf = Esf ⊕Euf the manifoldsWu

loc(f) have a uniformly
bounded vertical slope. Hence the projections

(9.1) pf :Wu
loc(f)→ Du

f (δ)

have a uniformly bounded distortion. But since the spaceEuf is one-dimensional,
the Banach disk Du

f (δ) is linearly conformally equivalent to the standard Eu-
clidean disk D.

Moreover, as the slopes of the Wu
loc(f) are uniformly bounded, by the

Cauchy inequality, their graphs have uniformly bounded second derivatives as
well. Hence the distortion of pf uniformly linearly vanishes as δ → 0, i.e.
n(pf ) = O(δ).

It follows that the Koebe Distortion Theorem is valid with respect to the
Banach metrics on the leaves Wu

loc(f). This yields for R the usual distortion
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estimates. Namely, let R−nf mean the inverse branches of R−n|Wu
loc(f) corre-

sponding to the backward orbit f and Du means the differential in the direction
of Wu

loc(f).

Lemma 9.1 (Distortion). There exists a C > 1 such that for any f ∈ Â
and g ∈ Wu

loc(f),

C−1 ≤ ‖D
uR−nf (f)‖

‖DuR−nf (g)‖ ≤ C.

Moreover, if dist(f, g) ≤ ε then

‖DuR−nf (f)‖
‖DuR−nf (g)‖ = 1 +O(ε).

One can go further and linearize R along the unstable lamination:

Lemma 9.2 (Linearization). There is a family of conformal local charts
ψf : Wu

loc(f) → C, f ∈ Â, with uniformly bounded distortion, and a function
λ : Â → C which linearize R:

ψR̂f (Rg) = λ(f)ψf (g).

Proof. Let us start with local charts provided by the family of projections
(9.1). Let λ(f) denote the derivative of R|Wu

loc(f) at f = φ(f) with respect to
these local charts at f and R̂f , and let

qn(f) =
n−1∏
m=0

λ(R̂kf)

stand for the corresponding n-fold derivatives (which form a C-valued multi-
plicative cocycle).

Consider the backward orbit {f−n} = R̂−nf , and the corresponding back-
ward orbits {f−n = φ(f−n)} and {g−n} of some g ∈ Wu

loc(f). Let

φf (g) = lim
n→∞

qn(f−n) (pn(g−n)− pn(f−n)),

where pn ≡ pf−n . By the Distortion Lemma, the ratio of two consecutive terms
of the above sequence goes to 0 at a uniformly exponential rate, and hence the
above limit exists and represents a conformal chart on Wu

loc(f). It is obvious
that these charts provide a desired linearization of R.

9.2. Hairiness. The Hairiness Conjecture at a Feigenbaum parameter
value c ∈ M0 of bounded type is stated in the same way as for the station-
ary combinatorics. Namely, let r = r(ε) be the maximal number such that
D(b, rε) ⊂ D(c, ε) \M0 (i.e., the maximal relative size of gaps in M0 in scale
ε). Then

(9.2) r(ε)→ 0 as ε→ 0.
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Proof of the Hairiness Conjecture (bounded combinatorics). Assume that
(9.2) fails, so that there is a decaying sequence of scales around c in which M0

has definite gaps. Since the holonomy Wu
loc(f) → M0, f ∈ A, is uniformly qc

(Theorem 8.8), on any unstable manifold Wu
loc(f) there is a sequence of scales

in which the corresponding Mandelbrot setMu(f) has definite gaps (where the
relative size r > 0 of the gaps is uniform over the family of unstable manifolds).

Let us take a point f ∈ Â and a corresponding definite gap U ⊂ Wu
loc(f)

in some scale ε > 0. We push it forward by the renormalization, Uk = Rk U ,
k = 0, 1, . . . , n, where n is selected in such a way that the gap Un has size
of order 1. By the Distortion Lemma, at this moment Un is an “ellipse” of
bounded shape whose size is commensurable with the size of the unstable
manifold Wu

loc(fn), where fn = R̂nf .
Take now two points g, g̃ ∈ U whose distance apart is of order ε and

whose distances to the boundary ∂U have the same order. Let gk = Rkg,
g̃k = Rkg̃, k = 0, 1, . . . , n. By bounded distortion, the distance between gk and
g̃k, their distances to the boundary ∂Uk, and their distances to fk = φ(fk),
are all comparable. In the proof of the Hairiness Conjecture for stationary
combinatorics we have shown that this property implies that gk and g̃k are
K-qc conjugate by a map staying a definite uniform distance away from the
identity.

Take now a middle iterate hn = gl, l = [n/2], as the zero coordinate of
the tower hn = {Rkhn}lk=−l, and pass to a limit as n → ∞. We obtain a bi-
infinite tower with bounded combinatorics and a priori bounds which admits
a nontrivial automorphism contradicting Corollary 5.12.

9.3. Self-similarity and universality.

Lemma 9.3 (Transverse conformality). There exists an α = α(L) > 0
such that the foliation F is transversally C1+α-conformal along any stable leaf
H(g), g ∈ A.

Proof. Let us take a transversal S to H(g) at some point f . It is enough
to study the holonomy h from S to an unstable manifoldWu

loc(g). We consider
a family of bidisks Df = Ds

f × Du
f (8.3) and an iterate L = RN which acts

hyperbolically on this family (uniformly contracting in the horizontal direction
and uniformly expanding in the vertical).

Let us consider the forward orbit gm = L̂mg ∈ Â and the corresponding
sequence of bidisks Dgm ≡ Dm = Ds

m × Du
m. Let Sm denote the connected

component of Dm ∩ LmS containing fm = Lmf . Then by hyperbolicity of L,
the Sm can be eventually represented as graphs of analytic functionsDu

m → Ds
m

with bounded vertical slope. Moreover these graphs are exponentially close to
the corresponding unstable manifolds Wu

m ≡ Wu
loc(gm).
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Let q > µ > 1, M = S ∩ C. Take two points z1, z2 ∈ M whose distance
from a ≡ f is of order ε = q−n, and iterate them forward by Lm until they
go to points ζ1, ζ2, whose distance from b = Lma is of order µ−n. By the
Distortion Lemma this transition has distortion of order µ−n, as in (7.13).

Furthermore, the manifolds Sm andWu
m are exponentially close and hence

by the λ-lemma the holonomy between them has exponentially small ratio
distortion at points ζ1, ζ2, b, as in (7.15).

Applying L−m, we conclude that the holonomy h has ratio distortion of
order εα in scale ε about a, which yields C1+α-conformality at a.

Theorem 9.4 (Self-similarity for bounded combinatorics). Let c be a
Feigenbaum parameter value of bounded type satisfying our standing hypothe-
ses, and M ∈ L be the Mandelbrot copy containing c. Then the homeomor-
phism σ : M →M0 is C1+α at c.

Proof. This follows from the transverse conformality of the foliation F
(Lemma 9.3) and analyticity of the renormalization R on the unstable lamina-
tion.

9.4. Universality for bounded combinatorics. Let us restrict ourselves to
the real case, as the complex statement is obtained by the usual adjustment.
We take a finite family L of real Mandelbrot sets Mk centered at points ak ∈
(−2, 1/4). Consider a Feigenbaum parameter value c∗ ∈ (−2, 1/4) with combi-
natorics {Mi(1),Mi(2), . . .}. Also we consider the centers cn = ai(n) ∗ . . . ∗ ai(1)
of the n-fold-tuned Mandelbrot copies.

Theorem 9.5 (Universality for bounded combinatorics). The sequence
cn exponentially converges to c∗:

(9.3) bλ−n ≤ |cn − c∗| ≤ BΛ−n,

with some B, b > 0 and Λ, λ > 1.
Let S = {fµ} be a real analytic one-parameter family of quadratic-like

maps transversally intersecting the hybrid class Hc∗ at µ∗. Then for µ near
µ∗ and all sufficiently big n, S has a unique intersection point with the hybrid
class Hcn , and

(9.4) |µn − µ∗| = a |cn − c∗|(1 +O(qn)),

where a = a(S) > 0 and q = q(L) ∈ (0, 1).

Proof. By Lemma 8.1, there is a map f∗ ∈ A such that χ(f∗) = c∗. By
Theorem 8.10, there exist maps fn ∈ Wu(f∗) such that χ(fn) = cn. Then

Rmfn ∈ Wu(Rmf∗) and χ(Rmfn) = cn−m.

Since dist(Rnfn, Rnf∗) is bounded and R−n exponentially contracts the un-
stable leaves, fn → f∗ exponentially fast (with the rate depending only on the
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family L). Since by Lemma 9.3 the foliation F is transversally C1+α, (9.3)
follows.

Applying C1+α-conformality once more, we obtain (9.4).

Thus for any bounded combinatorics τ = (M0,M1, . . .) there is a universal
scaling law of transition in generic one-parameter families to the parameters
with these combinatorics.

9.5. Hausdorff dimension. Let Ld = {1, . . . , d}, d > 1. Consider a
hierarchical family of interval In

ī
⊂ R, where ī = (i0, . . . , in−1), ik ∈ Ld,

n = 0, 1, . . . . Assume that the intervals of a given rank n are pairwise disjoint,
while for any j ∈ Ld, In+1

ī,j
⊂ In

ī
. The components Gn+1

ī,j
of In

ī
\ ∪jIn+1

ī,j
are

called the gaps of rank n+ 1. Let

Q =
⋂
n

⋃
ī

Inī .

The set Q is called a Cantor set with bounded geometry if the family of config-
urations (In

ī
,∪In+1

ī,j
) have uniformly bounded geometry; i.e., the intervals In+1

ī,j

and the gaps Gn+1
ī,j

are commensurable with In
ī

(with a constant independent
of n and ī). It is a well-known and simple fact that a Cantor set with bounded
geometry has Hausdorff dimension strictly in between 0 and 1.

Now, consider a finite family L = {Mk} of real Mandelbrot copies centered
at ck. Recall that IL ⊂ (−2, 1/4) stand for the set of infinitely renormalizable
real parameter values of type specified by this family (see the introduction).

Lemma 9.6. The set IL is a Cantor set with bounded geometry (depending
on L).

Proof. Consider the renormalization windows Ik obtained by removing
from Mk ∩ R a neighborhood of the cusp bk. For instance, let us remove the
intervals (ck, bk]. On the union of these windows we have the straightened
renormalization operator:

σ = χ ◦R :
⋃

1≤k≤d
Ik → [−2, 0].

For ī = (i0, . . . , in−1), let In
ī

= {c : σk(c) ∈ Iik , k = 0, . . . , n− 1}. Then

IL =
⋂
n

⋃
ī

Inī .

Let us now transfer these intervals to the unstable lamination. For f ∈ A,
let

Inī (f) = (χ|Wu(f))−1Inī .
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Since the holonomy χ : Wu(f) → [−2, 0] is uniformly quasi-symmetric, the
configurations (Wu(f),∪Ik(f)) have uniformly bounded geometry (indepen-
dent of f ∈ A). But by the Distortion Lemma, the map

Rn : (Inī (f),
⋃
k

In+1
ī,k

(f))→ (Wu(Rnf),
⋃
k

Ik(Rnf))

has a bounded distortion. Hence all the configurations (In
ī
(f),∪k In+1

ī,k
(f))

have uniformly bounded geometry, so that the Cantor set I(f) =
(χ|Wu(f))−1IL has bounded geometry. As the holonomy is quasi-symmetric,
the desired statement follows.

Now the HD Theorem stated in the introduction follows.

10. Appendix 1: Quasi-conformal maps

The material of this appendix is standard in analysis and dynamics. We
add it in order to fix some terminology and notation and to provide for the
reader’s convenience some basic references.

10.1. Quasi-conformal maps. The reader can consult [A], [LV] for the
basic theory of quasi-conformal maps.

Let U, V stand for domains in C. We say that a continuous map f : U → C

belongs to (Sobolev) class H if it has locally square integrable distributional
derivatives ∂h, ∂̄h. A homeomorphism h : U → V is called quasi-conformal
(qc) if it belongs to H and |∂̄h/∂h| ≤ k < 1 almost everywhere. As this local
definition is conformally invariant, one can define qc homeomorphisms between
Riemann surfaces.

One associates to a qc map an analytic object called a Beltrami differential,
namely

µ =
∂̄h

∂h

dz̄

dz
,

with ‖µ‖∞ < 1. The corresponding geometric object is a measurable family of
infinitesimal ellipses (defined up to dilation), pull-backs by h∗ of the field of
infinitesimal circles. The eccentricities of these ellipses are ruled by |µ|, and
are uniformly bounded almost everywhere, while the orientation of the ellipses
is ruled by the argµ. The big axes of these ellipses determine a line field
on the measurable support of the differential. The dilatation Dil(h) ≡ Kh =
(1 + ‖µ‖∞)/(1− ‖µ‖∞) of h is the essential supremum of the eccentricities of
these ellipses. A qc map h is called K-qc if Dil(h) ≤ K.

A remarkable fact is that any Beltrami differential with ‖µ∞‖ < 1 (or
rather a measurable field of ellipses with essentially bounded eccentricities) is
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locally generated by a qc map, unique up to post-composition with a confor-
mal map. Thus such a Beltrami differential on a Riemann surface S induces
a conformal structure quasi-conformally equivalent to the original structure
of S. Together with the Riemann mapping theorem this leads to the following
statement:

Theorem 10.1 (Measurable Riemann Mapping Theorem). Let µ be a
Beltrami differential on C̄ with ‖µ∞‖ < 1. Then there is a unique quasi-
conformal map h = hµ : C̄ → C̄ which solves the Beltrami equation: |∂̄h/∂h|
= µ, and is normalized at three points. Moreover, hµ holomorphically depends
on µ.

The last statement means that hµ(z) holomorphically depends on µ for
every given z (note that µ is an element of the unit Banach ball of L∞ which
has a natural complex structure) – see [AB] for a thorough discussion.

In what follows, by a conformal structure we will mean a structure asso-
ciated to a measurable Beltrami differential µ with ‖µ‖∞ < 1. We will denote
by σ the standard structure corresponding to the zero Beltrami differential.

Another fundamental property of qc maps is the following:

Theorem 10.2 (Compactness). The space of K-qc maps h : C → C

normalized by h(0) = 0 and h(1) = 1 is compact in the uniform topology on
the Riemann sphere.

Corollary 10.3. Let h : (C, 0, 1)→ (C, 0, 1) be a K-qc map. Then for
ε > 0, hD(1, ε) ⊃ D(1, δ) with δ = δ(K, ε) > 0.

We will also make use of the following properties:

Lemma 10.4 (Gluing). Consider a compact set Q ⊂ C, two of its neigh-
borhoods U and V , and two maps φ : U → C and ψ : V \ Q → C of class H.
Assume that these maps match on ∂Q, i.e., the map f : V → C defined as φ
on Q and as ψ on V \ Q is continuous. Then f ∈ H and the distributional
derivatives of f on Q are equal to the corresponding derivatives of φ. In par-
ticular, if φ and ψ are qc homeomorphisms, then f is a qc homeomorphism
and Dil(f) = max(Dil(φ|Q),Dil(ψ)).

See e.g., [DH2, Lemma 2, p. 303] for a proof (where the lemma is stated for
qc homeomorphisms but the proof goes through for general maps of class H).

10.2. Qc classification of quadratic maps. Let us consider the quadratic
family Pc : z 7→ z2 + c, c ∈ C, and its Mandelbrot set M0 = {c : J(Pc) is
connected}. Recall that a component H of intM0 is called hyperbolic if the
maps Pc, c ∈ H, have an attracting cycle. Any hyperbolic component contains
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a unique superattracting parameter value cH called its center. Nonhyperbolic
components of intM0 are called queer (conjecturally they do not exist).

Theorem 10.5. The quadratic family is decomposed into the following
quasi-conformal classes:

(i) the complement of the Mandelbrot set, C \M0;

(ii) punctured hyperbolic components H \ cH ;

(iii) queer components;

(iv) single points.

The holomorphic deformations in the qc classes can be obtained via holomor-
phic motions.

In case (i), the qc deformation is obtained by changing the position of
the critical value. In case (ii) it is obtained by changing the multiplier of the
attracting point. In case (iii) the deformation is generated by an invariant line
field on the Julia set. The last statement says that points on the ∂M0 (and of
course the centers of hyperbolic components) are qc rigid. In particular, they
do not admit invariant line fields on the Julia set. See [L3], [McM3] for further
discussion and references.

11. Appendix 2: Complex structures modeled on
families of Banach spaces

11.1. Complex analysis on Banach manifolds. We assume familiarity
with the standard theory of manifolds modeled on Banach spaces (see e.g.,
[D1], [Lang]). Below we will state a few facts which are specifically complex
analytic.

Given a Banach space B, let Br(x) stand for the ball of radius r centered
at x in B, and Br ≡ Br(0).

The Cauchy Inequality. Let f : (B1, 0) → (D1, 0) be a complex
analytic map between two unit Banach balls. Then ‖Df(0)‖ ≤ 1. Moreover,
for x ∈ B1,

‖Df(x)‖ ≤ 1
1− ‖x‖ .

Proof (Yuri Lyubich). Take a vector v ∈ B with ‖v‖ = 1 and a linear
functional ψ on D with ‖ψ‖ = 1. Consider an analytic function φ : D1 → D1,
φ(λ) = ψ(f(λv)). As |φ(λ)| < 1, the usual Cauchy Inequality yields: |φ′(0)| =
|ψ(Df(0)v)| ≤ 1. Since this holds for any normalized v and ψ, the former
estimate follows by the Hahn-Banach Theorem.
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The latter one follows from the former by restricting f to the ball B1−‖x‖(x).

The Cauchy Inequality yields:

The Schwarz Lemma. Let r < 1/2 and f : (B1, 0) → (Dr, 0) be a
complex analytic map between two Banach balls. Then the restriction of f onto
the ball Br is contracting : ‖f(x)− f(y)‖ ≤ q‖x− y‖, where q = r/(1− r) < 1.

Proof. By the Cauchy Inequality, ‖Df(x)‖ ≤ q for x ∈ Br. Integrating
this along the interval [x, y], we obtain the conclusion.

Let us now state a couple of facts on the intersection properties between
analytic submanifolds which provide us a tool to obtain the transversality
results.

Let X and S be two submanifolds in the Banach space B intersecting at
point x. Assume that codimX = dimS = 1. Let us define the intersection
multiplicity σ between X and S at x as follows. Select a local coordinate
system (w, z) near x in such a way that x = 0 and X = {z = 0}. Let us
analytically parametrize S near 0: z = z(t), w = w(t), z(0) = 0, w(0) = 0.
Then by definition, σ is the multiplicity of the root of z(t) at t = 0.

The Hurwitz Theorem. Under the above circumstances, consider a
submanifold Y of codimension 1 obtained by a small perturbation of X . Then
S has σ intersection points with Y near x counted with multiplicity.

Proof. We use the above local coordinates and parametrization. In these
coordinates Y is a graph of a holomorphic function z = φ(w) which is uniformly
small at some neighborhood of 0 (this is the meaning of Y being a small
perturbation of X ). The intersection points of Y and S are the roots of the
equation z(t) = φ(w(t)). By the classical Hurwitz Theorem, this equation
has exactly σ roots near the origin, counted with multiplicities if φ is small
enough.

As usual, a foliation of some analytic Banach manifold is called analytic
(smooth) if it can be locally straightened by an analytic (smooth) change of
variable.

The Intersection Lemma. Let F be a codimension-one complex an-
alytic foliation in a domain of a Banach space. Let S be a one-dimensional
complex analytic submanifold intersecting a leaf L0 of the foliation at a point
x with multiplicity σ. Then S has σ simple intersection points with any nearby
leaf.

Proof. Let us select local coordinates (w, z) near x so that x corresponds to
0, and the leaves of the foliation near 0 are given by the equations Lε = {z = ε}.
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Let z = z(t), w = w(t) be an analytic parametrization of S, with t = 0
corresponding to x = 0. Then z(t) = atσ(1 + O(t)), a 6= 0, has a root of
multiplicity σ at 0. Clearly there is an analytic local chart τ = τ(t) in which
the curve is parametrized as exact power: z(τ) = τσ. Then for small ε 6= 0,
the equation z(τ) = ε has σ simple roots near 0: τi = ε1/σ.

Corollary 11.1. Under the circumstances of the above lemma, S is
transverse to L0 at x if and only if it has a single intersection point near x
with all nearby leaves.

Let X ⊂ C be a subset of the complex plane. A holomorphic motion of
X over a Banach domain (Λ, 0) is a a family of injections hλ : X → C, λ ∈ Λ,
with h0 = id, holomorphically depending on λ ∈ B1 (for any given z ∈ X).
The graphs of the functions λ 7→ hλ(z), z ∈ X, form a foliation F (or rather a
lamination as it is partially defined) in Λ × C with complex codimension-one
analytic leaves. This is a “dual” viewpoint on holomorphic motions.

We will now state a basic fact about holomorphic motions usually referred
to as the “λ-lemma”. It consists of two parts: extension and quasi-conformality
which will be stated separately. The consecutively improving versions of the
Extension Lemma appeared in [L1], [MSS], [ST], [BR], [Sl]. The final result is
due to Slodkowski:

The λ-lemma (Extension). A holomorphic motion hλ : X∗ → Xλ of
a set X∗ ⊂ C over a topological disc D admits an extension to a holomorphic
motion Hλ : C→ C of the whole complex plane over D.

The point of the following simple lemma as compared with the previous
deep one is smoothness of the extension. The parameter space is allowed to be
infinitely dimensional.

Lemma 11.2 (Local extension). Let us consider a compact set Q ⊂ C

and a smooth holomorphic motion hλ of a neighborhood U of Q over a Banach
domain (Λ, 0). Then there is a smooth holomorphic motion Hλ of the whole
complex plane C over some neighborhood Λ′ ⊂ Λ of 0 whose restriction to Q

coincides with hλ.

Proof. We can certainly assume that Ū is compact. Take a smooth func-
tion φ : C→ R supported in U and let

Hλ = φhλ + (1− φ)id.

Clearly H is smooth in both variables, holomorphic in λ, and identical outside
U . As H0 = id, Hλ : C → C is a diffeomorphism for λ sufficiently close to 0,
and we are done.
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Given two complex one-dimensional transversals S and T to the lamina-
tion F in B1×C, we have a holonomy S → T . We say that this map is locally
quasi-conformal if it admits local quasi-conformal extensions near any point.

Given two points λ, µ ∈ B1, let us define the hyperbolic distance ρ(λ, µ) in
B1 as the hyperbolic distance between λ and µ in the one-dimensional complex
slice λ+ t(µ− λ) passing through these points in B1.

The λ-lemma (quasi-conformality). Holomorphic motion hλ of a
set X over a Banach ball B1 is transversally quasi-conformal. The local di-
latation K of the holonomy from p = (λ, u) ∈ S to q = (µ, v) ∈ T depends
only on the hyperbolic distance ρ between the points λ and µ in B1. Moreover,
K = 1 +O(ρ) as ρ→ 0.

Proof. If the transversals are vertical lines λ×C and µ×C then the result
follows from the classical λ-lemma [MSS] by restriction of the motion to the
complex line joining λ and µ.

Furthermore, the holonomy from the vertical line λ×C to the transversal
S is locally conformal at point p. To see this, we select holomorphic coordinates
(θ, z) near p in such a way that p = 0 and the leaf via p becomes the parameter
axis. Let z = ψ(θ) = ε + . . . parametrize a nearby leaf of the foliation, while
θ = g(z) = bz + . . . parametrizes the transversal S.

Let us do the rescaling z = εζ, θ = εν. In these new coordinates, the
above leaf is parametrized by the function Ψ(ν) = ε−1ψ(εν), |ν| < R, where
R is a fixed parameter. Then Ψ′(ν) = ψ′(εν) and Ψ′′(ν) = εψ′′(εν). By
the Cauchy Inequality, Ψ′′(ν) = O(ε). Moreover, ψ uniformly goes to 0 as
ψ(0) → 0. Hence |Ψ′(0)| = |ψ′(0)| ≤ δ0(ε), where δ0(ε) → 0 as ε → 0. Thus
Ψ′(ν) = δ0(ε) +O(ε) ≤ δ(ε)→ 0 as ε→ 0 uniformly for all |ν| < R. It follows
that Ψ(ν) = 1 +O(δ(ε)) = 1 + o(1) as ε→ 0.

On the other hand, the manifold S is parametrized in the rescaled coordi-
nates by a function ν = bζ(1+o(1)). Since the transverse intersection persists,
S intersects the leaf at the point (ν0, ζ0) = (b, 1)(1 + o(1)) (so that R should
be selected bigger than ‖b‖). In the old coordinates the intersection point is
(θ0, z0) = (ε, bε)(1 + o(1)).

Thus the holonomy from λ × C to S transforms the disc of radius |ε| to
an ellipse with small eccentricity, which means that this holonomy is asymp-
totically conformal. As the holonomy from µ × C to T is also asymptotically
conformal, the conclusion follows.

Quasi-conformality is apparently the best regularity of holomorphic mo-
tions which is satisfied automatically. A holomorphic motion is called smooth
(or real analytic etc.) if it has the corresponding regularity in both variables.
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11.2. Inductive limits. Let (V,Â) be a partially ordered set. In this
section we assume that V is directed i.e., any two elements have a common
majorant. We assume that V has a countable base; i.e., there is a countable
subset W ⊂ V such that any V ∈ V has a majorant W ∈W.

Let us consider a family of Banach spaces BV labeled by the elements of V.
An ε-ball in BV centered in an f ∈ BV will be denoted BV (f, ε). Elements of
the BV will be called “maps”(keep in mind further applications to quadratic-
like maps). For every pair U Â V , we have a continuous linear injection
iU,V : BV → BU . We assume the following properties:

C1. Density : the image iU,V BV is dense in BU ;

C2. Compactness: the map iU,V is compact; i.e., the images of balls,
iU,V BV (f,R), are pre-compact in BU .

Lemma 11.3.

• If U,W Â V , f ∈ BV , R > 0, then the metrics ρU and ρW induced on
the ball BV (f,R) from BU and BW are equivalent.

• Let U Â V , and φi : (BU ,BV )→ (C,C) be a family of linear functionals
continuous on the both spaces. Let us consider the common kernels of
these functionals in the corresponding spaces: LU ⊂ BU and LV = LU ∩
BV . Then codim(LU |BU ) = codim(LV |BV ).

Proof. • It is clearly enough to check the case when W Â U . Assume that
there exists a sequence fn ∈ BV (0, R) such that ‖fn‖W → 0 while ‖fn‖U stay
bounded away from 0. By compactness of iU,V , we can pass to a limit fn → f

in BU along a subsequence. Then f 6= 0, while iW,Uf = 0 contradicting that
iW,U is injective.

• If a family of functional as above is linearly dependent on BV then by
the density property it is linearly dependent on BU as well. This yields the
second statement.

For anyW Â V , let us identify any f ∈ BV with its image iW,V f ∈ BW and
span the equivalence relation generated by these identifications. Thus f ∈ BV
and g ∈ BU are equivalent if there is a common majorant W Â (U, V ) such
that iW,V f = iW,Ug (then by injectivity this holds for any common majorant).
The equivalence classes will be called germs. The space of germs is called the
inductive limit of the Banach spaces BV and is denoted by B = lim BV .

Every space BV is naturally injected into the space of germs, and will be
considered as a subset of the latter. Given a subset X ⊂ B, the intersection
XV ≡ X ∩ BV will be called a (Banach) slice of X .
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Let us supply B with the inductive limit topology. In this topology, a set
X ⊂ B is claimed to be open if all its Banach slices XV are open. The axioms
of topology are obviously satisfied, and the linear operations are obviously
continuous (note that the product topology on B×B coincides with the natural
inductive limit topology). Thus B is a topological vector space. Since points
are obviously closed in this topology, B is Hausdorff (see [Ru]). The following
lemma summarizes some useful general properties of the inductive limits.

Lemma 11.4.

(i) In the inductive limit topology, fn → f if and only if all the maps fn
and f belong to the same Banach slice BV and fn → f in the intrinsic
topology of BV . Any cluster point f of a set K ⊂ B is a limit of a
sequence {fn} ⊂ K.

(ii) A set X ⊂ B is open if and only if it is sequentially open.

(iii) If X is a metric space and φ : (X, a)→ (B, g) is a continuous map then
there is a neighborhood D 3 a and an element V ∈ V such that φD ⊂ BV .

(iv) A set K ⊂ B is compact if and only if it is sequentially compact. More-
over, K sits in some Banach space BV such that the induced metric on
K is compatible with its topology.

(v) A map φ : B → T to a topological space T is continuous if and only if
every restriction φ|BV is continuous. The map φ is continuous if and
only if it is sequentially continuous.

Proof. (i) Since the inclusions BV → B are continuous, any sequence
{fn} ⊂ BV converging to f in BV converges to f in B as well.

Let us assume that {fn} converges to f in B but does not sit in any
Banach slice. Then we can select a subsequence which hits any Banach slice at
most finitely many times and never hits f itself. By definition of the inductive
limit topology, the complement of this sequence is a neighborhood of f – a
contradiction.

Similarly, if {fn} is not bounded in any Banach slice, then we can select
a subsequence fn(k) such that ‖fn(k)‖Ui ≥ i for i = 1, . . . , k, where {Uk} is a
countable base in V. This subsequence has a discrete intersection with any
Banach space BUk (in the Banach topology), and hence B \ {fn(k)} is open – a
contradiction.

Thus the whole sequence {fn} sits in some Banach space BV and is
bounded there. Hence it is compact in any BU with U Â V . But any limit
point g ∈ BU of {fn} must coincide with f . Hence fn → f in the Banach
topology of BU .



    

414 MIKHAIL LYUBICH

If the latter statement concerning cluster points fails then f is not a cluster
point for the slices KV . Then we can construct a neighborhood U ⊂ B of f
missing K in the same way as above.

(ii) Generally, any open set is sequentially open (which means that its
complement is closed with respect to taking limits of converging sequences).
Vice versa, if a set is sequentially open, then clearly its Banach slices are
sequentially open. By definition, the set itself is open.

(iii) Otherwise there would be a sequence xn → a such that the maps
fn = φ(xn) do not sit in a common space BV despite the fact that fn → g.

(iv) Let us show that any compact set K ⊂ B sits in some Banach slice.
Otherwise there would be a sequence {fn} ⊂ K, no subsequence of which sits
in a common Banach slice (since V has a countable base). But by the first
point of this lemma, such a subsequence has no cluster points. Similarly one
can see that K is a bounded subset in some Banach slice BV .

Let W Â V . Then K is compact in the topology of BW . Since this
topology is finer than the inductive limit topology, they must coincide on K.

Exactly the same argument can be applied to sequentially compact sets.
Since compactness and sequential compactness are equivalent in metric spaces,
the desired statement follows.

(v) Take an open set X ⊂ T . By the definition of topology, the preimage
φ−1X is open if and only if all its slices (φ|BV )−1X are open. This implies the
former statement, which yields the latter.

The above metrics on compact sets defined in (iv) will be called Montel
metrics distM. (We will not specify the Banach space BV from which the metric
is induced.)

Remarks. 1. Any continuous curve γ : (R, 0)→ (B, g) locally sits in some
space BV .

2. Given a continuous transformation R : (B, f) → (T , g) between two
spaces of germs over V and U respectively, for any V ∈ V there exist an ε > 0
and an element U ∈ U such that R(BV (f, ε)) ⊂ BU .

3. The third statement of the above lemma shows that B is not a Fresche
space, i.e., it is not metrizable, and thus does not have a local countable base
of neighborhoods. However, as we see, the sequential description of basic topo-
logical properties (cluster points, compactness, continuity etc.) is adequate.

4. Note that the Banach slices BV are dense in the space of germs B. Thus
their intrinsic topology is not induced from B.

Let us define a sublimit of the directed family BV , V ∈ V, as the inductive
limit of Banach spaces BV corresponding to a directed subset U ⊂ V (which is
not necessarily exhausting).
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All linear operators A : B → T between spaces of germs are assumed to be
continuous. Let us supply this space with the following convergence structure.
A sequence of linear operators An : B → T converges to an operator A if
for any V ∈ V and W,U ∈ U, W Â V , such that A(BV ) ⊂ TU , we have:
An(BV ) ⊂ TW for all sufficiently big n and the restrictions An : BV → BW
converge to A : BV → BW in the uniform operator topology.

11.3. Main example: analytic germs. Let V be the directed set of topo-
logical discs V 3 0 with piecewise smooth boundary, with U Â V if U b V .
Let BV denote the affine Banach space of normalized analytic functions of the
form f(z) = c + z2 + . . . on V ∈ V continuous up to the boundary supplied
with sup-norm ‖ · ‖V .

Remark. To make this example consistent with the previous discussion,
one can make BV linear by putting the origin into the map f(z) = z2. Or
one can rather make the previous discussion in the category of affine Banach
spaces.

For U Â V , define the injection iU,V : BV → BU by restricting the func-
tions. Since polynomials are dense in BU , this inclusion has a dense image.
Moreover, by Montel’s Theorem, the balls of BV are relatively compact in BU .
Thus this family of Banach spaces satisfies assumptions C1–C2 from subsec-
tion 11.2, so that we can form the inductive limit B = limBV . The elements
of this space are analytic germs at 0.

Let us say that two metrics ρ and d on the same space K are Hölder
equivalent if there exist constants C > 0 and δ > 0 such that

C−1ρ(x, y)1/δ ≤ d(x, y) ≤ Cρ(x, y)δ.

The following classical statement is a version of the Hadamard Three Circles
Theorem.

Lemma 11.5. Consider three domains V b W b U . Then the metrics
‖ · ‖V and ‖ · ‖W induced on the unit Banach ball of BU are Hölder equivalent.
Moreover, the Hölder exponent goes to 1 as V →W in the Hausdorff metric.

Proof. Take a holomorphic function f on U with ‖f‖U ≤ 1. Let ‖f‖V = ε.
Let us consider a positive harmonic function h on the annulus U \V with

boundary values 0 and 1 on its outer and inner boundaries respectively. Then

(11.1) log |f | ≤ h log ε

on the boundary of the annulus. Since log |f | is subharmonic, (11.1) also holds
inside the annulus. Putting δ = infz∈∂W h(z), we conclude that |f |W ≤ εδ =
‖f‖δV .
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Moreover, it is clear from the above formula for the exponent δ that δ is
close to 1 if V is Hausdorff close to W .

Thus the Montel metric distM on compact sets of germs is well defined up
to Hölder equivalence. In other words, compact subsets K ⊂ B bear a natural
Hölder structure.

11.4. Analytic maps. Let us consider an inductive limit B over V. By
definition, a function φ : B → C is complex analytic if all the restrictions φ|BV
are complex analytic in the Banach sense.

Let us consider a continuous map R : V → B′, where V is an open subset
of B and B′ is an inductive limit space over V′. It is called differentiable at a
point f ∈ B if there is a real linear operator A ≡ DR(f) : B → B′ such that
any Banach restriction RV : BV → B′U with f ∈ BV is differentiable at f , and
DRV (f) = A|BV .

As usual, a map R : V → B′ is called smooth if it is differentiable at every
point f ∈ V and the differential DR(f) is (sequentially) continuous in f (which
amounts to the smoothness of all Banach restrictions). A map R : V → B′ is
called analytic if it is smooth, and the differentials DR(f) are linear over C.

11.5. Varieties. Let us have a family of Banach spaces BV labeled by
elements V of some set V, and open sets UV ⊂ BV . Let us have a set QG
and a family of injections jV : UV → QG. The images SV ≡ jV UV are called
Banach slices in QG. The images jV VV ⊂ SV of open sets VV ⊂ UV are called
Banach neighborhoods. We assume the following properties (compare with C1
and C2):

P1: countable base and compactness. There is a countable family of slices Si
with the following property: For any f ∈ QG and any slice SV 3 f , there
exists a Banach neighborhood VV ⊂ SV compactly contained in some Si.

P2: analyticity. If some Banach neighborhood jV VV ⊂ SV is also contained
in another slice SU , then the transit map iU,V = j−1

U ◦ jV : VV → UU is
analytic.

P3: density. The differential DiU,V (f) of the above transit map has a dense
image in BU .

We endow QG with the finest topology which makes all the injections jV
continuous by declaring a set V ⊂ QG open if and only if all its Banach slices
j−1
V V are open. Lemma 11.4 should be modified a little in this more general

situation:

Lemma 11.6. In QG, fn → f if and only if the sequence {fn} sits in a
finite union of the Banach slices, and the corresponding subsequences converge
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to f in the Banach metric. All other statements of Lemma 11.4 are valid in
QG as well with the modification that a single Banach slice in (iii) and (iv)
should be replaced with a finite union of Banach slices.

Proof. This is similar to the proof of Lemma 11.4. Let us just comment
on the induced metric on a compact set K ⊂ QG. Such a set is covered with
finitely many Banach balls Bi, i = 1, . . . , N , which bear the Banach disti.
Let R > max diamBi, where the diameter is evaluated with respect to the
corresponding metric.

Given two points f, g ∈ K, we define dist(f, g) as follows. If there is a
linking sequence f = f0, f1, . . . , fn = g such that fk and fk+1 belong to the
same Banach ball Bj(k) then

distM(f, g) = inf
∑

distj(k)(fk, fk+1),

where the infimum is taken over all possible linking sequences (note that in this
case dist(f, g) < RN). If no linking sequence exists then distM(f, g) = RN .

Similar to the inductive limit case, the above metrics on compact subsets
of QG will be called Montel metrics.

We say that a topological space QG as above is a complex analytic variety
modeled on a family of Banach spaces. A subset QG# will be called a slice of
QG if it is a union of some family of Banach neighborhoods jV VV . It naturally
inherits from QG complex analytic structure.

Let Vf = {V ∈ V : f ∈ SV }. Define the tangent cone to QG at f as
follows:

TfQG =
⊔
V∈Vf

BV\ ∼,

where the equivalence relation ∼ is generated by identifications h ∈ BV with
DiUV (h) ∈ BU , U Â V . Note that it is generally not a linear space but it is
the union of linear (Banach) slices TfSV ≈ BV .

Let us call a point f ∈ QG regular if any two Banach neighborhoods
U ⊂ SU and V ⊂ SV around f are contained in a common slice SW . At such
a point the tangent cone TfQG is a linear space identified with the inductive
limit of the Banach spaces,

TfQG = lim
U∈Vf

TfSU .

Tangent cones at regular points will be called tangent spaces. If all points of
QG are regular then it will be called a complex analytic manifold (modeled on
a family of Banach spaces).

A map R : QG1 → QG2 is called analytic if it locally transfers any Banach
slice SU to some slice SV , and its Banach restriction j−1

V ◦ R ◦ jU is analytic.
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An analytic map has a well-defined differential DR(f) : TfQG1 → TRfQG2

continuously depending on f whose Banach restrictions are linear.
Let M be a complex analytic manifold modeled on a family of Banach

spaces. An analytic map i :M→ QG is called immersion if for any m ∈ M
the differential Di(m) is a linear homeomorphism onto its image. The image X
of an injective immersion i is called an immersed submanifold. It is called an
(embedded) submanifold if additionally i is a homeomorphism onto X supplied
with the induced topology. For example, if there is an analytic projection
π : QG →M such that π◦ i = id then X is a submanifold inM. By definition,
the dimension of X is equal to the dimension of M.

If i : (M,m) → (X , f) ⊂ (QG, f) is an immersion, then the tangent
space TfX is defined as the image of the differential Di(m). If the point f is
regular then TfX is a linear subspace in TfQG, so that we have a well-defined
notion of the codimension of X at f . Moreover, ifM is a Banach manifold (in
particular, a finite-dimensional manifold) then X locally sits in a Banach slice
of QG.

We say that a submanifold X ⊂ QG is regular (of codimension d) if all its
points f ∈ X are regular (and X has codimension d at all its points).

As usual, two regular submanifolds X and Y in QG are called transverse
at a point g ∈ X ∩ Y if TgX ⊕ TgY = TgQG.

State University of New York, Stony Brook, NY

E-mail address: mlyubich@math.sunysb.edu

References

[A] L. Ahlfors, Lectures on Quasiconformal Mappings, Van Nostrand Math. Studies,
No. 10, Von Nostrand Co. Inc., New York, 1966.

[AB] L. Ahlfors and L. Bers, Riemann’s mapping theorem for variable metrics, Annals
of Math. 72 (1960), 385–404.

[B] G. D. Birkhoff, Surface transformations and their dynamical applications. Acta
Math. 43 (1920), 1–119, in Vol. II of the Collected Mathematical Papers, AMS’s
1950 Edition.

[Be] L. Bers, Spaces of Riemann surfaces as bounded domains, Bull. Amer. Math. Soc.
66 (1960), 98–103.

[Bo] R. Bowen, Some systems with unique equilibrium states, Math. Systems Theory 8
(1975), 193–202.

[BR] L. Bers and H. L. Royden, Holomorphic families of injections, Acta Math. 157
(1986), 259–286.

[CE] P. Collet and J.-P. Eckmann, Iterated Maps on the Interval as Dynamical Systems,
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