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DOUBLE TRIGONOMETRIC SERIES AND ZYGMUND CLASSES

OF FUNCTIONS WITH TWO VARIABLES

(COMMUNICATED BY HÜSEIN BOR)

RUQIAN GUO, DANSHENG YU

Abstract. In the present paper, we generalize Zygmund classes of functions
with two variables defined by Móricz by means of modulus of continuity, and

give the necessary and sufficient conditions for double sine, sine-cosine, cosine-
sine and double cosine series so that their sums belong to the generalized Zyg-
mund classes. Some new results of Fülöp [1] and [2] on double trigonometric
series are extended.

1. Introduction

Given a double sequence {aij , i, j,= 1, 2, ...} of nonnegative numbers satisfying

∞∑
i=1

∞∑
j=1

aij < ∞, (1.1)

then the following double trigonometric series (called double sine, sine-cosine, cosine-
sine,and double cosine series, respectively)

f11(x, y) :=
∞∑
i=1

∞∑
j=1

aij sin ix sin jy,

f12(x, y) :=
∞∑
i=1

∞∑
j=1

aij sin ix cos jy,

f21(x, y) :=
∞∑
i=1

∞∑
j=1

aij cos ix sin jy,

f22(x, y) :=
∞∑
i=1

∞∑
j=1

aij cos ix cos jy

are continuous, due to uniform convergence.
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For any continuous function f (x, y) , 2π−periodic in each variable, in symbols
f ∈ C

(
T2
)
, Móricz defined the double Zygmund classes Λ∗(2) and little Zygmund

classes λ∗(2) as follows (see [1] and [2] for details):

Λ∗(2) :=
{
f(x, y) : |∆2,2(f ;x, y;h, k)| ≤ Khk, h > 0, k > 0

}
,

λ∗(2) :=

{
f(x, y) : lim

h→0,k→0
|∆2,2(f ;x, y;h, k)| = 0, h > 0, k > 0

}
,

where

∆2,2(f ;x, y;h, k) := f(x+ h, y + k) + f(x− h, y + k) + f(x+ h, y − k) + f(x− h, y − k)

− 2f(x, y + k)− 2f(x, y − k)− 2f(x+ h, y)− 2f(x− h, y) + 4f(x, y).

Recently, Fülöp ([1], [2]) obtained the necessary and sufficient conditions for the
double trigonometric series belonging to the the double Zygmund classes Λ∗(2) and
the little Zygmund classes λ∗(2). Combining the results of Fülöp in [1] and [2], we
actually have

Theorem F. Let {aij , i, j,= 1, 2, ...} be a double sequence of nonnegative numbers
such that satisfying (1.1), then

(1) fpq ∈ Λ∗(2), p, q = 1, 2, if and only if

∞∑
i=m

∞∑
j=n

aij = O

(
1

mn

)
, m, n = 1, 2, ....

(2) fpq ∈ λ∗(2), p, q,= 1, 2, if and only if

∞∑
i=m

∞∑
j=n

aij = o

(
1

mn

)
, m, n → ∞.

Let ω(h, k) be a modulus of continuity, that is, ω(h, k) is a continuous function on
the square [0, 2π]×[0, 2π],nondecreasing in each variable,and possesses the following
properties:

ω(0, 0) = 0,

ω(t1 + t2, t3) ≤ ω(t1, t3) + ω(t2, t3),

ω(t1, t2 + t3) ≤ ω(t1, t2) + ω(t1, t3).

By adopting the modulus of smoothness, we can further generalize the double
Zygmund classes Λ∗(2) and the little Zygmund classes λ∗(2) as follows

Λω
∗ (2) :=

{
f : |∆2,2(f ;x, y;h, k)| = O (ω(h, k)) h > 0, k > 0

}
,

λω
∗ (2) :=

{
f : |∆2,2(f ;x, y;h, k)| = o (ω(h, k)) h > 0, k > 0

}
.

When ω(h, k) = hk, Λω
∗ (2) and λω

∗ (2) reduce to Λ∗(2) and λ∗(2) respectively.

The main purpose of the present paper is to generalize Theorem F to the gen-
eralized classes Λω

∗ (2) and λω
∗ (2). Our main results are presented in Section 2, and

the proofs are given in Section 3.
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2. Main results

In what follows, we always assume that {aij} is a double sequence of nonnegative
numbers satisfying (1.1). We first give a sufficient condition for fpq ∈ Λω

∗ (2), p, q =
1, 2.

Theorem 2.1. If
m∑
i=1

n∑
j=1

i2j2aij = O

(
m2n2ω

(
1

m
,
1

n

))
, (2.1)

m∑
i=1

∞∑
j=n+1

i2aij = O

(
m2ω

(
1

m
,
1

n

))
, (2.2)

∞∑
i=m+1

n∑
j=1

j2aij = O

(
n2ω

(
1

m
,
1

n

))
, (2.3)

∞∑
i=m+1

∞∑
j=n+1

aij = O

(
ω

(
1

m
,
1

n

))
, (2.4)

then fpq ∈ Λω
∗ (2), p, q = 1, 2.

We have the following necessary conditions for fpq ∈ Λω
∗ (2), p, q = 1, 2 :

Theorem 2.2. If fpq ∈ Λω
∗ (2), p, q = 1, 2, then

m∑
i=1

n∑
j=1

iβ(p)jγ(q)aij = O

(
mβ(p)nγ(q)ω

(
1

m
,
1

n

))
, (2.5)

where β(1) = 3, β(2) = 2.

If ω(u, v) satisfies some further conditions, we can obtain the necessary and sufficient
conditions for fpq ∈ Λω

∗ (2), p, q = 1, 2. In fact, we have the following Theorem 2.3-
Theorem 2.5.

Theorem 2.3. If ω
(

1
m , 1

n

)
satisfies the following conditions

∞∑
i=m

1

i
ω

(
1

i
,
1

n

)
= O

(
ω

(
1

m
,
1

n

))
, (2.6)

∞∑
j=n

1

j
ω

(
1

m
,
1

j

)
= O

(
ω

(
1

m
,
1

n

))
, (2.7)

for all m,n = 1, 2, ..., then f22 ∈ Λω
∗ (2) if and only if (2.1) holds.

Theorem 2.4. If ω
(

1
m , 1

n

)
satisfies (2.6), (2.7) and the following two further con-

ditions
m∑
i=1

iω

(
1

i
,
1

n

)
= O

(
m2ω

(
1

m
,
1

n

))
, (2.8)

n∑
j=1

jω

(
1

m
,
1

j

)
= O

(
n2ω

(
1

m
,
1

n

))
, (2.9)

for all m,n = 1, 2, ..., then f11 ∈ Λω
∗ (2) if and only if (2.4) holds.
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Theorem 2.5. (i) If ω
(

1
m , 1

n

)
satisfies (2.6), (2.7), (2.9), then f21 ∈ Λω

∗ (2) if and
only if (2.2) holds.

(ii) If ω
(

1
m , 1

n

)
satisfies (2.6), (2.7) and (2.8), then f12 ∈ Λω

∗ (2) if and only if
(2.3) holds.

Now, we give some useful corollaries of Theorem 2.3-Theorem 2.5.
A nonnegative sequence {an} is said to be almost decreasing (increasing), if there
is a positive constant C such that

am ≤ Can (am ≥ Can) for all m ≥ n.

Corollary 2.6. If there are µ1, ν1 (0 < µ1, ν1 ≤ 2) such that
{
mµ1ω

(
1
m , 1

n

)}
and{

nν1ω
(

1
m , 1

n

)}
are almost decreasing on m and n respectively, then

(i). f22 ∈ Λω
∗ (2) if and only if (2.1) holds.

(ii). If there are µ2, ν2 (0 < µ2, ν2 < 2) such that
{
mµ2ω

(
1
m , 1

n

)}
and

{
nν2ω

(
1
m , 1

n

)}
are almost increasing on m and n respectively, then f11 ∈ HHω if and only if (2.4)
holds.

(iii). If there is a ν3 (0 < ν3 < 2) such that
{
nν3ω

(
1
m , 1

n

)}
is almost increasing

on n, then f21 ∈ Λω
∗ (2) if and only if (2.2) holds.

(iv). If there are µ3 (0 < µ3 < 2) such that
{
mµ3ω

(
1
m , 1

n

)}
is almost increasing

on m, then f12 ∈ Λω
∗ (2) if and only if (2.3) holds.

By taking ω(h, k) = hαkβ , from Corollary 2.6, we immediately have the following

Corollary 2.7. (i)If ω(h, k) = hαkβ (0 < α, β ≤ 2), then f22 ∈ Λω
∗ (2) if and only

if

m∑
i=1

n∑
j=1

i2j2aij = O
(
m2−αn2−β

)
.

(ii) If ω(h, k) = hαkβ (0 < α, β < 2), then f11 ∈ Λω
∗ (2) if and only if

∞∑
i=m

∞∑
j=n

aij = O
(
m−αn−β

)
.

(iii)If ω(h, k) = hαkβ (0 < α ≤ 2, 0 < β < 2), then f21 ∈ Λω
∗ (2) if and only if

m∑
i=1

∞∑
j=n

i2aij = O
(
m2−αn−β

)
.

(iv)If ω(h, k) = hαkβ (0 < α < 2, 0 < β ≤ 2), then f12 ∈ Λω
∗ (2) if and only if

∞∑
i=m

n∑
j=1

j2aij = O
(
m−αn2−β

)
.

For the little double Zygmund classes λω
∗ (2), we have the following Theorem 2.8

and Theorem 2.9.
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Theorem 2.8. If
m∑
i=1

n∑
j=1

i2j2aij = o

(
m2n2ω

(
1

m
,
1

n

))
, (2.10)

m∑
i=1

∞∑
j=n+1

i2aij = o

(
m2ω

(
1

m
,
1

n

))
, (2.11)

∞∑
i=m+1

n∑
j=1

j2aij = o

(
n2ω

(
1

m
,
1

n

))
, (2.12)

∞∑
i=m+1

∞∑
j=n+1

aij = o

(
ω

(
1

m
,
1

n

))
, (2.13)

then fpq ∈ λω
∗ (2), p, q = 1, 2.

Theorem 2.9. If fpq ∈ λω
∗ (2), p, q = 1, 2, then

m∑
i=1

n∑
j=1

iβ(p)jβ(q)aij = o

(
mβ(p)nβ(q)ω

(
1

m
,
1

n

))
,

where β(1) = 3, β(2) = 2.

Remark 1. When ‘O’ is replaced by ‘o’, the corresponding results of Theorem
2.3-Theorem 2.5, Corollary 2.6 and Corollary 2.7 still hold.

3. Auxiliary results

Lemma 3.1. If ω
(

1
m , 1

n

)
satisfies (2.6), (2.7), then, for any δ, η ≥ 2,

m∑
i=1

n∑
j=1

iδjηaij = O

(
mδnηω

(
1

m
,
1

n

))
, (3.1)

implies
m∑
i=1

∞∑
j=n+1

iδaij = O

(
mδω

(
1

m
,
1

n

))
, (3.2)

∞∑
i=m+1

n∑
j=1

jηaij = O

(
nηω

(
1

m
,
1

n

))
, (3.3)

∞∑
i=m+1

∞∑
j=n+1

aij = O

(
ω

(
1

m
,
1

n

))
. (3.4)

Proof. (A) Let N be integer for which 2 ≤ n < N , by Abel’s transformation and
(3.1), we have

m∑
i=1

iδ
N∑

j=n

aij =

m∑
i=1

iδ
N∑

j=n

j−η(jηaij)

=
m∑
i=1

iδ

− 1

nη

n−1∑
j=1

jηaij +
N−1∑
j1=n

(
1

jη1
− 1

(j1 + 1)η

) j1∑
j=1

jηaij +
1

Nη

N∑
j=1

jηaij


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= O

N−1∑
j1=n

1

jη+1
1

m∑
i=1

j1∑
j=1

iδjηaij +
1

Nη

m∑
i=1

N∑
j=1

iδjηaij


= O

mδ
N−1∑
j1=n

1

j1
ω

(
1

m
,
1

j1

)
+mδω

(
1

m
,
1

n

) .

Letting N tend to ∞, by (2.7), we get (3.2).
By using (2.6) instead of (2.7), we have (3.3).
Let M and N be integers for which 2 ≤ n < N, 2 ≤ m < M,by using Abel’s
transformation twice,we obtain that

M∑
i=m

N∑
j=n

aij ≤
N−1∑
j1=n

1

jη+1
1

M−1∑
i1=n

1

iδ+1
1

j1∑
j=1

i1∑
i=1

jηiδaij +
1

Mδ

N−1∑
j1=n

1

jη+1
1

j1∑
j=1

M∑
i=1

jηiδaij

+
1

Nη

M−1∑
i1=n

1

iδ+1
1

N∑
j=1

i1∑
i=1

jηiδaij +
1

MδNη

N∑
j=1

M∑
i=1

jηiδaij .

Letting M and N tend to ∞, by (3.1), (2.6) and (2.7), we obtain

∞∑
i=m

∞∑
j=n

aij = O

 ∞∑
i1=m

∞∑
j1=n

1

i1j1
ω

(
1

i1
,
1

j1

)
+

∞∑
j1=n

1

j1
ω

(
1

m
,
1

j1

)
+

∞∑
i1=m

1

i1
ω

(
1

i1
,
1

n

)
+ ω

(
1

m
,
1

n

)
= O

(
ω

(
1

m
,
1

n

))
,

which proves (3.4). �

Lemma 3.2. If ω
(

1
m , 1

n

)
satisfies (2.8) and (2.9), then, for any δ, η ≥ 2, (3.4)

implies (3.1)-(3.3).

Proof. Let M and N be integers for which 1 ≤ m < M, 1 ≤ n < N , by Abel’s
transformation, we conclude that

m∑
i=1

iδ
n∑

j=1

jηaij =
m∑
i=1

iδ

 n∑
j=j1

(jη1 − (j1 − 1)η)
N∑

j=j1

aij − nη
N∑

j=n+1


≤

n∑
j1=1

ηjη−1
1

N∑
j=j1

m∑
i=1

iδaij

=
n∑

j1=1

ηjη−1
1

N∑
j=j1

(
m∑

i1=1

(
iδ1 − (i1 − 1)δ

) M∑
i=i1

aij −mδ
M∑

i=m+1

aij

)

≤
n∑

j1=1

ηjη−1
1

m∑
i1=1

δiδ−1
1

N∑
j=j1

M∑
i=i1

aij .
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Letting M and N tend to ∞, by (3.4), (2.6) and (2.7), we have

m∑
i=1

n∑
j=1

iδjηaij = O

 n∑
j1=1

m∑
i1=1

iδ−1
1 jη−1

1 ω

(
1

i1
,
1

j1

)
= O

mδ−2nη−2
n∑

j1=1

j1

m∑
i1=1

i1ω

(
1

i1
,
1

j1

)
= O

mδnη−2
n∑

j1=1

j1ω

(
1

m
,
1

j1

)
= O

(
mδnηω

(
1

m
,
1

n

))
,

which proves (3.1)
By Abel’s transformation again, we have

m∑
i=1

∞∑
j=n

iδaij ≤
∞∑
j=n

(
m∑

i1=1

(
iδ1 − (i1 − 1)δ

) M∑
i=i1

aij −mδ
M∑

i=m+1

aij

)

≤
m∑

i1=1

δiδ−1
1

M∑
i=i1

∞∑
j=n

aij .

Letting M tend to ∞, by (2.8), we have

m∑
i=1

∞∑
j=n

iδaij = O

(
mδ−2

m∑
i1=1

i1ω

(
1

i1
,
1

n

))

= O

(
mδω

(
1

m
,
1

n

))
.

Thus, (3.2) is proved.
In a similar way to the proof of (3.2), we have (3.3). �

In similar ways to the proofs of Lemma 3.1 and Lemma 3.2, we can prove the
following two lemmas.

Lemma 3.3. If ω
(

1
m , 1

n

)
satisfies (2.6) and (2.9), then, for any δ, η ≥ 2, (3.2)

implies (3.1), (3.3) and (3.4).

Lemma 3.4. If ω
(

1
m , 1

n

)
satisfies (2.7), (2.8), then, for any δ, η ≥ 2, (3.3) implies

(3.1), (3.2) and (3.4).

Remark 2. When ‘O’ is replaced by ‘o’, the corresponding results of Lemma
3.1-Lemma 3.4 still hold.
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4. Proof of the Theorem

Proof of Theorem 2.1 Write m :=
[
1
h

]
, n :=

[
1
k

]
for given h > 0, k > 0. Direct

calculation yields that

∣∣∆2,2(f11;x, y;h, k)
∣∣ = 4

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij sin ix sin jy(1− cos ih)(1− cos jk)

∣∣∣∣∣∣
≤ 16

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij sin ix sin jy sin
2 ih

2
sin2

jk

2

∣∣∣∣∣∣
≤ 16

∞∑
i=1

∞∑
j=1

aij sin
2 ih

2
sin2

jk

2

= 16


m∑
i=1

n∑
j=1

+
m∑
i=1

∞∑
j=n+1

+
∞∑

i=m+1

n∑
j=1

+
∞∑

i=m+1

∞∑
j=n+1

 aij sin
2 ih

2
sin2

jk

2

=: S1 + S2 + S3 + S4.

By (2.1), we have

S1 ≤ h2k2
m∑
i=1

n∑
j=1

i2j2aij = O (ω(h, k)) ,

By (2.2) and (2.3), we have

S2 ≤ 4h2
m∑
i=1

∞∑
j=n+1

i2aij = O (ω(h, k)) ,

and

S3 ≤ 4k2
∞∑

i=m+1

n∑
j=1

j2aij = O (ω(h, k)) ,

respectively. Finally,by (2.4), we have

S4 ≤ 16

∞∑
i=m+1

∞∑
j=n+1

aij = O (ω(h, k)) .

Combining all the estimates above, the proof of Theorem 2.1 for f11 ∈ Λ∗(ω) is
complete.
All the other cases can be proved exactly in the same way.

Proof of Theorem 2.2 We prove the result by considering the following many
cases.
Case 1. p = q = 1. Since f11 ∈ Λω

∗ (2), there exists a constant C such that

∣∣∆2,2(f11;x, y;h, k)
∣∣ = 4

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij sin ix sin jy(1− cos ih)(1− cos jk)

∣∣∣∣∣∣
≤ Cω(h, k), h > 0, k > 0.
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Noting that f11 is uniform convergent (due to (1.1)), we can integrate with respect
to x on (0, h) and y on (0, k) to obtain that

4
∞∑
i=1

∞∑
j=1

aij
(1− cos ih)2

i

(1− cos jk)2

j
≤ Chkω(h, k).

In other words,
∞∑
i=1

∞∑
j=1

aij
ij

(1− cos ih)2(1− cos jk)2 = 16
∞∑
i=1

∞∑
j=1

aij
ij

sin4
ih

2
sin4

jk

2
≤ Chkω(h, k).

(4.1)
Since

sin t ≥ 2t

π
, 0 ≤ t ≤ π

2
, (4.2)

then

sin4
ih

2
≥
(
2

π

ih

2

)4

=
i4h4

π4
, i = 1, 2, ...,m :=

[
1

h

]
, (4.3)

sin4
jk

2
≥
(
2

π

jk

2

)4

=
j4k4

π4
, j = 1, 2, ..., n :=

[
1

k

]
. (4.4)

By (4.2)-(4.4), we have
m∑
i=1

n∑
j=1

i3j3aij = O

(
ω(h, k)

h3k3

)
= O

(
m3n3ω

(
1

m
,
1

n

))
, (4.5)

which proves Theorem 2.2 in the case when p = q = 1.
Case 2. p = 1, q = 2. Since f12 ∈ Λω

∗ (2), there exists a constant C such that

∣∣∆2,2(f12;x, 0;h, k)
∣∣ = 4

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij sin ix(1− cos ih)(1− cos jk)

∣∣∣∣∣∣
≤ Cω(h, k).

By the uniform convergence of f12 (due to (1.1)), we can integrate with respect to
x on (0, h) and obtain that

4
∞∑
i=1

∞∑
j=1

aij(1− cos ih)
(1− cos jk)2

j
≤ Chω(h, k),

that is
∞∑
i=1

∞∑
j=1

aij
i

sin4
ih

2
sin2

jk

2
≤ Chω(h, k). (4.6)

By (4.2) and (4.6), we have
m∑
i=1

n∑
j=1

aij
i

i4h4

π4

j2k2

π2
≤ Chω(h, k), (4.7)

where m :=
[
1
h

]
, n :=

[
1
k

]
. Therefore,

m∑
i=1

n∑
j=1

i3j2aij = 0

(
m3n2ω

(
1

m
,
1

n

))
,

which proves Theorem 2.2 in this case.
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Case 3. p = 2, q = 1. In a way similar to Case 2, we see that Theorem 2 holds in
this case.
Case 4. p = q = 2. Since f22 ∈ Λω

∗ (2), there exists a constant C such that

∣∣∆2,2(f22; 0, 0;h, k)
∣∣ = 4

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij(1− cos ih)(1− cos jk)

∣∣∣∣∣∣
= 16

∞∑
i=1

∞∑
j=1

aij sin
2 ih

2
sin2

jk

2

≤ Cω(h, k).

Making use of inequality (4.2), we get

m∑
i=1

n∑
j=1

aij
i2h2

π2

j2k2

π2
≤ Cω(h, k), (4.8)

where m :=
[
1
h

]
, n :=

[
1
k

]
. Therefore,

m∑
i=1

n∑
j=1

i2j2aij = O

(
m2n2ω

(
1

m
,
1

n

))
.

Thus, Theorem 2.2 holds for p = q = 2.

Proof of Theorem 2.3 The necessity follows from Theorem 2.2, while the suffi-
ciency follows from Lemma 3.1 with δ = η = β(2) = 2 and Theorem 2.1.

Proof of Theorem 2.4 The necessity follows from Theorem 2.2 and Lemma 3.1
((3.1) ⇒ (3.4)), while the sufficiency follows from Lemma 3.2 and Theorem 2.3.

Proof of Theorem 2.5 (i) Proof of the first part. The necessity follows from
Theorem 2.2 and Lemma 3.1 ((3.1) ⇒ (3.2)), while the sufficiency follows from
Lemma 3.3 and Theorem 2.1.
(ii) The proof of the second part can be done in a way similar to that of the first
part.

Proof of Corollary 2.6. (1) If there are µ1, ν1 (0 < µ1, ν1 ≤ 2) such that
{
mµ1ω

(
1
m , 1

n

)}
and

{
nν1ω

(
1
m , 1

n

)}
are almost decreasing on m and n respectively, then

∞∑
i=m

i−1ω

(
1

i
,
1

n

)
=

∞∑
i=m

i−1−µ1

(
iµ1ω

(
1

i
,
1

n

))

= O

(
mµ1ω

(
1

m
,
1

n

) ∞∑
i=m

i−1−µ1

)

= O

(
ω

(
1

m
,
1

n

))
,

which implies (2.6). Similarly, we have (2.7). Therefore, (i) follows from Theorem
2.3.
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(ii) If there are also µ2, ν2 (0 < µ2, ν2 < 2) such that
{
mµ2ω

(
1
m , 1

n

)}
and

{
nν2ω

(
1
m , 1

n

)}
are almost increasing on m and n respectively, then

m∑
i=1

iω

(
1

i
,
1

n

)
=

m∑
i=1

i1−µ2

(
iµ2ω

(
1

i
,
1

n

))

= O

(
mµ2ω

(
1

m
,
1

n

) m∑
i=1

i1−µ2

)

= O

(
m2ω

(
1

m
,
1

n

))
,

and

n∑
j=1

jω

(
1

m
,
1

j

)
= O

nν2ω

(
1

m
,
1

n

) n∑
j=1

j1−ν2

 = O

(
n2ω

(
1

m
,
1

n

))
.

Thus, (ii) follows from Theorem 2.4.
Similarly, (iii) and (iv) follows from Theorem 2.5.
Proof of Theorem 2.8 The proof of this part is similar to that of Theorem 2.1.

Proof of Theorem 2.9 (i) If p = q = 1, that is, f11 ∈ λω
∗ (2), then, for every ε > 0,

there exist h0 > 0, k0 > 0 such that

∣∣∆2,2(f11;x, y;h, k)
∣∣ = 4

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij sin ix sin jy(1− cos ih)(1− cos jk)

∣∣∣∣∣∣
≤ εω(h, k), 0 < h < h0, 0 < k < k0.

Similar to (4.5), we have

m∑
i=1

n∑
j=1

i3j3aij ≤ ε
1

h3k3
ω(h, k) ≤ ε

(
m3n3ω

(
1

m
,
1

n

))
,

provided that 0 < h < h0, 0 < k < k0, and m =
[
1
h

]
≥
[

1
h0

]
, n =

[
1
k

]
≥
[

1
k0

]
.Since

ε > 0 is arbitrary, then
m∑
i=1

n∑
j=1

i3j3aij = o

(
m3n3ω

(
1

m
,
1

n

))
, m, n → ∞.

Here β = γ = 3.
(ii) If p = 1, q = 2, that is, f12 ∈ λω

∗ (2), then, for every ε > 0 there exist h0 >
0, k0 > 0 such that

∣∣∆2,2(f11;x, 0;h, k)
∣∣ = 4

∣∣∣∣∣∣
∞∑
i=1

∞∑
j=1

aij sin ix(1− cos ih)(1− cos jk)

∣∣∣∣∣∣
≤ εω(h, k), 0 < h < h0, 0 < k < k0.

Similar to (4.7), we have

m∑
i=1

n∑
j=1

aij
i

i4h4

π4

j2k2

π2
≤ εhω(h, k),



212 R. Q. GUO, D. S. YU

provided that 0 < h < h0, 0 < k < k0, and m :=
[
1
h

]
≥
[

1
h0

]
, n :=

[
1
k

]
≥
[

1
k0

]
.

Since ε > 0 is arbitrary, then
m∑
i=1

n∑
j=1

i3j2aij = o

(
m3n2ω

(
1

m
,
1

n

))
m,n → ∞.

The proofs of the other two cases p = 2, q = 1 and p = q = 2,can be done similarly.
We omit the details here.
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