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ON SOLUTIONS OF A SYSTEM OF HIGHER-ORDER
NONLINEAR FRACTIONAL DIFFERENTIAL EQUATIONS

(COMMUNICATED BY DOUGLAS R. ANDERSON)

ZHENYU GUO, MIN LIU

ABSTRACT. A system of higher-order nonlinear fractional differential equa-
tions is studied in this article, and some sufficient conditions for existence
and uniqueness of a solution for the system is established by the nonlinear
alternative of Leray-Schauder and Banach contraction principle.

1. INTRODUCTION AND PRELIMINARIES

This article is concerned with the initial value problem for the following system
of fractional order differential equations:

DPu(t) = f(t,v(”)(t),CDﬂu(t)), WP )=, 0<t<T,  (L1)

cDu(t) = g(t,u(") (t),° Do‘u(t)), V0= ¢, 0<t<T,  (12)

where ¢D denotes the Caputo fractional derivative, f,g : [0,7] x R? — R are
given functions, p,oc € (m — 1,m),a, € (n — 1,n),m,n € N,p > B,0 > a,
k=0,1,2,--- ,m—1,T > 0, and ng, & are suitable real constants. In this article,
we consider the case that all of p, o, 5 and « are non-integer valued.

Recently, fractional order differential equations and systems have been of great
interest. For example, in 2010, Li[9] discussed the existence and uniqueness of mild
solution for

d9z(t)
dte

= —Az(t) + f(t,z(t),Gz(t)), tel[0,T],

2(0) + g(x) = 0.
Li and Guérékata[l0] studied mild solutions of the fractional integrodifferential
equations as follows
d9x(t)
dta

(1.3)

+ Azx(t) = f(t,z(t)) +/0 a(t — s)g(s,z(s))ds, t€0,T], x(0)=xo.
(1.4)
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In 2011, Anguraj, Karthikeyan and Trujillo[1] investigated the existence and the
uniqueness of the solution for the following fractional integrodifferential equation

T~ (vt /Otk(t, s 2(s))ds. / (e s,a(0)ds). ¢ 0.1),

x(O):/O g(s)x(s)ds.

Guo and Liu[4] studied the existence of unique solutions of initial value problems
of the following system of fractional order differential equations with infinite delay
D%y (t) = filt, y1e, y2e), ¢ €[0,0],
ni(t) = ¢u(t), te (—00,0]
Daiy?(t> = f2[t7y1t,y2t]a te [Oab]7
Y2(t) = ¢2(t), t € (—o0,0]

For detailed discussion on this topic, refer to the monographs of Kilbas et al.[5],
and the papers by Ahmad and Alsaedi [2], Guo and Liu [3], Kosmatov [6], Lak-
shmikantham and Vatsala [7], Li and Deng [8], Su [11], Goodrich [12,13], Bonilla
et al. [14], Bai and Fang [15], Kobayashi [16], Wang et al. [17] and the references
therein.

Applying the nonlinear alternative of Leray-Schauder, we obtain a result of ex-
istence of a solution for system (1.1)-(1.2). The uniqueness of a solution for the
system is established by Banach contraction principle.

The following notations, definitions, and preliminary facts will be used through-
out this paper.

Let X ={u:ue C([0,T7])} and Y = {v:v € C([0,T])} be normed spaces with
the sup-norm ||u||x and ||v||y, respectively, where C([0,77]) denotes the space of all
continuous functions defined on [0,7T]. Then, (X xY,||---|xxy) is a normed space
endowed with the sup-norm given by ||(u,v)||xxy := max{||u||x, ||v||y}.

Definition 1.1. For a function f € C™([0,T]),m € N, where C™([0,T]) denotes
the space of all continuous functions with mth order derivative, the Caputo deriva-
tive of fractional order o € (m — 1,m) is defined by

CDYf(t) = ! )/O(t—s)m_o‘_lf(m)(s)ds. (1.7)

I'(m-«

(1.5)

)

(1.6)

Definition 1.2. The Riemann-Liouville fractional integral of order o, inversion of
D<, is defined by

() = ﬁ/o (t — )% Lf(s)ds. (1.8)

Lemma 1.3. [8] Ifa € (m—1,m),m € N, f € C™([0,T]) and g € C*([0,T]), then
(1) “D*I%g(t) = g(1);

m—1
(2) D) () = £(1) — Y 1 P)
k=0

Lemma 1.4. 6] If m—1 < a < f <m and f € C™([0,T]), then for all k €
{1,2,--- ,m — 1} and for all t € [0,T], the following relations hold:

cDﬂferkfmfk(t) _c Dﬁf(t% (19)
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cDP=> eDf(t) =¢ DPf(t). (1.10)

Theorem 1.5. (the nonlinear alternative of Leray-Schauder) Let X be a normed
linear space, S C X be a convex set, U be open in S with0 € U, and F : U — S be
a continuous and compact mapping. Then either the mapping F has a fized point
in U or there exist n € OU and X € (0,1) with n = AFn.

Now list the following hypotheses for convenience:

(H1) f:]0,7)xR? — R are continuously differentiable function with f(0,0,0) =
0 and f(¢,0,0) # 0 on a compact subinterval of (0, T7;

(H2) g : [0,T] x R? — R are continuously differentiable function with g(0,0,0) =
0 and ¢(¢,0,0) # 0 on a compact subinterval of (0, T];

(H3) there exist nonnegative functions a1, ag, as, b1, b, bs € C([0,T]) such that

[f(t,2,9)] < ar(t) + az(t)|z| +as(t)]yl, ¢ <[0,T],

1.11
9(t,,0)] < ba(8) + baO)le] + bo(Olyl, ¢ € 0,7 —

(H4) there exist nonnegative functions l,1s,13,l4 € C([0,T]) such that
|f(t7$17y1)_f(t7$27y2)|Sll(t)|$1_x2|+l2(t)|y1_y2‘v te [O7T]7 (1 12)

|g(t,l‘1,y1) - g(t7x27y2)| < l3(t)|171 - l‘2| +l4(t)|y1 - y2‘7 te [07T}

2. EXISTENCE AND UNIQUENESS OF A SOLUTION

In this section, the theorems of existence and uniqueness of a solution for system
(1.1)-(1.2) will be given.

Lemma 2.1. Let (H1)-(H2) hold andn—1 < a,8 <n<m—1< p,0 <m. Then,
a function u € C™([0,T)) is a solution of the initial value problem (1.1) if and only

if
tF Ft—s)mt
_\ U b—-s) - <1 2.1
u(t) ,77k+/0 () wi(s)ds, 0 <t <1, (2.1)
where wi (t) = u™(t) € C™([0,T]) with u("+9(t) = wii)(t)7 0<i<m-n-1
is a solution of the integral equation
m—n—1 t —n—1 s n—pB-1
(t = s)” / (s =7)

t) = - 'In+1 7. N ) ) = d d 3

=3 et [ (s, [ gt
(2.2)

and a function v € C™([0,T]) is a solution of the initial value problem (1.2) if and
only if

Z §k+/ t}(ii:l wa(s)ds, 0 <t <1, (2.3)

where wo(t) = v (t) € C™7([0,T)) with v+ (t) = wéi)(t) is a solution of the
integral equation

m—n—1 ., n—o—1

wa(t) = ; %fn-m + /Ot (tré)inn)lg(s,wl(s), /OS (SF(;—)_a)wl(T)dT)ds.
(2.4)
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Proof. Since the two parts of the Lemma is similar, we only give the proof of the
first part briefly. Lemma 1.4 ensures that

e Py (™) (1) =¢ DPu(t) = f(t,v(”)(t),c D%(t)). (2.5)
By Definition 1.1, we obtain
t _ \n—p—-1
"D (1) = £ (1,0 (1), /0 (tr(s)_ 5yt (s)ds). (2.6)

It follows from Definition 1.2, Lemma 1.3 (2) and the substitutions u(™(t) =
wy (t),v™ (t) = wy(t) that

mnl

wy () = ul Z | w9 (0) + 177 (e DP UM (1))
1=0 !
m—n— 1t1 i
= ZO 7
(t—s)r (n) B G ) 2.7
+/0 Wf(&v (3),/0 WU (T)dT)ds (2.7)
m—n—1 ti
= ; 577n+z’

t (4 gyp—n—1 s (g — 7)n—B-1
+ [ oy Gt [ g ) as

Conversely, suppose that w; € C™~"™([0,T]) is a solution of (2.2). Then,

m—n—1 ,;

W) =wi(t) = Y gnnﬂ,
i=0
t (t — S)p—n—l s (s _ 7—)"—/3—1
+/0 Wf(&wz(s)»/o ng(ﬂdr)ds (2.8)

m—n—1

= Z %nnﬂ'+Ip_nf<t’v(n)(t)’cDﬁv(t)>'

i=0
Since p —n € (m —n — 1,m —n), by Lemma 1.3 (1) and Lemma 1.4, we have
DPu(t) =° D”_"u(”)(t)

m 1,

C —n ~— t (& —n —n n (&
= D" < Z Enn+i> +eDr e f(tvv( (1), Dﬁv(t)) (2.9)
i=0
— f(t,v(") (t),CD%(t)), 0<t<l.
Differentiating (2.2), we get

m—n—k—1 k t n—1—k
k t . (t - S)p
wi = 5nn+i+k+||(p*n*3)/o T

i=0 ’ j=1

f(s,wg(s)’/os %wz(T)dT)ds

(2.10)
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for each k =0,1,--- , m—n—1. Asp—n—1—k € (—1,m —n — 1), the second
term in (2.10) goes to zero as ¢ — 0. Thus, we have

W (0) = w (0) = oy k=0, m—n—1, (2.11)

which means that «*)(0) = 7,k = 0,1,--- ,m — 1. Clearly, wgm_n) =ul™ ¢
C(]0,T]). Therefore, u is a solution of (1.1). O

For the sake of simplicity, Lemma 2.1 can be rewritten as

Lemma 2.2. Let f,g: [0,T]xR — R be continuous functions. Then (u,v) € X XY
is a solution of (1.1)-(1.2) if and only if (u,v) € X XY is a solution of (2.1)-(2.4).

Theorem 2.3. Assume (H1)-(H3) hold, and

By = sup /Ot M(ag(s) + F(Sn_ﬁ)ag(s))ds <1,

te[0,T] I'(p—n) n—pg+1
t —n—1 n—
(t — S)U n gh—«
By = ~ 7 - 1
2 te%%]/o o —n) (bz(s)+r(nia+1)b3(s))ds< , -
0<Ci = sup (|77(t)| +/t Ma (s)ds) < +oo .
! t€[0,T o I'(p—n) ! 7
t o—n—1
(t—s)
0 < Cy= sup t—&—/ib s)ds | < 400,
2=z (6014 | Sy he)ds)
where
m—n—1 tl m—n—1 ti
n(t) = Z EnnJriu f(t) = Z E§n+i. (213)
=0 i=0

Then the system of integral equations (2.1)-(2.4) has a solution.

Proof. Define a mapping F': X XY — X x Y and a ball U in the normed space
X xY by

F(wl,wg)(t) = (Fl’u)g(t), Fg’wl(t)), (213)
and

U = {(w1(t), wa(t)) = (wi(t), wa(t)) € X XV, [[(wi(t), wa(t))l[xxy < Rt €[0,T]},

(2.14)
where
t _g)p—n—1 S(s—1 n—FG—1
Frws(t) =n(t) —l—/o (tr(p)n)f<s,w2(s),/0 (F(n>6)w2(7)d7)ds,
R = (N G L
(2.15)
and
Re—C B max{B), By}, C = max{Cy,C}. (2.16)

1-B’
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Clearly, by (H1) and (H2), F is well defined and continuous. Let (wi,ws) € U.
Then ||(wy,ws)||xxy < R, and

[ Frws | x
t(t_ g)p—n—1 S (g— )yn—B8-1
—tes[%%]’n(t)—i—/o (tr(p)_n)f(s,wg(s),/o (F(n)_ﬁ)wg(T)dT>ds‘

_ gypn-l S (5 — pyn—B-1
< s (In) + /0 “F(p)_n [#(s.wa(s), /0 (F(n)_mwzmm)]ds)

< sup <|77(t)| —i—/ot(lt_s;)m_l(m(s) + az(s)|wa(s)|

t€[0,77] L(p—mn)
+ as(s) /O %mww)ds)
< B (In(t)l + /Ot %al(s)ds)

t(p— g)p—n—1 S (g—)yn—58-1
+t€sE%’pT] (/o (tl“(p)— ") (a2(8)+a3(8)/0 7( F(n)— 3) dT)dS)HwQHY

< sup (In(t)|+/0t wm@)dé’)

t€[0,T] I'(p—mn)
t _ —n—1 n—p_
(t—s)P s
+ sup / 7(a $)+ ————a s)ds w
tepor)Jo  Llp—n) 2(s) I(n—pB+1) 3(s) Jdslluzlly
:C1 + Bl||w2||y S C+BR = R
(2.17)
Similarly, we have
||F2U)1Hy SCQ"‘BQH'LU]_HX <C+BR=R. (2.18)

Therefore, ||F (w1, ws)||xxy < R, which implies that F(wy,w;) € U. In order to
show that F' is completely continuous (continuous and compact), put

t (4 _ yn—B-1

My —tgf%]‘f(t, wz(t),/o (tr(n)_ﬁ)wz(f)dT) ;
gyt (2.19)

M, = tg(;)i)’li“] ‘g(t,wl(t),/o le(ﬂd7> ’

For (w1, ws) € U and ty,t9 € [0,T] with ¢; < ta, we obtain
[Frws(t2) — Frwa(t)]

=|n(tz) = n(tr) +/0t2 W}”(S,wg(s),/os %wzmm)

Rt S (s — r)n—B-1
_/0 <tI‘(p)—n)f(S,w2(3),/0 (Wl)—ﬂ)WQ(T)dT)dS’

t2 n—1 t1 —n—1
t2 —S p (tl —S)p
<|n(t n(t1) —|—M‘/ ds—/ 7&9’
In(t2) — n(t1)] f o T(p—n)

<In(t2) = n(t:)| + It” et

)

F(p -n —|— 1) 2.30)
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and, in a similar manner,

M,
—2 [t — 77" 2.21
It follows from the uniform continuity of functions ¢*,#°~™ and t°~™ on [0, 7] that
FU is an equicontinuous set. Moreover, it is uniformly bounded as FFU C U. Hence,
F' is a completely continuous mapping.
Now to consider the following eigenvalue problem

(wl,wg) = )\F(’U)l,wg) = (AFl'LU27 )\szl), A€ (0, 1). (222)
Assume that (wq,ws2) is a solution of (2.22) for A € (0,1). Then,

| Fows (t2) — Fowy (t1)| < [€(t2) — &(t1)| +

[[ws ] x

— sup [AFjws(t)]
te[0,7T]

t(f_ g)p—n—1 s (g p)n—B-1
=z e+ [ e, [ St

t(t — g)p—n—1 5 (g — )n—B-1
2, (001 U o | i i)

<A(C + Bllwz[ly),
(2.23)
and, similarly,
[wally = sup [AFwi(t)] < AMC + Bllwi|x). (2.24)
t€[0,T]

(2.23) and (2.24) guarantee that (wy,ws) ¢ OU. Therefore, by Theorem 1.5, there
exists a fixed point (wig, wap) in U such that ||(wig,wa0)|xxy < R, which com-
pletes the proof. O

It follows from Lemma 2.1 and Theorem 2.3 that the solution (ug,vo) of (1.1)-
(1.2) is given by

n—1 k g 1
Z k,ﬁk+/ tl_‘(n))wm(s)d&

) (2.25)
t — )t
Z gk‘f’/ W'w%(s)d&
where
m—n—1 ti
wio(t) = Y I
i=0 :
t 705 _ S)pinil s, wap(s ) 7(8 — T>n7ﬁ71w 7)dT )ds
:é 1 Ho=m f( ! )7/0 Hn=8) o )d ’ (2.26)
w20(t) = Z a fn-{-z
i=0

Lt —sg)o -t #(s—r)n—ol
+/O (tF(a)—n)g(s’wlo(s)’/o (F(n)_a)wlo(T)dT)d&
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Theorem 2.4. Assume (H1), (H2) and (H4) hold, and

Dy = sup /Ot w(ll(s) + F(Sn_ﬁ)lg(s))ds <1,

t€[0,T] L(p—mn) n—pB+1
t o—n—1 n—o
(t—s) s
Dy = — — 1
? tes[l(lJ%]/o I'(c—n) (l3(8) + I'(n—a+ 1)14(s)>ds <4 (227
0 < sup (/t(t_s)p_n_l|f(800)|ds)<+oo |
tefo,7] N Jo L(p—n) o ’
t o—n—1
(t—s)
0 < sup / ——9(s,0,0)|ds ) < 400
te[0,T] ( o I(oc—n) o€ ) )

Then the system of integral equations (2.1)-(2.4) has a unique solution.

Proof. Define the mapping F' and the ball U as those in the proof of Theorem 2.3,
where

1 bt —s)p—nt
B=1"p 5m ( /0 Wms,o,onds). (2.28)

Then F is well defined and continuous. For (wy,ws) € U, we obtain

[ Frwsl|x <[[Fiws — F10[|x + [[F10] x

t (t _ S)p—n—l Sn_ﬁ
< sup}/O 7(51(8) + ﬁh(s))“”u&”if

te[0,T L(p—n) n—p3+1 (2.20)
+ sup (/t(t_s)p_n_lbc(s 0 0)|ds) .
tefo,T] *Jo I'(p—mn) Y
<DiR+ (1—-D;1)R < R.
Similarly, ||Fow;||y < R. Therefore, FU C U.
For (wy,ws), (w},wh) € U, we have
[ Frwz — Frws||x
< sup |Frws(t) — Frwh(t)]
te[0,T]
t _ —n—1 n—p3 (2.30)
(t—s)” s /
< sup / 701 8)+ —————I5(s )ds we — Wolly
Sy Ty M i () dsles —ui
=D |jwy — whly,
and, similarly,
||F2w1 — Fgw'1||x S D2Hw1 — ’U)I1||X (231)

Noting that D; < 1,Ds < 1, F is a contractive mapping. It follows from Banach
contraction principle that F' has a unique fixed point (w},, wh,) € U, which is a
solution of integral equations (2.1)-(2.4). This completes the proof. O
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3. EXAMPLE

Consider the following coupled system of fractional differential equations:

cpil/s Loty e 9/5
u(0) =0, u'(0)=1, u"(0) =2, (3.1)
1 ¢=3/4 ’
DM () =t + Su" (1) + —— “DPtu(t), 0<t <1,

v(0) =3, v'(0) =4, v"(0)=5.

Hete T = 1,n = 2,m = 3,p = 11/5,0 = 11/4,8 = 9/5,a = 5/4,m;1 = 0,15
1,m3 = 2,& = 3,8 = 4, and £ = 5. Obviously, the hypotheses (H1)-(H3) are
satisfied with ay(t) = /2, as(t) = t/3,a3(t) = t*/5/4,b1(t) = t,ba(t) = 1/2,bs(t)
t=3/4/3. In this case

1 t s s
B = sup/ t—s) Y52 + ds
= 2, 0 (G )

U
)

11 1\ 15
“T(1/5) (5 + 4r(6/5)>Z <L

1 ¢ 1 1
By = sup [ (=545 + s
’ I'(3/4) te[oli] 0 ( ) (2 3F(7/4))

11 1 N4
TG/ (3+ 3r(7/4))§ <5

) ; . (3.2)
0< Ci = sup 2—1-7/ t—s)"Y%. Zds
1= (2 g ), 0 )
*2+# E<+oo
ST T(/) 8 ’
1 t
0<(Cy= su 5—1—7/ t—s)" 4. sds
2= (54 g7 ), ) )
-8
=5 — .
+F(3/4) 3 < 400

Thus, all the conditions of Theorem 2.3 are satisfied, and there exists a solution of
system (3.1).
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