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Abstract. In this paper, we look for solutions to the following critical Schrödinger
system {

−∆u + (V1 + λ1)u = |u|2∗−2u + |u|p1−2u + βr1|u|r1−2u|v|r2 in RN ,
−∆v + (V2 + λ2)v = |v|2∗−2v + |v|p2−2v + βr2|u|r1 |v|r2−2v in RN ,

having prescribed mass
∫

RN u2 = a1 > 0 and
∫

RN v2 = a2 > 0, where λ1, λ2 ∈ R

will arise as Lagrange multipliers, N > 3, 2∗ = 2N/(N − 2) is the Sobolev critical
exponent, r1, r2 > 1, p1, p2, r1 + r2 ∈ (2 + 4/N, 2∗) and β > 0 is a coupling constant.
Under suitable conditions on the potentials V1 and V2, β∗ > 0 exists such that the above
Schrödinger system admits a positive radial normalized solution when β > β∗. The
proof is based on comparison argument and minmax method.

Keywords: Schrödinger systems, weakly attractive potentials, normalized solutions,
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1 Introduction and main results

We study the following critical Schrödinger system{
−∆u + (V1 + λ1)u = |u|2∗−2u + |u|p1−2u + βr1|u|r1−2u|v|r2 in RN ,

−∆v + (V2 + λ2)v = |v|2∗−2v + |v|p2−2v + βr2|u|r1 |v|r2−2v in RN ,
(1.1)

with prescribed mass ∫
RN

u2 = a1 > 0 and
∫

RN
v2 = a2 > 0, (1.2)

where λ1, λ2 ∈ R will arise as Lagrange multipliers, N > 3, 2∗ = 2N/(N − 2) is the Sobolev
critical exponent, r1, r2 > 1, p1, p2, r1 + r2 ∈ (2 + 4/N, 2∗), V1 and V2 are the potentials and
β > 0 is a coupling constant. Solutions of (1.1) with prescribed mass (1.2) are called as the
normalized solutions in the literature.
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The problem (1.1) comes from the research of solitary waves to the following system
−∆Φ1 + V1Φ1 − i ∂

∂t Φ1 = |Φ1|2
∗−2Φ1 + |Φ1|p1−2Φ1 + βr1|Φ1|r1−2Φ1|Φ2|r2

−∆Φ2 + V2Φ2 − i ∂
∂t Φ2 = |Φ2|2

∗−2Φ2 + |Φ2|p2−2Φ2 + βr2|Φ1|r1 |Φ2|r2−2Φ2

Φj = Φj(x, t), (x, t) ∈ RN ×R+, j = 1, 2,

(1.3)

where t denotes the time, i is imaginary unit, Φj is the wave function of the jth component,
β is a coupling constant which describes the scattering length of the attractive and repulsive
interaction. If β > 0, then the interaction is attractive; if β < 0, then the interaction is repulsive.
Set Φ1(x, t) = eiλ1tu(x) and Φ2(x, t) = eiλ2tv(x). It is easy to see that a couple (Φ1, Φ2) is the
solution of (1.3) if and only if (u, v) is the solution of (1.1). The system (1.3) appears in
many physical problems, especially in nonlinear optics and the mean-field models for binary
mixtures of Bose-Einstein condensation, see [1, 13, 14] and reference therein for more physical
background. An important, of course well known, feature of (1.3) is conservation of mass:∫

RN
|Φj(x, t)|2dx =

∫
RN
|Φj(x, 0)|2dx, t ∈ R+.

Physically, the mass represents the number of particles of each component in Bose–Einstein
condensates.

The presence of the mass constraint makes some methods developed to deal with uncon-
strained problems unavailable, and a new critical exponent appears, the mass critical exponent
2 + 4/N ∈ (2, 2∗). In the mass subcritical case, the Schrödinger equation are usually consid-
ered by the minimization arguments, we refer the readers to [8, 9, 29]. As far as we are aware,
the mass supercritical case was first considered by Jeanjean in [21], for the Schrödinger equa-
tion. The key idea is to obtain mountain pass solution on Sa by constructing the mountain pass
structure on a natural constraint related to the Pohozaev identity. Much work has been done
extensively on the normalized solutions to the Schrödinger equation in in the last decades
by variational methods. Since numerous contributions flourished within this topic and we
just mention, among many possible numerous choices, [23, 30, 31]. For the nonautonomous
Schrödinger equations, we refer the readers to [20, 33] when mass subcritical case occurs and
[5, 12, 28] when mass supercritical case occurs.

The existence and multiplicity of normalized solutions to the Schrödinger systems also
attracted much attention of researchers in recent decades, see [2–4,6,7,10,17,18,22,25–27] and
reference therein. In particular, for the Schrödinger system{

−∆u + λ1u = µ1|u|p−2u + ν1|u|p1−2u + βr1|u|r1−2u|v|r2 in RN ,

−∆v + λ2v = µ2|v|p−2v + ν2|v|p2−2v + βr2|u|r1 |v|r2−2v in RN ,
(1.4)

when N > 3, ν1 = ν2 = 0, p = 4 and r1 = r2 = 2, the existence and multiplicity of normalized
solutions to (1.4) are studied in [4, 6, 7]; when N = 3, 4, µ1 = µ2 = 0, r1, r2 > 1, p1, r1 + r2 ∈
(2, 2∗) and p2 ∈ (2, 2∗], Li and Zou in [22] studied the geometry of the associated Pohozaev
manifold and obtained a normalized solution to (1.4); when N = 4, p = 3, p1, p2 ∈ (2, 4) and
r1 = r2 = 2, the coupling terms are the Sobolev critical case, Luo et al. in [27] considered
the existence, nonexistence and asymptotic behavior of normalized solutions to (1.4); when
N = 3, 4, r1, r2 > 1, p = 2∗ and p1, p2, r1 + r2 ∈ (2 + 4/N, 2∗], recently, Liu and Fang in [26]
obtained the existence and nonexistence of normalized solutions to system (1.4).

To the best of our knowledge, a few studies have addressed the existence of normalized so-
lutions to Schrödinger system with potential. We know only [10,25], in which they considered
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the mass subcritical case. There is no work concerning normalized solutions to Schrödinger
systems with mass supercritical, Sobolev critical and potential. This problem is more com-
plicated and stimulating by the fact that both the potential and the critical term are present,
which is the focus of this article. Specifically, in this paper, we consider Schrödinger system
(1.1) with weakly attractive potentials, that is,

Vi(x) 6 lim sup
|x|→∞

Vi(x) < ∞, i = 1, 2,

and obtain a positive radial normalized solution. For the weakly repulsive potentials, that is,

Vi(x) > lim inf
|x|→∞

Vi(x) > −∞, i = 1, 2,

does the system (1.1) have a normalized solution? This still is an open problem.
Precisely, Vi ∈ C1(RN) fulfills

(H1) lim|x|→∞ Vi(x) = supx∈RN Vi(x) = 0 and there exists τi ∈ [0, 1/2) such that |Vi|N/2 6 τiS,
where

S = inf
u∈D1,2(RN)\{0}

∫
RN |∇u|2(∫

RN |u|2∗
)2/2∗ ; (1.5)

(H2) set Wi(x) := (∇Vi(x) · x)/2, Wi ∈ C1(RN), lim|x|→∞ Wi(x) = 0 and there exists θi ∈ [0, 1)
with (1− τi)/2− (1 + θi)/(min{γp1 p1, γp2 p2, γrr}) > 0 such that |Wi|N/2 6 θiS, where
γq = N(q− 2)/(2q).

(H3) set Yi(x) := γpi piWi(x) + Zi(x), where Zi(x) := ∇Wi(x) · x and Zi ∈ Ls(RN) for some
s ∈ [N/2, ∞], there exists ρi ∈ [0, γpi pi − 2) such that |Yi,+|N/2 6 ρiS for any u ∈ Ei,
where Yi,+ = max{Yi, 0}.

An example satisfying the conditions (H1)–H3) is Vi(x) = − b
|x|c+1 , x ∈ RN with constant c > 2

and suitable small constant b. Obviously, V = 0 also satisfies the conditions (H1)–(H3). Hence,
the following theorem includes the autonomous case V = 0.

Normalized solutions of (1.1) can be found as critical points of the C1 functional

I(u, v) =
1
2

∫
RN

(|∇u|2 + |∇v|2 + V1u2 + V2v2)− 1
2∗

∫
RN

(|u|2∗ + |v|2∗)

− 1
p1

∫
RN
|u|p1 − 1

p2

∫
RN
|v|p2 − β

∫
RN
|u|r1 |v|r2 , (u, v) ∈ E1 × E2,

on

Sa1 × Sa2 :=
{
(u, v) ∈ E1 × E2 :

∫
RN

u2 = a1,
∫

RN
v2 = a2

}
,

with Lagrange multipliers λ1, λ2 ∈ R. Here

Ei :=
{

u ∈ H1
r (R

N) :
∫

RN
Viu2 < ∞

}
, i = 1, 2

and H1
r (R

N) is the usual radial Sobolev space. The norm of Ei is defined by

‖u‖i =

(∫
RN

(|∇u|2 + Viu2 + u2)

)1/2

, u ∈ Ei, i = 1, 2,
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which is equivalent to the usual norm ‖u‖H1(RN) =
(∫

RN (|∇u|2 + u2)
)1/2 due to the condition

(H1). The solution (u, v) ∈ Sa1 × Sa2 is called a positive radial normalized solution of (1.1) if
u > 0 and v > 0.

Now we state our main results.

Theorem 1.1. Let N = 3, 4, r1, r2 > 1, p1, p2, r1 + r2 ∈ (2 + 4/N, 2∗), β > 0 and (H1)–(H3)
hold. Then there exists β∗ > 0 such that the system (1.1) has a positive radial normalized solution
(u, v) ∈ Sa1 × Sa2 with λ1, λ2 > 0 when β > β∗.

Remark 1.2.

(i) This seems to be the first study to consider the existence of normalized solutions to
Schrödinger system with critical exponent and weakly attractive potentials;

(ii) To simplify, note that r := r1 + r2. In the proof of Theorem 1.1, we discuss three cases,
that is, p1 = min{p1, p2, r}, p2 = min{p1, p2, r} and r = min{p1, p2, r}.

Since the scalar setting will of course be relevant when dealing with system, it is necessary
to study firstly some related results of scalar equations. When β = 0, (1.1) turns to be the
scalar equations

− ∆u + (Vi + λi)u = |u|2∗−2u + |u|pi−2u in RN , i = 1, 2. (1.6)

Normalized solutions of (1.6) can be found as critical points of the C1 functional

JVi(u) =
1
2

∫
RN

(|∇u|2 + Viu2)− 1
2∗

∫
RN
|u|2∗ − 1

pi

∫
RN
|u|pi , u ∈ Ei,

on

Sai :=
{

u ∈ Ei :
∫

RN
u2 = ai

}
.

Moreover, uai is a ground state normalized solution to (1.6) on Sai if JVi |′Sai
(uai) = 0 and

JVi(uai) = inf{JVi(v) : v ∈ Sai , JVi |
′
Sai
(v) = 0}.

Here comes our second main result.

Theorem 1.3. Let N = 3, 4, i = 1 or i = 2, pi ∈ (2 + 4/N, 2∗) and (H1)–(H3) hold. Then the
equation (1.6) has a positive radial ground state normalized solution uai ∈ Sai with λi > 0.

Remark 1.4. This is probably the first result to consider the existence of normalized solutions
to Schrödinger equation with critical exponent and weakly attractive potentials.

To obtain normalized solution of (1.6), as [12, 21, 23], we introduce the Pohozaev set

Pai ,Vi = {u ∈ Sai : PVi(u) = 0},

where
PVi(u) =

∫
RN
|∇u|2 −

∫
RN

Wiu2 −
∫

RN
|u|2∗ − γpi

∫
RN
|u|pi , u ∈ Ei.

As a matter of fact, the condition PVi(u) = 0 obtained in Lemma 2.1 is the linear combination
of Nehari and Pohozaev identities. Furthermore, J is bounded from below on Pai ,Vi , see
Lemma 2.5 (iv). Hence, for ai > 0, define

mVi(ai) := inf
Pai ,Vi

JVi (1.7)
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and consider the reachability of mVi(ai). Inspired by [12, 33], we need use the comparison
arguments between mVi(ai)and that to the limit equation

− ∆u + λiu = |u|2∗−2u + |u|pi−2u in RN . (1.8)

The analogue corresponding (1.8) are denoted by J∞, P∞, Pai ,∞ and m∞(ai). Soave in [31,
Theorem 1.1 and Section 6] obtained that m∞(ai) ∈ (0, SN/2/N) can be reached by uai when
N = 3, 4, ai > 0 and pi ∈ (2 + 4/N, 2∗), furthermore, uai is a real-valued, positive and radial.

The Gagliardo–Nirenberg inequality is the key point to study the above problems varia-
tionally. For q ∈ [1, ∞), |u|q =

(∫
RN |u|q

)1/q stands for the norm in Lq(RN).

Proposition 1.5. Let N > 3 and u ∈ H1(RN). Then there exists a constant C(N, q) > 0 such that,
for any q ∈ [2, 2∗], we have

|u|q 6 C(N, q)|∇u|θ2|u|1−θ
2 ,

where θ ∈ [0, 1] satisfies 1/q = θ/2∗ + (1− θ)/2. In particular, when q = 2∗, C(N, q) = S−1/2.

In this article, BR denotes an open ball at 0 with radius of R > 0 and C, C1, C2, . . . denote
various positive constants whose exact values are irrelevant.

The paper is organized as follows. In Sections 2 and 4, we give some preliminary results
about the scalar equation (1.6) and the system (1.1), respectively. The proofs of Theorems 1.3
and 1.1 are given in Sections 3 and 5, respectively.

2 Preliminaries about the scalar equation

In this section, without loss of generality, we may assume that i = 1 and the potential V1

satisfies (H1)–(H3).

Lemma 2.1. If u ∈ E1 is a weak solution to (1.6), then PV1(u) = 0.

Proof. Let u ∈ E1 be a weak solution of (1.6). We see that the following Nehari and Pohozaev
identities hold

|∇u|22 +
∫

RN
(V1 + λ1)u2 − |u|2∗2∗ − |u|

p1
p1 = 0, (2.1)

N − 2
2
|∇u|22 +

N
2

∫
RN

(V1 + λ1)u2 +
∫

RN
W1u2 − N

2∗
|u|2∗2∗ −

N
p1
|u|p1

p1 = 0. (2.2)

Combining (2.1) and (2.2), we obtain PV1(u) = 0.

Lemma 2.2. Assume that N = 3, 4 and u ∈ E1 is a nonnegative solution of (1.6). Then, u > 0 and
u 6= 0 implies that λ1 > 0.

Proof. Since u 6= 0 satisfies

−∆u = −(V1 + λ1)u + |u|2∗−2u + |u|p1−2u in RN ,

it follows from u > 0 that the right hand side is nonnegative if λ1 6 0, and by [19, Lemma
A.2], we obtain u = 0, which contradicts to the assumption u 6= 0. Hence, λ1 > 0.
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For u ∈ E1 and t ∈ R, we introduce the transformation ut(x) := eNt/2u(etx), x ∈ RN , it is
easy to check that |ut|2 = |u|2. We fix u 6= 0 and consider the continuous real valued function
fu : R→ R with

fu(t) := JV1(u
t) =

1
2

e2t|∇u|22 +
1
2

∫
RN

V1(e−tx)u2 − 1
2∗

e2∗t|u|2∗2∗ −
1
p1

eγp1 p1t|u|p1
p1 ,

and
PV1(u

t) = e2t|∇u|22 −
∫

RN
W1(e−tx)u2 − e2∗t|u|2∗2∗ − γp1 eγp1 p1t|u|p1

p1 .

By a simple calculation, we see that PV1(u
t) = f ′u(t).

Lemma 2.3. Fix u ∈ Sa1 . Then JV1(u
t)→ 0+ as t→ −∞ and JV1(u

t)→ −∞ as t→ ∞.

Proof. By the condition (H1), we have

JV1(u
t) >

1− τ1

2
e2t|∇u|22 −

1
2∗

e2∗t|u|2∗2∗ −
1
p1

eγp1 p1t|u|p1
p1

and
JV1(u

t) 6
1
2

e2t|∇u|22 −
1
2∗

e2∗t|u|2∗2∗ −
1
p1

eγp1 p1t|u|p1
p1 ,

it is easy to see that the conclusion holds.

Lemma 2.4. Let Dk := {u ∈ Sa1 : |∇u|22 6 k}. Then there exists k0 > 0 such that JV1(u) > 0 and
PV1(u) > 0 when u ∈ Dk0 .

Proof. By the conditions (H1) and (H2), (1.5) and the Gagliardo–Nirenberg inequalities, we
have

JV1(u) >
1− τ1

2
|∇u|22 −

1
2∗

S−2∗/2|∇u|2∗2 −
1
p1

C(N, p1)a(1−γp1 )p1/2|∇u|γp1 p1
2

and
PV1(u) > (1− τ2)|∇u|22 − S−2∗/2|∇u|2∗2 − γp1 C(N, p1)a(1−γp1 )p1/2|∇u|γp1 p1

2 ,

it is easy to see that there exists k0 > 0 small enough such that JV1(u) > 0 and PV1(u) > 0 for
all u ∈ Dk0 .

Hence, we can define
m̄V1(a1) := inf

γ∈Γ
max
t∈[0,1]

JV1(γ(t)) > 0,

where Γ = {γ ∈ C([0, 1], Sa1) : γ(0) ∈ Dk0 , JV1(γ(1)) 6 0}, k0 is given by Lemma 2.4.
Consider the decomposition of Pa1,V1 = P+

a1,V1
∪ P0

a1V1
∪ P−a1,V1

and

P+
a1,V1

:= {u ∈ Pa1,V1 : f ′′u (0) > 0},
P0

a1,V1
:= {u ∈ Pa1,V1 : f ′′u (0) = 0},

P−a1,V1
:= {u ∈ Pa1,V1 : f ′′u (0) < 0}.

Lemma 2.5.

(i) Pa1,V1 = P−a1,V1
;

(ii) for any u ∈ Sa1 , there exists a unique tu := t(u) ∈ R such that utu ∈ Pa1,V1 , moreover,
JV1(u

tu) = maxt∈R JV1(u
t);
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(iii) JV1 is coercive on Pa1,V1 , that is, JV1(u)→ ∞ for any u ∈ Pa1,V1 with ‖u‖ → ∞;

(iv) there exist constants δ, σ > 0 such that |∇u|2 > δ and JV1(u) > σ for all u ∈ Pa1,V1 .

Proof. (i) Using PV1(u) = 0 and the conditions (H2) and (H3), we have

f ′′u (0) = 2|∇u|22 +
∫

RN
Z1u2 − 2∗|u|2∗2∗ − γ2

p1
p1|u|

p1
p1

=
∫

RN
Y1u2 + (2− γp1 p1)|∇u|22 + (γp1 p1 − 2∗)|u|2∗2∗

6 (ρ1 + 2− γp1 p1)|∇u|22 < 0.

Hence, P+
a1,V1

= P0
a1,V1

= ∅, which implies that Pa1,V1 = P−a1,V1
.

(ii) By Lemmas 2.3 and 2.4, we know that maxt∈R JV1(u
t) is achieved at tu ∈ R and

JV1(u
tu) > 0. In view of ∂t JV1(u

t) = PV1(u
t), we see PV1(u

tu) = 0. Hence, utu ∈ Pa1,V1 .
Suppose that there exists another t′u ∈ R such that ut′u ∈ Pa1,V1 . Then by Lemma 2.5 (i), we see
that tu and t′u are strict local maximum points of fu(t) := J(ut). Without loss of generality, we
assume that tu < t′u. Hence, there exists t′′u ∈ (tu, t′u) such that fu(t′′u) = mint∈[tu,t′u] fu(t), and
we have f ′u(t′′u) = 0 and f ′′u (t′′u) > 0. Thus, ut′′u ∈ P+

a1,V1
∪ P0

a1,V1
, which contradict to (i).

(iii) For u ∈ Pa1,V1 , by the conditions (H1) and (H2), we have

JV1(u) = JV1(u)−
1

γp1 p1
PV1(u)

>
(

1
2
− 1

γp1 p1

)
|∇u|22 +

1
2

∫
RN

V1u2 +
1

γp1 p1

∫
RN

W1u2

>
(

1− τ1

2
− 1 + θ1

γp1 p1

)
|∇u|22. (2.3)

Hence, JV1 is coercive on Pa1,V1 .
(iv) If

|∇u|2 < min


(

1− θ1

3S2∗/2

)1/(2∗−2)

,

(
1− θ1

3γp1 C(N, p1)a(1−γp1 )p1/2

)1/(γp1 p1−2)
 ,

using the condition (H2) and Proposition 1.5, we have

Ψ(u) :=
∫

RN
W1u2 + |u|2∗2∗ + γp1 |u|

p1
p1

6
(

θ1 + S−2∗/2|∇u|2∗−2
2 + γp1 C(N, p1)a(1−γp1 )p1/2|∇u|γp1 p1−2

2

)
|∇u|22

6
2 + θ1

3
|∇u|22.

Now, we prove that there exists δ > 0 such that |∇u|2 > δ for all u ∈ Pa1,V1 . On the contrary,
there exists {un} ⊂ Pa1,V1 such that |∇un|2 → 0, then, for n large enough, we have

0 = PV1(un) = |∇un|22 −Ψ(un) >
1− θ1

3
|∇un|22 > 0,

which is a contradiction. In view of (2.3), we see that there exists σ > 0 such that JV1(u) > σ

for all u ∈ Pa1,V1 .
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Lemma 2.6. mV1(a1) = m̄V1(a1) > 0. Moreover, there exist {vn} ⊂ Sa1 such that, as n→ ∞,

JV1(vn)→ mV1(a1), JV1 |′Sa1
(vn)→ 0, PV1(vn)→ 0, (2.4)

and v−n → 0 a.e. in RN .

Proof. For any v ∈ Pa1,V1 , there exist t1, t2 ∈ R such that vt1 ∈ Dk0 and JV1(v
t2) 6 0. Set

γ0(t) := v(1−t)t1+tt2 , t ∈ [0, 1],

then γ0 ∈ Γ and maxt∈[0,1] JV1(γ0(t)) = JV1(v) by Lemma 2.5 (ii), which implies m̄V1(a1) 6
mV1(a1). Now, we prove that any path γ in Γ crosses Pa1,V1 . Using Lemma 2.4, for any γ ∈ Γ,
PV1(γ(0)) > 0. On the other hand, by (2.3), PV1(γ(1)) 6 γp1 p1 JV1(γ(1)) 6 0. Therefore,
there exists t0 ∈ (0, 1] such that PV1(γ(t0)) = 0, which implies m̄V1(a1) > mV1(a1). Thus,
m̄V1(a1) = mV1(a1). In view of Lemma 2.5 (iv), we see that m̄V1(a1) = mV1(a1) > 0.

Now, we recall the stretched functional introduced first in [21]:

J̃V1 : E1 ×R→ R, (u, t) 7→ JV1(u
t)

and define

Γ̃ = {g ∈ C([0, 1], Sa1 ×R) : g(0) ∈ Dk0 × {0}, g(1) ∈ J0 × {0}},

where k is given by Lemma 2.4 and J0 := {u ∈ E1 : JV1(u) 6 0}. If γ ∈ Γ, then g := (γ, 0) ∈ Γ̃
and J̃V1(g(t)) = JV1(γ(t)), t ∈ [0, 1]. And if g = (g1, g2) ∈ Γ̃, then γ := gg2

1 ∈ Γ and JV1(γ(t)) =
J̃V1(g(t)), t ∈ [0, 1]. Hence, we have

inf
g∈Γ̃

max
t∈[0,1]

J̃V1(g(t)) = m̄V1(a1) = mV1(a1).

Thus, using the Ekeland variational principle as in [21, Lemma 2.3], it follows that there exists
a sequence {(un, tn)} ⊂ Sa1 ×R such that, as n→ ∞,

J̃V1(un, tn)→ mV1(a1), J̃V1 |′Sa1×R(un, tn)→ 0, tn → 0.

Note vn := utn
n . For any w ∈ {z ∈ H1(RN) :

∫
RN vnz = 0}, setting wn := w−tn , then (wn, 0) ∈

{(z, t) ∈ H1(RN)×R :
∫

RN unz = 0}. Hence,

JV1(vn)→ mV1(a1), 〈JV1 |′Sa1
(vn), w〉 = 〈 J̃V1 |′Sa×R(un, tn), (wn, 0)〉.

and by‖wn‖ 6 2‖w‖ for n enough large due to tn → 0, we have JV1 |′Sa1
(vn) → 0. Moreover,

by 〈 J̃V1 |′Sa1×R(un, tn), (0, 1)〉 → 0, we see PV1(vn) → 0. Hence, (2.4) holds. Since JV1(vn) =

JV1(|vn|), v−n → 0 a.e. in RN .

3 Proof of Theorem 1.3

In this section, the potential V1 6= 0 and V1 satisfies (H1)–(H3). When V1 = 0, we denote
JV1 , PV1 , Pa1,V1 , and mV1(a1) by J∞, P∞,Pa1,∞, and m∞(a1), respectively.

Before proving Theorem 1.1, we first consider the monotonicity of m∞(·).

Lemma 3.1. The map m∞(·) is decreasing on R+ \ {0}.
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Proof. Fix a > a1 > 0. By [31, Theorem 1.1 and Section 6], there exists u ∈ Pa1,∞ such that
J∞(u) = m∞(a1). Set v := (a1/a)(N−2)/4u((a1/a)1/2·). Then |v|22 = a, and by Lemma 2.5 (ii),
there exists tv ∈ R such that vtv ∈ Pa,∞. Moreover,

|∇vtv |22 = e2tv |∇v|22 = e2tv |∇u|22 = |∇utv |22,

|vtv |2∗2∗ = e2∗tv |v|2∗2∗ = e2∗tv |u|2∗2∗ = |utv |2∗2∗ ,

|vtv |p1
p1 = eγp1 p1tv |v|p1

p1 = eγp1 p1tv(a1/a)p1(γp1−1)/2|u|p1
p1 = (a1/a)p1(γp1−1)/2|utv |p1

p1 .

Let
Ψ(u, tv) :=

1
p1

eγp1 p1tv
(

1− (a1/a)p1(γp1−1)/2
)
|u|p1

p1 < 0.

Then, we can deduce that

m∞(a) 6 J∞(vtv) = J∞(utv) + Ψ(u, tv) < J∞(u) = m∞(a1),

which indicate m∞(·) is decreasing on R+ \ {0}.

Now, we present a key estimate for mV1(a1).

Lemma 3.2. One has that mV1(a1) < m∞(a1).

Proof. By [31, Theorem 1.1 and Section 6], there exists a positive radial va1 ∈ Pa1,∞ such that

J∞(va1) = m∞(a1). Using Lemma 2.5 (ii), there exists tva1
:= t(va1) > 0 such that v

tva1
a1 ∈ Pa1,V1 .

Since V1 6 0 and V1 6= 0, it is easy to check that

mV1(a1) 6 J(v
tva1
a1 ) < J∞(v

tva1
a1 ) 6 max

t>0
J∞(vt

a1
) = J∞(va1) = m∞(a1).

Proof of Theorem 1.3. In view of Lemma 2.6, we can obtain a sequence {un} ⊂ Sa1 satisfying

JV1(un)→ m(a1), JV1 |′Sa1
(un)→ 0, PV1(un)→ 0, n→ ∞,

and u−n → 0 a.e. in RN , and by Lemma 2.5 (iii), it is easy to see that {un} is bounded in E1.
Up to a subsequence, we assume that un ⇀ ua1 in E1, un → ua1 in Ls(RN), s ∈ (2, 2∗), a.e. in
RN and ua1 > 0 a.e. in RN . Moreover, since JV1 |′Sa1

(un) → 0, by [32, Proposition 5.12], there

exists λn ∈ R such that, for any ϕ ∈ H1(RN),∫
RN

[∇un · ∇ϕ + (V1 + λn)un ϕ− |un|2
∗−2un ϕ− |un|p1−2un ϕ] = on(1)‖ϕ‖. (3.1)

Choosing ϕ = un, we deduce that {λn} is bounded in R, and hence up to a subsequence,
λn → λ1 ∈ R. Now, we prove ua1 6= 0. If not, then un ⇀ 0 in H1

r (R
N) and un → 0 in

Ls(RN), s ∈ (2, 2∗). By Lemma 2.5 (ii), there exists tn := t(un) ∈ R such that P∞(utn
n ) = 0 and

utn
n ∈ Pa1,∞. By PV1(un) → 0 and JV1(un) → m(a1), we see that there exists δ > 0 such that
|∇un|2 > δ for sufficient large n. Using PV1(un)→ 0 again, we can assume that |un|2

∗
2∗ > δ2 for

sufficient large n. In view of Lemma 2.5 (iv), we see that lim infn→∞ etn > 0. If tn → ∞, then,

0 6 e−2tn J∞(utn
n )

=
1
2
|∇un|22 −

1
2∗

e(2
∗−2)tn |un|2

∗
2∗ −

1
p1

e(γp1 p1−2)tn |un|p1
p1

6
1
2

C− 1
2∗

e(2
∗−2)tn δ2 → −∞, (3.2)
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which is a contradiction. Hence, {tn} is bounded in R and we can assume that tn → t∗ ∈
(−∞, ∞). Since un → 0 in L2

loc(R
N) and lim|x|→∞ W1(x) = 0, we can obtain that

lim
n→∞

∫
RN

W1u2
n = 0,

and by PV1(un)→ 0, we have

0 = P∞(utn
n )

= e2tn

∫
RN

W1u2
n + (e2tn − e2∗tn)|un|2

∗
2∗ + γp1(e

2tn − eγp1 p1tn)|un|p1
p1 + on(1)

= (e2tn − e2∗tn)|un|2
∗

2∗ + on(1) (3.3)

which implies t∗ = 0. Therefore,

m∞(a1) 6 J∞(utn
n ) = JV1(un) + on(1) = mV1(a1) + on(1),

that is, m∞(a1) 6 mV1(a1), this is impossible, and thus ua1 6= 0. Moreover, passing to the limit
in (3.1) by the weak convergence, we infer that ua1 solves (1.6) with λ = λ1, and by Lemma
2.2, we see that λ1 > 0. Hence, 〈J′V1

(ua1), ua1〉+ λ1|ua1 |22 = 0 and PV1(ua1) = 0, and by (2.3), we
have JV1(ua1) > 0.

Set a := |ua1 |22. We claim that a = a1. If not, then b := a1 − a ∈ (0, a1) due to a 6 a1.
Let vn := un − ua1 , then vn ⇀ 0 in E1 and vn → 0 in L2

loc(R
N), and by lim|x|→∞ V1(x) =

lim|x|→∞ W1(x) = 0, we have

lim
n→∞

∫
RN

V1v2
n = lim

n→∞

∫
RN

W1v2
n = 0.

From the Brezis–Lieb lemma and (3.1), one have |vn|22 = b + on(1) and

J∞(vn) = JV1(vn) + on(1) = JV1(un)− JV1(ua1) + on(1) = mV1(a1)− JV1(ua1) + on(1), (3.4)

〈J′∞(vn), vn〉 = 〈J′V1
(vn), vn〉+ on(1)

= 〈J′V1
(un), un〉 − 〈J′V1

(ua1), ua1〉+ on(1)

= −λ1a1 − 〈J′V1
(ua1), ua1〉+ on(1)

= −λ1a1 + λ1a + on(1) = −λ1b + on(1), (3.5)

P∞(vn) = PV1(vn) + on(1) = PV1(un)− PV1(ua1) + on(1) = on(1). (3.6)

We claim that
lim inf

n→∞
|∇vn|22 > 0. (3.7)

As a matter of fact, if not, then we may assume that vn → 0 in D1,2(RN) and hence in L2∗(RN)

by the Sobolev inequality. We also have |vn|p1 → 0 by the Gagliardo–Nirenberg inequality.
Therefore, 〈J′∞(vn), vn〉 → 0, and by (3.5), we have b = 0, this is a contradiction. Thus, (3.7)
holds. Using Lemma 2.5 (ii) again, there exists tn := t(vn) ∈ R such that P∞(vtn

n ) = 0 and
vtn

n ∈ P|vn|22,∞. By Lemma 2.5 (iv) and (3.7), it is easy to see that lim infn→∞ etn > 0. Since

(3.6) and P∞(vtn
n ) = 0, by a similar proof as (3.2) and (3.3), we know that {tn} is bounded and

tn → 0. Hence, by (3.4), we have

m∞(|vn|22) 6 J∞(vtn
n ) = J∞(vn) + on(1) = mV1(a1)− JV1(ua1) + on(1).
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Noting that m∞(·) is decreasing in R+ \ {0} by Lemma 3.1, we have, for n large enough,

m∞(a1) < m∞(|vn|22) 6 mV1(a1)− JV1(ua) + on(1) < m∞(a1)− JV1(ua1) + on(1),

which implies that JV1(ua1) 6 0 contradicting to JV1(ua1) > 0. Hence, |ua1 |22 = a = a1. Using
un → ua1 in L2

loc(R
N) and lim|x|→∞ V1(x) = lim|x|→∞ W1(x) = 0, we have

lim
n→∞

∫
RN

V1u2
n =

∫
RN

V1u2
a1

, lim
n→∞

∫
RN

W1u2
n =

∫
RN

W1u2
a1

,

and by PV1(ua1) = 0, we deduce that

JV1(ua1)

= JV1(ua1)−
1

γp1 p1
PV1(ua1)

=

(
1
2
− 1

γp1 p1

)
|∇ua1 |22 +

1
2

∫
RN

V1u2
a1
+

1
γp1 p1

∫
RN

W1u2
a1
+

(
1

γp1 p1
− 1

2∗

)
|ua1 |2

∗
2∗

6 lim inf
n→∞

[(
1
2
− 1

γp1 p1

)
|∇un|22 +

1
2

∫
RN

V1u2
n +

1
γp1 p1

∫
RN

W1u2
n +

(
1

γp1 p1
− 1

2∗

)
|un|2

∗
2∗

]
= lim

n→∞
JV1(un) = m(a1),

in view of mV1(a1) 6 JV1(ua1), consequently, JV1(ua1) = mV1(a1). Using the strong maximum
principle [16, Theorem 8.19], we see that ua1 > 0. Therefore, ua1 is a positive radial ground
state normalized solution of (1.6).

4 Preliminaries about the system

In this section, we may assume that the potentials Vi, i = 1, 2 satisfy (H1)–(H3).
First, we prove the following monotonicity result.

Lemma 4.1. The map mVi(·) is nonincreasing on R+ \ {0}, where mVi(a) is defined in (1.7), i=1,2.

Proof. Here, we only consider the case i = 1. The case i = 2 is similar to the case i = 1. Fix
a > a1 > 0. By the definition of mV1(a1), there exists u0 ∈ Pa1,V1 such that

JV1(u0) 6 mV1(a1) + ε/3. (4.1)

Let φ ∈ C∞
0 (RN) be a radial cut off function such that φ(x) = 1 when x ∈ B1, φ(x) = 0

when x ∈ Bc
2. Set uδ(x) := φ(δx)u0(x), x ∈ RN , δ > 0. Then uδ ∈ E1 \ {0} and uδ → u0

in E1 as δ → 0+. It follows from Lemma 2.5 (ii) that, for any u ∈ Sa1 , there exists a unique
tu := t(u) ∈ R such that utu ∈ Pa1,V1 . Moreover, the map u 7→ tu is C1 by the Implicit Function
Theorem. Hence, t(uδ) → t(u0) = 0 in R and ut(uδ)

δ → u0 in E1 as δ → 0+. Take a fixed δ > 0
small enough such that

JV1(u
t(uδ)
δ ) 6 JV1(u0) + ε/3 (4.2)

and take ζ ∈ C∞
0 (RN) such that supp(ζ) ⊂ B1+4/δ \ B4/δ. Set ζ̄ := (a − |uδ|22)/|ζ|22ζ. Then

|ζ̄|22 = a− |uδ|22 and supp(ζ̄) ∩ supp(uδ) = ∅. For every s 6 0, let ws := uδ + ζ̄s, then ws ∈ Sa

and there exists t(ws) ∈ R such that wt(ws)
s ∈ Pa,V1 . We claim that t(ws) is bounded from above

as s → −∞. Suppose by contradiction that t(ws) → ∞ as s → −∞, and by ws → uδ 6= 0 a.e.
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in RN , we deduce that JV1(w
t(ws)
s )→ −∞ as s→ −∞. However, JV1(w

t(ws)
s ) > 0 by Lemma 2.5

(ii). This is absurd. Hence, the claim holds. Since s + t(ws) → −∞ as s → −∞, we have, as
s→ −∞,

|∇ζ̄s+t(ws)|2 → 0,
∫

RN
V1(e−(s+t(ws)))ζ̄2 → 0,

|ζ̄s+t(ws)|2∗ → 0, |ζ̄s+t(ws)|p1 → 0.

Consequently, JV1(ζ̄
s+t(ws)) 6 ε/3 when s < 0 small enough. Thus, by (4.2) and (4.1),

mV1(a) 6 JV1(w
t(ws)
s )

= JV1(u
t(ws)
δ ) + JV1(ζ̄

s+t(ws))

6 JV1(u
t(uδ)
δ ) + JV1(ζ̄

s+t(ws))

6 JV1(u0) + 2ε/3 6 mV1(a1) + ε,

which implies mV1(a) 6 mV1(a1). Hence, the conclusion holds.

Lemma 4.2. Assume that N = 3, 4 and (u, v) ∈ E1 × E2 is a nonnegative solution of (1.1). Then,
u > 0 and u 6= 0 imply that λ1 > 0; v > 0 and v 6= 0 imply that λ2 > 0.

Proof. Since u 6= 0 satisfies

−∆u = −(V1 + λ1)u + |u|2∗−2u + |u|p1−2u + βr1|u|r1−2u|v|r2 in RN ,

it follows from u > 0 that the right hand side is nonnegative if λ1 6 0, and by [19, Lemma
A.2], we obtain u = 0, which contradicts to the assumption u 6= 0. Hence, λ1 > 0. Similarly,
we also can obtain that v > 0 and v 6= 0 implies that λ2 > 0.

The following lemma is a version of the Brezis–Lieb lemma.

Lemma 4.3. Suppose that N > 3, r1, r2 > 1 and r ∈ (2, 2∗]. If (un, vn) ⇀ (u, v) in E1 × E2, then,
up to a subsequence if you need,

lim
n→∞

∫
RN

(|un|r1 |vn|r2 − |un − u|r1 |vn − v|r2 − |u|r1 |v|r2) = 0.

Proof. See [11, Lemma 2.3] for the proof of the lemma.

Let η : R× E1 × E2 → E1 × E2,

η(t, u, v) := (ut, vt) = (eNt/2u(et·), eNt/2v(et·)).

Then

I(η(t, u, v)) =
e2t

2
(
|∇u|22 + |∇v|22

)
+

1
2

∫
RN

(
V1(e−tx)u2 + V2(e−tx)v2)− e2∗t

2∗
(
|u|2∗2∗ + |v|2

∗
2∗

)
− eγp1 p1t

p1
|u|p1

p1 −
eγp2 p2t

p2
|v|p2

p2 − βeγrrt
∫

RN
|u|r1 |v|r2 .

Lemma 4.4. Fix (u, v) ∈ Sa1 × Sa2 . Then I(η(t, u, v)) → 0+ as t → −∞ and I(η(t, u, v)) → −∞
as t→ ∞.

Proof. The proof is standard, therefore it is omitted here.
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Lemma 4.5. Let Dk := {(u, v) ∈ Sa1 × Sa2 : |∇u|22 + |∇v|22 6 k}. Then there exists k0 > 0
sufficiently small such that

0 < sup
(u,v)∈Dk0

I < inf
(u,v)∈∂D2k0

I.

Proof. For any (u, v) ∈ Sa1 × Sa2 , using the condition (H1), (1.5), the Gagliardo–Nirenberg and
Hölder inequalities, we have∫

RN
(V1u2 + V2v2) > −max{τ1, τ2}

(
|∇u|22 + |∇v|22

)
,

1
2∗
(
|u|2∗2∗ + |v|2

∗
2∗

)
6

1
2∗S2∗/2

(
|∇u|22 + |∇v|22

)2∗/2
,

1
p1
|u|p1

p1 6 C1|∇u|γp1 p1
2 6 C1

(
|∇u|22 + |∇v|22

)γp1 p1/2
,

1
p2
|v|p2

p2 6 C2|∇v|γp2 p2
2 6 C2

(
|∇u|22 + |∇v|22

)γp2 p2/2

and

β
∫

RN
|u|r1 |v|r2 6 β|u|r1

r |v|r2
r 6 βC3

(
|∇u|22 + |∇v|22

)γrr/2
, (4.3)

where C1 = C(N, p1, a1), C2 = C(N, p2, a2) and C3 = C(N, r1, r2, a1, a2). Set d := |∇u|22 + |∇v|22.
Then

I(u, v) >
1
2
(1−max{τ1, τ2}) d− 1

2∗S2∗/2 d2∗/2 − C1dγp1 p1/2 − C2dγp2 p2/2 − βC3dγrr/2.

Since 2∗, γp1 p1, γp2 p2, γrr > 2, it is easy to see that there exists k0 > 0 small enough such that
I(u, v) > 0 for all (u, v) ∈ D2k0 . Fixing (u1, v1) ∈ Dk0 and (u2, v2) ∈ ∂D2k0 , we have

I(u2, v2)− I(u1, v1)

>
1
2
(|∇u2|22 + |∇v2|22) +

1
2

∫
RN

(V1u2
2 + V2v2

2)−
1
2∗

(|u2|2
∗

2 + |v2|2
∗

2 )

− 1
p1

∫
RN
|u2|p1 − 1

p2

∫
RN
|v2|p2 − β

∫
RN
|u2|r1 |v2|r2 − 1

2

∫
RN

(|∇u1|2 + |∇v1|2)

>
(

1
2
−max{τ1, τ2}

)
k0 −

1
2∗S2∗/2 (2k0)

2∗/2 − C1(2k0)
γp1 p1/2 − C2(2k0)

γp2 p2/2 − βC3(2k0)
γrr/2

>
1
4

(
1
2
−max{τ1, τ2}

)
k0,

for k0 > 0 small enough. Thus, we can choose a sufficient small k0 > 0 to satisfy the desired
result.

Let ũ ∈ Sa1 be the positive radial ground state normalized solution of (1.6) with i = 1 and
ṽ ∈ Sa2 be the positive radial ground state normalized solution of (1.6) with i = 2. By Lemmas
4.4 and 4.5, there exist t1, t2 ∈ R with t1 < −1 < 1 < t2 such that

e2t1
(
|∇ũ|22 + |∇ṽ|22

)
< k, I(η(t1, ũ, ṽ)) > 0,

and
e2t2
(
|∇ũ|22 + |∇ṽ|22

)
> 2k, I(η(t1, ũ, ṽ)) 6 0.

Set
Γ0 := {h ∈ C([0, 1], Sa1 × Sa2) : h(0) = η(t1, ũ, ṽ), h(1) = η(t2, ũ, ṽ)}.
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Then Γ0 6= ∅. In fact, set h0(t) = η((1− t)t1 + tt2, ũ, ṽ), then h0 ∈ Γ0. Thus, we can define

cβ(a1, a2) := inf
h∈Γ0

max
t∈[0,1]

I(h(t)).

Clearly, cβ(a1, a2) > 0.

Lemma 4.6. limβ→∞ cβ(a1, a2) = 0.

Proof. Since h0 ∈ Γ0, we have

cβ(a1, a2) 6 max
t∈[0,1]

I(h0(t))

6 max
t>0

(
1
2

t2(|∇ũ|22 + |∇ṽ|22)− βtγrr
∫

RN
|ũ|r1 |ṽ|r2

)
= Cβ−2/(γrr−2) → 0, β→ ∞,

where C is a positive constant independent of β.

5 Proof of Theorem 1.1

In order to construct a bounded PS sequence of I at the level cβ(a1, a2). Adapting the approach
from [21], we introduce the C1-functional Φ : E1 × E2 ×R→ R with Φ(u, v, t) := I(η(t, u, v))
and define

c̃β(a1, a2) := inf
h̃∈Γ̃0

max
t∈[0,1]

Φ(h̃(t)),

where Γ̃0 = {h̃ ∈ C([0, 1], Sa1 × Sa2 ×R) : h̃(0) = (η(t1, ũ, ṽ), 0), h̃(1) = (η(t2, ũ, ṽ), 0)}. It is
easy to prove that cβ(a1, a2) = c̃β(a1, a2). The next lemma is special case of [15, Theorem 4.5].

Lemma 5.1. Let X be a Hilbert manifold, F ∈ C1(X, R) be a given functional, K ⊂ X be compact and
consider a subset

D ⊂ {E ⊂ X : E is compact, K ⊂ E},
which is homotopy-stable, that is, it is invariant with respect to deformations leaving K fixed. Assume
that

max
u∈K

F(u) < c := inf
E∈D

max
u∈E

F(u) ∈ R.

Let εn ∈ R, εn → 0 and En ∈ D be a sequence such that

0 6 max
u∈En

F(u)− c 6 εn.

Then there exists a sequence un ∈ X such that, for some constant C > 0,

|F(un)− c| 6 εn, ‖F|′X(un)‖ 6 C
√

εn, dist(un, En) 6 C
√

εn.

Lemma 5.2. Let {h̃n} ⊂ Γ̃0 be a sequence such that

max
t∈[0,1]

Φ(h̃n(t)) 6 cβ(a1, a2) +
1
n

.

Then there exist a sequence (un, vn, tn) ∈ Sa1 × Sa2 ×R such that, as n→ ∞,

Φ(un, vn, tn)→ cβ(a1, a2), Φ|′Sa1×Sa2×R(un, vn, tn)→ 0, (5.1)

and
min

t∈[0,1]
‖(un, vn, tn)− h̃n(t)‖H1(RN)×R → 0. (5.2)
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Proof. This lemma follows directly from Lemma 5.1 applied to Φ with

X := Sa1 × Sa2 ×R, K := {(η(t1, ũ, ṽ), 0), (η(t2, ũ, ṽ), 0)},

D := {h̃([0, 1]) : h̃ ∈ Γ̃0}, En := {h̃n(t) : t ∈ [0, 1]}.

Indeed, c := infE∈Dmax(u,v,t)∈E Φ(u, v, t) = infE∈Dmax(u,v,t)∈E I(η(t, u, v)) = cβ(a1, a2). On the
one hand, for any h ∈ Γ0, h̃([0, 1]) = (h([0, 1]), 0) ∈ D. Hence,

c 6 max
(u,v,t)∈h̃([0,1])

I(η(t, u, v)) = max
(u,v)∈h([0,1])

I(u, v) = max
t∈[0,1]

I(h(t)).

Thus, c 6 cβ(a1, a2). On the other hand, we show that cβ(a1, a2) 6 c. Suppose by contra-
diction that c < cβ(a1, a2). Then max(u,v,t)∈E I(η(t, u, v)) < cβ(a1, a2) for some E ∈ D, hence
sup(u,v,t)∈Bδ(E) I(η(t, u, v)) < cβ(a1, a2) for some δ > 0, where Bδ(E) is the δ neighborhood of
E. Moreover, Bδ(E) is open and connected, so it is path connected. Therefore, there exists a
path h̃0 ∈ Γ̃0 such that maxt∈[0,1] Φ(h̃0(t)) < cβ(a1, a2). This is impossible.

Lemma 5.3. There exists a bounded sequence {(wn, zn)} ⊂ Sa1 × Sa2 such that, as n→ ∞,

I(wn, zn)→ cβ(a1, a2), I|′Sa1×Sa2
(wn, zn)→ 0, (5.3)

P(wn, zn) := |∇wn|22 + |∇zn|22 −
∫

RN
(W1w2

n + W2z2
n)− |wn|2

∗
2∗ − |zn|2

∗
2∗

− γp1 |wn|p1
p1 − γp2 |zn|p2

p2 − βγrr
∫

RN
|wn|r1 |zn|r2 → 0, (5.4)

w−n → 0 a.e. in RN and z−n → 0 a.e. in RN .

Proof. First, by the definition of cβ(a1, a2), there exists a sequence {hn} ⊂ Γ0 such that

max
t∈[0,1]

I(hn(t)) 6 cβ(a1, a2) +
1
n

.

We observe that, since I(u, v) = I(|u|, |v|) for any (u, v) ∈ E1 × E2, we can take hn(t) > 0
a.e. in RN for every t ∈ [0, 1] and n ∈ N. Applying Lemma 5.2 to h̃n := (hn, 0) ∈ Γ̃0, we see
that there exists a sequence {(un, vn, tn)} ⊂ Sa1 × Sa2 ×R such that (5.1) and (5.2) hold. Note
(wn, zn) := (utn

n , vtn
n ). By hn(t) > 0 a.e. in RN and (5.2), we see that, up to a subsequence,

u−n → 0 a.e. and v−n → 0 a.e.. Hence, w−n → 0 a.e. and z−n → 0 a.e.. For any

(w1, w2) ∈ {(u, v) ∈ E1 × E2 :
∫

RN
wnu =

∫
RN

znv = 0},

setting (wn
1 , wn

2 ) := (w−tn
1 , w−tn

2 ), then

(wn
1 , wn

2 , 0) ∈
{
(u, v, t) ∈ E1 × E2 ×R :

∫
RN

unu =
∫

RN
vnv = 0

}
.

Hence,
I(wn, zn)→ cβ(a1, a2), tn → 0

and
〈I|′Sa1×Sa2

(wn, zn), (w1, w2)〉 = 〈Φ|′Sa1×Sa2×R(un, vn, tn), (wn
1 , wn

2 , 0)〉.
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Since ‖(wn
1 , wn

2 )‖ 6 4‖(w1, w2)‖ for n enough large, we have I|′Sa1×Sa2
(wn, zn) → 0. Therefore,

(5.3) hold. Moreover, by 〈Φ|′Sa1×Sa2×R(un, vn, tn), , (0, 0, 1)〉 → 0, we see P(wn, zn) → 0. Hence,
(5.4) hold.

Now, we prove that {(wn, zn)} ⊂ Sa1 × Sa2 is bounded in E1 × E2. By (H1) and (H2), if
r = min{p1, p2, r}, then, for sufficiently large n,

cβ(a1, a2) + 1

> I(wn, zn)−
1

γrr
P(wn, zn)

>
(

1
2
− 1

γrr

) (
|∇wn|22 + |∇zn|22

)
+

1
2

∫
RN

(V1w2
n + V2z2

n) +
1

γrr

∫
RN

(W1w2
n + W2z2

n)

>
(

1− τ1

2
− 1 + θ1

γrr

)
|∇wn|22 +

(
1− τ2

2
− 1 + θ2

γrr

)
|∇zn|22;

if p1 = min{p1, p2, r}, then, for sufficiently large n,

cβ(a1, a2) + 1

> I(wn, zn)−
1

γp1 p1
P(wn, zn)

>
(

1
2
− 1

γp1 p1

) (
|∇wn|22 + |∇zn|22

)
+

1
2

∫
RN

(V1w2
n + V2z2

n) +
1

γp1 p1

∫
RN

(W1w2
n + W2z2

n)

>
(

1− τ1

2
− 1 + θ1

γp1 p1

)
|∇wn|22 +

(
1− τ2

2
− 1 + θ2

γp1 p1

)
|∇zn|22;

if p2 = min{p1, p2, r}, then, for sufficiently large n,

cβ(a1, a2) + 1

> I(wn, zn)−
1

γp2 p2
P(wn, zn)

>
(

1
2
− 1

γp2 p2

) (
|∇wn|22 + |∇zn|22

)
+

1
2

∫
RN

(V1w2
n + V2z2

n) +
1

γp2 p2

∫
RN

(W1w2
n + W2z2

n)

>
(

1− τ1

2
− 1 + θ1

γp2 p2

)
|∇wn|22 +

(
1− τ2

2
− 1 + θ2

γp2 p2

)
|∇zn|22.

In these three cases, we conclude that {(w,zn)} is bounded in E1 × E2.

It follows from Lemma 5.2 that there exists a nonnegative (w0, z0) ∈ E1 × E2 such that, up
to a subsequence,

(wn, zn) ⇀ (w0, z0) in E1 × E2,

(wn, zn) ⇀ (w0, z0) in Lq1(RN)× Lq2(RN), q1, q1 ∈ [2, 2∗],

(wn, zn)→ (w0, z0) in Lq1(RN)× Lq2(RN), q1, q1 ∈ (2, 2∗),

(wn, zn)→ (w0, z0) a.e. in RN .

(5.5)

Since I|′Sa1×Sa2
(wn, zn) → 0, by the Lagrange multipliers rule, there exists a sequence

{(λn
1 , λn

2)} ⊂ R×R such that

I′(wn, zn) + λn
1(wn, 0) + λn

2(0, zn)→ 0, in (E1 × E2)
∗. (5.6)

Take (wn, 0) and (0, zn) as test functions in (5.6), we see that {(λn
1 , λn

2)} is bounded in R×R.
Then there exists (λ1, λ2) ∈ R×R such that, up to a subsequence, (λn

1 , λn
2)→ (λ1, λ2).
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Lemma 5.4. There exists β∗ > 0 sufficiently large such that (wn, zn) → (w0, z0) in L2∗(RN) ×
L2∗(RN) when β > β∗, moreover, (w0, z0) 6= 0.

Proof. We firstly prove that wn → w0 in L2∗(RN). Using the concentration-compactness prin-
ciple [24], we see that there exist finite nonnegative measure µ and ν, and a most countable
index set Λ such that |∇wn|2 ⇀ µ in sense of measure, |wn|2

∗
⇀ ν in sense of measure and

µ > |∇w0|2 + ∑j∈Λ µjδxj µj > 0,

ν = |w0|2
∗
+ ∑j∈Λ νjδxj νj > 0,

νj 6 S−2∗/2µ2∗/2
j j ∈ Λ,

(5.7)

where xj ∈ RN and δxj is the Dirac measure at xj. Let χR ∈ C∞
0 (RN) be a cut off function

satisfying χR(x) = 1 in BR(xj), χR(x) = 0 in Bc
2R(xj) and |∇χR| 6 2/R. It follows from

Lemma 5.2 that {χRwn} is bounded in E1. Now, take (χRwn, 0) as a test function in (5.6), then

lim
n→∞
〈I′(wn, zn) + λn

1(wn, 0) + λn
2(0, zn), (χRwn, 0)〉 = 0. (5.8)

By (5.5), the absolute continuity of integral and the Hölder inequality, we can deduce that

lim
R→0

lim
n→∞

∫
RN

V1w2
nχR = lim

R→0

∫
RN

V1w2
0χR = 0, (5.9)

lim
R→0

lim
n→∞

∫
RN

λn
1 w2

nχR = λ1 lim
R→0

∫
RN

w2
0χR = 0, (5.10)

lim
R→0

lim
n→∞

∫
RN

wn∇wn · ∇χR = lim
R→0

∫
RN

w0∇w0 · ∇χR = 0, (5.11)

lim
R→0

lim
n→∞

∫
RN
|wn|p1 χR = lim

R→0

∫
RN
|w0|p1 χR = 0, (5.12)

and

lim
R→0

lim
n→∞

∫
RN
|wn|r1 |zn|r2 χR = lim

R→0

∫
RN
|w0|r1 |z0|r2 χR = 0. (5.13)

It follows from (5.8) and (5.9)–(5.13) that

lim
R→0

lim
n→∞

∫
RN
|∇wn|2χR = lim

R→0
lim
n→∞

∫
RN
|wn|2

∗
χR,

that is,

lim
R→0

∫
RN

χRdµ = lim
R→0

∫
RN

χRdν. (5.14)

Using (5.7) and (5.14), we can obtain νj > µj, furthermore, either µj = 0 or µj > SN/2 for
j ∈ Λ. Observe that, for any j ∈ Λ, µj = 0 if and only if νj = 0. If µj = 0, then νj = 0
and |wn|2

∗
2∗ → |w0|2

∗
2∗ by (5.7), combining wn ⇀ w0 in L2∗(RN), we conclude that wn → w0 in

L2∗(RN). If µj > SN/2, then we split three cases.
If r = min{r, p1, p2}, then, by Lemma 4.6, there exists β1 > 0 sufficiently large such that,

for β > β1,

cβ(a1, a2) <

(
1− τ1

2
− 1 + θ1

γrr

)
SN/2. (5.15)



18 L. Long and X. J. Feng

It follows from (5.7) that

cβ(a1, a2) = lim
n→∞

I(wn, zn)−
1

γrr
P(wn, zn)

>
(

1− τ1

2
− 1 + θ1

γrr

) ∫
RN
|∇wn|2χRdx

=

(
1− τ1

2
− 1 + θ1

γrr

) ∫
RN

χRdµ

>
(

1− τ1

2
− 1 + θ1

γrr

)
µj >

(
1− τ1

2
− 1 + θ1

γrr

)
SN/2,

which contradicts to (5.15). If p1 = min{r, p1, p2} or p2 = min{r, p1, p2}, similarly as the case
r = min{r, p1, p2}, them also yields a contradiction.

In summary, going if necessary to replace a larger β∗, we obtain µj = νj = 0 for all j ∈ Λ
and β > β∗. Consequently, wn → w0 in L2∗(RN) when β > β∗. zn → z0 in L2∗(RN) can be
obtained in the similar way.

By Lemma 5.3, we know that (w0, z0) is a nonnegative solution of (1.1). Suppose that by
contradiction (w0, z0) = 0, and by (4.3),

∫
RN W1w2

n → 0,
∫

RN W2z2
n → 0, the strong convergence

of L2∗ , Lp1 , Lp2 , Lr and P(wn, zn)→ 0, we see that

lim
n→∞

∫
RN

(|∇wn|2 + |∇zn|2) = 0.

Hence, by
∫

RN V1w2
n → 0,

∫
RN V2z2

n → 0, we have cβ(a1, a2) = limn→∞ I(wn, zn) = 0, which
contradicts to cβ(a1, a2) > 0. Hence, (w0, z0) 6= 0.

Lemma 5.5. If cβ(a1, a2) < min{mV1(a1), mV2(a2)}, then (wn, zn)→ (w0, z0) in E1×E2. Moreover,
(u0, v0) ∈ Sa1 × Sa2 is a positive radial normalized solution of (1.1) with λ1 > 0 and λ2 > 0.

Proof. We know from Lemmas 5.3 and 5.4 that (w0, z0) is nonnegative and (w0, z0) 6= 0.
If w0 6= 0 and z0 = 0, then w0 is a nontrivial radial solutions of (1.6) with i = 1 and w0 > 0

by the maximum principle, where |w0|22 = a 6 a1. By Lemma 4.1 and Theorem 1.3, we see
that mV1(a1) 6 mV1(a) 6 JV1(w0) = I(w0, 0). It follows from the conditions (H1) and (H2) that

lim
n→∞

∫
RN

V1
[
w2

n − (wn − w0)
2 − w2

0
]
= 0, lim

n→∞

∫
RN

V1(wn − w0)
2 = 0 (5.16)

and

lim
n→∞

∫
RN

W1
[
w2

n − (wn − w0)
2 − w2

0
]
= 0, lim

n→∞

∫
RN

W1(wn − w0)
2 = 0. (5.17)

Applying the Brezis–Lieb lemma, Lemma 4.3, (5.17), (5.16) and the Lp1 , Lp2 , L2∗ , Lr strong con-
vergence, we deduce that

on(1) = P(wn, zn)

= P(wn − w0, zn) + P(w0, 0) + on(1)

=
∫

RN
(|∇(wn − w0)|2 + |∇zn|2) + on(1) (5.18)
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and

cβ(a1, a2) = lim
n→∞

I(wn, zn)

= lim
n→∞

I(wn − w0, zn) + I(w0, 0) + on(1)

>
1
2

lim
n→∞

∫
RN

(|∇(wn − w0)|2 + |∇zn|2) + mV1(a1) > mV1(a1), (5.19)

which contradicts to cβ(a1, a2) < mV1(a1).
If w0 = 0 and z0 6= 0, then z0 is a nontrivial radial solutions of (1.6) with i = 2 and z0 > 0

by the maximum principle, where b = |z0|22 6 a2 and mV2(a2) 6 mV2(b) 6 JV2(z0) = I(0, z0).
Similarly as (5.18) and (5.19), we also can derive a contradiction.

Hence, (w0, z0) is nonnegative, w0 6= 0 and z0 6= 0, and by Lemma 4.2, we can obtain
λ1 > 0 and λ2 > 0. By the Pohozaev and Nehari identities, it is easy to see that

λ1|w0|22 + λ2|z0|22 = −
∫

RN
(V1w2

0 + V2z2
0)−

∫
RN

(W1w2
0 + W2z2

0)

+ (1− γp1)|w0|p1
p1 + (1− γp2)|z0|p2

p2 + βr(1− γr)
∫

RN
|w0|r1 |z0|r2 ,

and combining P(wn, zn)→ 0, we have

λ1a1 + λ2a2 = lim
n→∞

(
λn

1 |wn|22 + λn
2 |zn|22

)
= lim

n→∞

[
−
∫

RN
(V1w2

n + V2z2
n)−

∫
RN

(W1w2
n + W2z2

n)

+ (1− γp1)|wn|p1
p1 + (1− γp2)|zn|p2

p2 + βr(1− γr)
∫

RN
|wn|r1 |zn|r2

]
= −

∫
RN

(V1w2
0 + V2z2

0)−
∫

RN
(W1w2

0 + W2z2
0)

+ (1− γp1)|w0|p1
p1 + (1− γp2)|z0|p2

p2 + βr(1− γr)
∫

RN
|w0|r1 |z0|r2

= λ1|w0|22 + λ2|z0|22,

which implies that |w0|22 = a1 and |z0|22 = a2, that is, (wn, zn) → (w0, z0) in L2(RN)× L2(RN).
Therefore, from (5.5), (5.6) and Lemma 5.4, we know that

lim
n→∞

(|∇wn|22 + λ1|wn|22) = lim
n→∞

(
−
∫

RN
V1w2

n + |wn|2
∗

2∗ + |wn|p1
p1 + βr1

∫
RN
|wn|r1 |zn|r2

)
= −

∫
RN

V1w2
0 + |w0|2

∗
2∗ + |w0|p1

p1 + βr1

∫
RN
|w0|r1 |z0|r2

= |∇w0|22 + λ1|w0|22,

that is ‖wn‖1 → ‖w0‖1 as n → ∞. Similarly, we also have ‖zn‖2 → ‖z0‖2. Hence, it is easy to
see that (wn, zn)→ (w0, z0) in E1 × E2. This completes the proof.

Proof of Theorem 1.1. By Lemmas 5.3, 5.4 and 5.5, we complete the proof of Theorem 1.1.
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