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Abstract. This paper is concerned with the existence of positive solutions for asymp-
totically periodic quasilinear Schrödinger equations. By using a Nehari-type constraint
and Moser iteration, we get the existence results which is a complement to the ones
in Chu and Liu [Nonlinear Anal. Real World Appl. 44(2018), 118–127]. Moreover, we
consider a new reformative asymptotic processes of the potential function and the non-
linearity term is only locally defined.
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1 Introduction and main results

We are concerned with the existence of solutions for the following quasilinear Schrödinger
equation

−∆u + V(x)u − u
2
√

1 + u2
∆(

√
1 + u2) = λh(u), x ∈ RN , (1.1)

which models the self-channeling of a high-power ultrashort laser in matter (see [2]).
The main mathematical difficulty with problem (1.1) is caused by the quasilinear term

u
2
√

1+u2 ∆(
√

1 + u2), the natural functional corresponding to problem (1.1) maybe not well de-

fined for all u ∈ H1(RN). To overcome this difficulty, various arguments have been developed,
such as a change of variables (see [1, 4, 5, 11, 15, 17]) and a perturbation method (see [3]). Chu
and Liu [1] proved that (1.1) has a positive solution by using the monotonicity trick and a
priori estimate in the radial space. It is a little surprising that no condition is assumed on the
nonlinear term h(u) near infinity. For the periodic potential, there are references [4, 5], they
discussed the following equation

−∆u + V(x)u − [∆(1 + u2)α/2]
αu

2(1 + u2)(2−α)/2
= h(x, u), (1.2)
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where α is a parameter. Jalilian [4] considered equation (1.2) with 1.36 < α ≤ 2 and proved
that (1.2) had infinitely many geometrically distinct solutions. Then, Li [5] extended the re-
sults to 1 ≤ α ≤ 2 and proved the existence of a ground state solution for equation (1.2). Shen
and Wang [11] studied the well potential and got the standing wave solutions for (1.1) with
subcritical or critical growth by using Resonance Theorem and Hahn–Banach Theorem. For
the steep potential well, one can see [15], the authors obtained the existence of a ground state
solution by using the Mountain Pass Theorem, and considered the concentration behavior of
the solution. In [17], the authors considered the constant potential and obtained the existence
and multiplicity of radial and nonradial normalized solutions for problem (1.1) when h sat-
isfies the well-known Berestycki–Lions condition. As far as we know, there are no results
concerning problem (1.1) with the asymptotically periodic potential except [16].

However, the related semilinear equation with the asymptotically periodic condition has
been extensively studied, see [6,8,13,18] and their references. We would like to point out that
in reference [6, 8], they discussed the asymptotically periodic potential and given reformative
conditions which unify the asymptotic processes of V, h at infinity. The asymptotic processes
is weaker than those in [13, 18].

In the present paper, we borrow an idea from [1, 6] to discuss problem (1.1) with the
asymptotically periodic potential. Denote

F0 :=
{

k(x) : ∀ϵ > 0, lim|y|→∞ meas{x ∈ B1(y) : |k(x)| ≥ ϵ} = 0
}

.

Then, we give some assumptions on the potential V(x) and the nonlinear term h(s).

(V) 0 ≤ V(x) ≤ V0(x) ∈ L∞(RN), V(x)− V0(x) ∈ F0, infx∈RN V0(x) > 0 and V0(x) satisfies
V0(x + z) = V0(x) for all x ∈ RN and z ∈ ZN .

The function h ∈ C(R, R) satisfies

(h1) there exist p > 2, δ ∈ (0, 1) such that the function s 7→ h(s)
sp−1 is nondecreasing and h(s) > 0

on (0, δ].

(h2) there exists q ∈ (2, 2∗) such that lim infs→0+
H(s)

sq > 0, where H(s) =
∫ s

0 h(t)dt and
2∗ = 2N

N−2 is the Sobolev critical exponent.

Now we state our main result.

Theorem 1.1. Suppose that conditions (V) and (h1), (h2) are satisfied, then there is λ1 > 0 such that
problem (1.1) possesses a positive solution for λ ≥ λ1.

Remark 1.2. (1) We emphasize that no condition is assumed on the nonlinear term h(u) near
infinity in Theorem 1.1. In all these previous works for problem (1.1), among other assump-
tions, the authors always assume that the nonlinear term h(u) has growth conditions near
infinity except [1]. However, Chu and Liu [1] investigated quasi-linear Schrödinger equations
in the radial space. They had the compactness and got certain solutions easily. In our cases,
we do not have compact embedding. Due to the lack of compact embedding, the existence
of ground states of problem (1.1) becomes rather complicated. we borrow an idea from [6] to
overcome this difficulty.

(2) Our results also can be seen as the extension of semilinear poroblem in [6] to the
quasilinear one.

(3) For simplicity, we will abbreviate
∫

RN k(x)dx as
∫

RN k(x).
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Notation: In this paper, we use the following notations.

• H1(RN) is the usual Hilbert space endowed with the norm

∥u∥2
H =

∫
RN

(
|∇u|2 + u2

)
.

• Ls(RN) is the usual Banach space endowed with the norm

∥u∥s
s =

∫
RN

|u|s, ∀s ∈ [1,+∞).

• ∥u∥∞ = ess supx∈RN |u(x)| denotes the usual norm in L∞(RN).

• E = {u ∈ H1(RN) :
∫

RN V(x)u2 < ∞} is endowed with the norm

∥u∥2 =
∫

RN

(
|∇u|2 + V(x)u2

)
.

• Br(y) := {x ∈ RN : |x − y| < r}.

• C, C1, C2, . . . denote various positive (possibly different) constants.

2 Some preliminary results

We note that the solutions of problem (1.1) are the critical points of the functional

Jh(u) =
1
2

∫
RN

[(
1 +

u2

2(1 + u2)

)
|∇u|2

]
+

1
2

∫
RN

V(x)u2 − λ
∫

RN
H(u).

Variational methods cannot be applied directly to find weak solutions of problem (1.1), since
the natural associated functional Jh(u) is not well defined in general in the space E. To over-
come this difficulty, we borrow an idea from Shen and Wang [10].

Let F(u) :=
∫ u

0 f (t)dt, where f is defined by

f (t) =

√
1 +

t2

2(1 + t2)
. (2.1)

After the change of variables u = F−1(v) from J, we get a new variational functional

Ih(v) =
1
2

∫
RN

(|∇v|2 + V(x)|F−1(v)|2)− λ
∫

RN
H(F−1(v)).

Since f is a nondecreasing positive function, we obtain |F−1(v)| ≤ |v|
f (0) = |v|. From this and

the conditions of h, it is clear that Ih is well defined in E and Ih ∈ C1(E, R) (see [2, 10, 11] for
details). Now, we give another equation

−div
[(

1 +
u2

2(1 + u2)

)
∇u

]
+ V(x)u +

u
2(1 + u2)2 |∇u|2 = λh(u), (2.2)



4 J.-X. Han, Y.-T. Wei and Y.-F. Xue

which is equivalent to (1.1). In fact, we only need to show that

−div
[(

1 +
u2

2(1 + u2)

)
∇u

]
+

u
2(1 + u2)2 |∇u|2 = −∆u − u

2
√

1 + u2
∆(

√
1 + u2).

By a direct calculation, we obtain

− div
[(

1 +
u2

2(1 + u2)

)
∇u

]
+

u
2(1 + u2)2 |∇u|2

= −div∇u − u2

2(1 + u2)
div∇u −∇u · ∇ u2

2(1 + u2)
+

u
2(1 + u2)2 |∇u|2

= −∆u − u2

2(1 + u2)
∆u − u

2(1 + u2)2 |∇u|2

= −∆u − u
2
√

1 + u2

(
u√

1 + u2
div∇u +∇u · ∇ u√

1 + u2

)
= −∆u − u

2
√

1 + u2
∆(

√
1 + u2).

If u is a weak solution of problem (1.1), then it is also a weak solution of (2.2) and should
satisfy∫

RN

[(
1 +

u2

2(1 + u2)

)
∇u · ∇φ +

u
2(1 + u2)2 |∇u|2φ + V(x)uφ − λh(u)φ

]
= 0, (2.3)

for all φ ∈ C∞
0 (RN). Let φ = ψ

f (u) , then, it can be checked that (2.3) is equivalent to the
following equality∫

RN

(
∇v · ∇ψ + V(x)

F−1(v)
f (F−1(v))

ψ − λ
h(F−1(v))
f (F−1(v))

ψ

)
= 0. (2.4)

Therefore, in order to find the solutions of problem (1.1), it suffices to study the existence of
solutions of the following equation

−△v + V(x)
F−1(v)

f (F−1(v))
= λ

h(F−1(v))
f (F−1(v))

, x ∈ RN . (2.5)

Now, we summarize the properties of F−1, f .

Lemma 2.1. The functions F−1, f satisfy the following properties:

(1) 1 ≤ f (t) ≤
√

3
2 for all t ∈ R;

(2) 1 ≤ F−1(t) f (F−1(t))
t ≤ 6 − 2

√
6 for all t ∈ R, t ̸= 0;

(3)
√

2
3 |t| ≤ |F−1(t)| ≤ |t| for all t ∈ R;

(4) F−1(t)
t → 1 as t → 0;

(5) F−1(t)
t →

√
2
3 as t → ∞;

(6) 0 ≤ f ′(t)t
f (t) ≤ 5 − 2

√
6 for all t ∈ R;
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(7) The function t
f (t)F(t) is strictly decreasing for all t ≥ 0;

(8) The function tµ

f (t)F(t) , µ ∈ (2, p) is strictly increasing for all t ≥ 0.

Proof. The proof of the items (1)–(6) have been proved in [11], we only need to prove items
(7)(8). Let l1(t) = t

f (t)F(t) . Since f (t) is strictly increasing in (0,+∞), one has

0 ≤ F(t) =
∫ t

0
f (s)ds < t f (t). (2.6)

Then using item (6) and (2.6), we obtain

l′(t) =
F(t)− t f (t)− f ′(t)t

f (t) F(t)

f (t)F2(t)
≤ F(t)− t f (t)

f (t)F2(t)
< 0.

The above inequality proves item (7).
Let lµ(t) = tµ

f (t)F(t) , l0(t) = [µ − (5 − 2
√

6)]F(t)− t f (t). It is following from item (6) that

l′0(t) = (µF(t)− t f (t))′ = f (t)
(

µ − (6 − 2
√

6)− f ′(t)t
f (t)

)
> 0.

We can get that l0(t) is strictly increasing in (0,+∞) and l0(t) > l0(0) = 0 for t > 0. Then,
using item (6) again, we obtain

l′µ(t) =
tµ−1

f (t)F2(t)

[
µF(t)− t f (t)− f ′(t)t

f (t)
F(t)

]
≥ tµ−1

f (t)F2(t)
l0(t) > 0.

The above inequality proves item (8).

Lemma 2.2 ([8]). Suppose that condition (V) is satisfied. Then, the norms ∥ · ∥H and ∥ · ∥ are
equivalent in the space E and the embedding E ↪→ Lα(RN) is continuous for any α ∈ [2, 2∗].

Lemma 2.3 ([12]). Let E be a real Banach space and I ∈ C1(E, R). Let S be a closed subset of E which
disconnects E in distinct connected components E1, E2. Suppose further that I(0) = 0 and

(1) 0 ∈ E1 and there is α > 0 such that I|S ≥ α > 0.

(2) there is ρ > 0, e ∈ E2, ∥e∥ > ρ, such that I(e) < 0.

Then I possesses a sequence {un} ⊂ E satisfying

I(un) → c ≥ α, (1 + ∥un∥)∥I′(un)∥ → 0, (2.7)

where c ≥ α > 0 given by

c = inf
γ∈Γ

max
t∈[0,1]

I(γ(t)), Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, γ(1) = e}.

We call the sequence {un} that satisfies (2.7) ia a (C)c sequence of the functional I.

Lemma 2.4. Assume that condition (V) holds. If {un} is bounded in E and un → 0 in Lα
loc(R

N) for
α ∈ [2, 2∗), one has

An1 :=
∫

RN
(V(x)− V0(x)) |F−1(un)|2 = on(1).
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Proof. When k(x) ∈ F0, for any ϵ > 0, there exists Rϵ > 0 such that∫
|k(x)|≥ϵ

u2 ≤ C0

∫
BRϵ+1(0)

u2 + C1ϵ2/N∥u∥2
H, ∀u ∈ E, (2.8)

where C0, C1 are positive constants and independent on ϵ. Inequality (2.8) has already been
proved in [8], we omit it here.

Let k(x) := V(x)− V0(x) ∈ F0, then, |k(x)| ≤ 2|V0(x)| ≤ 2∥V0∥∞, by using Lemma 2.1-(3)
and (2.8), we have

|An1| ≤
∫

RN
|k(x)||F−1(un)|2 ≤

∫
RN

|k(x)u2
n|

=
∫
|k(x)|≥ϵ

|k(x)u2
n|+

∫
|k(x)|<ϵ

|k(x)u2
n|

≤ 2∥V0∥∞

[
C0

∫
BRϵ+1(0)

u2
n + C1ϵ

2
N ∥un∥2

H

]
+ ϵ

∫
RN

|un|2

= on(1) + C2ϵ
2
N + C3ϵ.

Let ϵ → 0, Lemma 2.4 holds.

Lemma 2.5. Assume that condition (V) holds, {un} ⊂ E is bounded, |zn| → +∞. Then for any
φ ∈ C∞

0 (RN), one has

Bn1 :=
∫

RN
(V(x)− V0(x))

F−1(un)

f (F−1(un))
φ(x − zn) = on(1).

Proof. Since φ ∈ C∞
0 (RN), we get that∫

BRϵ+1(0)
|φ(x − zn)|2 = on(1). (2.9)

Let k(x) := V(x) − V0(x) ∈ F0, by using Lemma 2.1-(3), (2.8), (2.9) and the Hölder in-
equality, we have

|Bn1| ≤
∫
|k|≥ϵ

∣∣∣∣ k(x)F−1(un)

f (F−1(un))
φ(x − zn)

∣∣∣∣+ ∫
|k|<ϵ

∣∣∣∣ k(x)F−1(un)

f (F−1(un))
φ(x − zn)

∣∣∣∣
≤ 2∥V0∥∞

∫
|k|≥ϵ

|un φ(x − zn)|+ ϵ
∫
|k|<ϵ

|un φ(x − zn)|

≤ 2∥V0∥∞∥un∥2

( ∫
|k|≥ϵ

|φ(x − zn)|2
)1/2

+ ϵ∥un∥2∥φ∥2

≤ C4

(
C0

∫
BRϵ+1(0)

|φ(x − zn)|2 + C1ϵ2/N∥φ∥2
H

)1/2

+ C5ϵ

= on(1) + C6ϵ1/N + C5ϵ.

Let ϵ → 0, Lemma 2.5 is proved.

3 Proof of Theorem 1.1

By assumptions (h1) and (h2), we get that p ≤ q and

|h(s)s| ≤ C|s|p, ∀|s| ≤ δ.
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Then, we need to modify h(u) to prove our main results. Set

g(s) :=


0, s ≤ 0,

h(s), 0 < s ≤ δ,

C1sp−1, s > δ.

We can fix C1 > 0 such that g ∈ C(R, R+). According to the definition of g, and we can get
the following lemma easily.

Lemma 3.1. Suppose that (h1) is satisfied. Then

(1) lims→+∞
G(s)

s2 = +∞, where G(s) =
∫ s

0 g(t)dt.

(2) there exists C > 0 such that |g(s)s| ≤ C|s|p and |G(s)| ≤ C|s|p for all s ∈ R.

(3) there exists µ ∈ (2, p) such that the function s 7→ g(s)
sµ−1 is strictly increasing on (0,+∞).

Let us consider the modified equation of problem (2.5) given by

−△v + V(x)
F−1(v)

f (F−1(v))
= λ

g(F−1(v))
f (F−1(v))

, x ∈ RN . (3.1)

We note that the solutions of problem (3.1) are the critical points of the functional

I(v) =
1
2

∫
RN

(|∇v|2 + V(x)|F−1(v)|2)− λ
∫

RN
G(F−1(v)).

In order to prove our results, we need the periodic problem as follow

−△v + V0(x)
F−1(v)

f (F−1(v))
= λ

g(F−1(v))
f (F−1(v))

, x ∈ RN , (3.2)

whose corresponding energy functional is denoted as

I0(v) =
1
2

∫
RN

[
|∇v|2 + V0(x)|F−1(v)|2

]
−

∫
RN

G(x, F−1(v)).

Define

N = {u ∈ E : ⟨I′(u), u⟩ = 0, u ̸= 0}, N0 = {u ∈ E : ⟨I′0(u), u⟩ = 0, u ̸= 0},

c = inf
u∈N

I(u), c0 = inf
u∈N0

I0(u).

Then we can deduce the following lemma.

Lemma 3.2. Suppose that conditions (V) and (h1), (h2) hold, then for each u ∈ E, u ̸= 0, there is a
unique tu > 0 such that tuu ∈ N . Moreover, the maximum of I(tu) for t ≥ 0 is achieved at tu.

Proof. By Lemma 2.1-(3), Lemma 3.1-(2) and the Sobolev inequality, one has∫
RN

G(F−1(tu)) ≤ C
∫

RN
|F−1(tu)|p ≤ Ctp

∫
RN

up ≤ Ctp∥u∥p. (3.3)



8 J.-X. Han, Y.-T. Wei and Y.-F. Xue

It follows from Lemma 2.1-(3), (3.3) and Lemma 2.2 that

Ψ(t) := I(tu) =
1
2

∫
RN

[
|∇(tu)|2 + V(x)|F−1(tu)|2

]
− λ

∫
RN

G(F−1(tu))

≥ t2

2

∫
RN

|∇u|2 + t2

3

∫
RN

V(x)u2 − λCtp∥u∥p

≥ t2

3
∥u∥2 − λCtp∥u∥p.

Therefore, we can get Ψ(t) > 0 whenever t > 0 is small enough.
Let Ω = {x ∈ RN : u(x) > 0}, then thanks to Lemma 3.1-(1), Lemma 2.1-(3)(5) and the

Fatou Lemma, we can deduce that

lim sup
t→∞

Ψ(t)
t2 ≤ 1

2
∥u∥2 − λ lim inf

t→∞

∫
Ω

G(F−1(tu))
|F−1(tu)|2 · |F

−1(tu)|2
(tu)2 · u2 = −∞.

Hence, Ψ(t) → −∞ as t → ∞ and Ψ has a positive maximum.
The condition Ψ′(t) = 0 is equivalent to∫

RN
|∇u|2 =

∫
RN

[
λg(F−1(tu))
tu f (F−1(tu))

− V(x)F−1(tu)
f (F−1(tu))tu

]
u2.

Let

Z(s) :=
g(s)

f (s)F(s)
− V(x)s

f (s)F(s)
.

By Lemma 3.1-(3) and Lemma 2.1-(7)(8), s 7→ Z(s) is strictly increasing for s > 0, so there is a
unique tu > 0 such that Ψ′(tu) = 0. The conclusion is true since Ψ′(t) = t−1⟨I′(tu), tu⟩.

Lemma 3.3. Suppose that (V) and (h1), (h2) hold. Then

(i) there exists ρ > 0 such that ∥u∥ ≥ ρ for all u ∈ N .

(ii) the functional I is bounded from below on N by a positive constant.

Proof. (i) For any u ∈ N , By Lemma 3.1-(1)(2), Lemma 2.2-(1)(3) and the Sobolev inequality,
we have

2
3
∥u∥2 ≤

∫
RN

|∇u|2 +
∫

RN
V(x)

F−1(u)
f (F−1(u))

u = λ
∫

RN

g(F−1(u))
f (F−1(u))

u

≤ λC
∫

RN
up ≤ λC∥u∥p.

Hence, there exists ρ > 0 independent of u such that ∥u∥ ≥ ρ.
(ii) It follows from (3.3) and Lemma 2.1-(3) that

I(u) =
1
2

∫
RN

|∇u|2 + 1
2

∫
RN

V(x)|F−1(u)|2 − λ
∫

RN
G(F−1(u))

≥ 1
3
∥u∥2 − λC∥u∥p.

Since p > 2, there exists σ > 0 such that I(u) ≥ σ2

4 > 0 for ∥u∥ = σ > 0. For any v ∈ N , there
exists t1 > 0 such that t1∥v∥ = σ. By Lemma 3.1-(1)(2), we obtain

I(v) ≥ I(t1v) ≥ σ2

4
.

This completes the proof.
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Lemma 3.4. Suppose that conditions (V) and (h1), (h2) are satisfied. If u ∈ N and I(u) = c, then u
is a ground state solution of problem (3.1) (see [8, 16]).

It follows from [16] that the periodic problem (3.2) has a positive ground state solution u.
From Lemma 3.2, there is a unique tu > 0 such that tuu ∈ N . Moreover, the maximum of
I(tu) for t ≥ 0 is achieved at tu. Thanks to V(x) ≤ V0(x), we obtain

c ≤ I(tuu) ≤ I0(tuu) ≤ I0(u) = c0, (3.4)

hence c ≤ c0. Thanks to Lemma 3.3-(ii), we can also get c > 0.
As the argument in [14, Theorem 4.2], we obtain the following lemma due to Lemmas 3.1–

3.3.

Lemma 3.5. Suppose that (V) holds, h satisfies (h1), (h2), then

c = inf
u∈N

I(u) = inf
u∈E

max
t>0

I(tu) = inf
γ∈Γ

max
t∈[0,1]

I(γ(t)),

where Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, I(γ(t)) < 0}.

The above lemma is also valid for functional I0.
Next, we will give the boundedness of the Cerami sequences.

Lemma 3.6. Suppose that conditions (V) and (h1), (h2) hold. Let {un} ⊂ E be a (C)c sequence for
the functional I. Then {un} is bounded in E .

Proof. Suppose by contradiction that {un} ⊂ E be a sequence such that ∥un∥ → ∞, I(un) → c
and (1 + ∥un∥)∥I′(un)∥ → 0. Set vn := un

∥un∥ , then, there is a v ∈ E such that vn ⇀ v in E,
vn → v in L2

loc(R
N) and vn(x) → v(x) a.e. in RN .

If v ̸= 0, let Ω∗ = {x ∈ RN : v(x) > 0}, then meas Ω∗ > 0. For a.e. x ∈ Ω∗, one has

un(x) → +∞ as ∥un∥ → +∞,

since vn(x) = un(x)
∥un∥ → v(x) > 0 for a.e. x ∈ Ω∗, from Lemma 2.1-(5) and the fact that F−1(t) is

strictly increasing, we can deduce that for a.e. x ∈ Ω∗,

F−1(un) → +∞ as ∥un∥ → +∞.

It follows from Lemma 2.1-(3)(5) and Lemma 3.1-(1) that

0 = lim sup
n→∞

I(un)

∥un∥2

≤ lim sup
n→∞

1
2∥un∥2 − λ

∫
RN G(F−1(un))

∥un∥2

=
1
2
− λ lim inf

n→∞

∫
Ω∗

(
G(F−1(un))

|F−1(un)|2
· |F

−1(un)|2
u2

n
· v2

n

)
= −∞.

A contradiction, thus v = 0. Define

β := lim sup
n→∞

sup
z∈RN

∫
B1(z)

v2
ndx.
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If β = 0, by the Lions lemma [14, Lemma 1.21], we get vn → 0 in Lp(RN) for p ∈ (2, 2∗). It
follows from Lemma 3.1-(2) and Lemma 2.1-(3) that∫

RN
G(F−1(tvn)) ≤ C

∫
RN

|F−1(tvn)|p ≤ Ctp
∫

RN
|vn|p = on(1), (3.5)

for any t ≥ 0. Especially, set t = 4
√

c, we obtain∫
RN

G(F−1(4
√

cvn)) = on(1). (3.6)

By Lemma 2.1-(4), one has F−1(4
√

cvn) → 4
√

cvn, since 4
√

cvn → 0 a.e. in RN . Then, we can
deduce that ∫

RN
V(x)

[
(4
√

cvn)
2 − [F−1(4

√
cvn)]

2
]
= on(1). (3.7)

Setting

k(x, s) = λ
g(F−1(s))
f (F−1(s))

− V(x)
F−1(s)

f (F−1(s))
+ V(x)s,

and

K(x, s) :=
∫ s

0
k(x, t)dt = λG(F−1(s))− 1

2
V(x)|F−1(s)|2 + 1

2
V(x)s2.

Then,

I(u) =
1
2

∫
RN

[|∇u|2 + V(x)u2]−
∫

RN
K(x, u). (3.8)

Thanks to (3.6) and (3.7), we can obtain that∫
RN

K(x, 4
√

cvn) = λ
∫

RN
G(F−1(4

√
cvn))

+
1
2

∫
RN

V(x)
[
(4
√

cvn)
2 − [F−1(4

√
cvn)]

2
]
= on(1).

By the continuity of I, there exists tn ∈ [0, 1] such that I(tnun) = max0≤t≤1 I(tun). Since
∥un∥ → ∞, we have 4

√
c

∥un∥ ≤ 1 when n is large enough. Hence, one has

I(tnun) + on(1) ≥ I
(

4
√

c
∥un∥

un

)
+ on(1) = I(4

√
cvn) + on(1)

= 8c∥vn∥2 −
∫

RN
K(x, 4

√
cvn) + on(1)

= 8c + on(1).

Note that I(un) → c, so 0 < tn < 1 and ⟨I′(tnun), tnun⟩ = 0 when n is large enough. By
Lemma 3.1-(3) and Lemma 2.1-(7)(8), the function

k(x, s)
s

=
λg(F−1(s))
f (F−1(s))s

− V(x)
F−1(s)

f (F−1(s))s
+ V(x)
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is strictly increasing for s > 0. Since {un} is a Cerami sequence of I and the monotonicity of
k(x,s)

s , we can conclude

c = I(un) + on(1)

= I(un)−
1
2
⟨I′(un), un⟩+ on(1)

=
∫

RN

(
1
2

k(x, un)un − K(x, un)

)
+ on(1)

≥
∫

RN

(
1
2

k(x, tnun)tnun − K(x, tnun)

)
+ on(1)

= I(tnun)−
1
2
⟨I′(tnun), tnun⟩+ on(1)

= I(tnun) + on(1)

≥ 8c + on(1),

which is a contradiction for c > 0.
If β > 0, by the definition of β, there is zn ∈ RN such that

β

2
<

∫
B1(zn)

v2
n.

If zn is bounded, there exists R > 0 such that

β

2
<

∫
BR(0)

v2
n,

which is a contradiction with vn → 0 in L2
loc(R

N).
If zn is unbounded, up to a subsequence, |zn| → ∞. Let wn(x) := vn(x + zn) = un(x+zn)

∥un∥ ,
we have

β

2
<

∫
B1(0)

w2
n. (3.9)

There is a function w ∈ E such that wn ⇀ w in E, wn → w in L2
loc(R

N) and wn(x) → w(x)
a.e. in RN . Moreover, by (3.9), one has w(x) ̸= 0. Define Ω∗∗ = {x ∈ RN : w(x) > 0}, then
measΩ∗∗ > 0 and for a.e. x ∈ Ω∗∗, we have

un(x + zn) → +∞ as ∥un∥ → +∞.

Since F−1(t) is strictly increasing for t ≥ 0, by Lemma 2.1-(5), we can conclude that for a.e.
x ∈ Ω∗∗,

F−1(un(x + zn)) → +∞ as ∥un∥ → +∞.

Then, from Lemma 3.1-(1) and Lemma 2.1-(5), one has

lim inf
n→∞

∫
RN G(F−1(un))

∥un∥2

= lim inf
n→∞

∫
RN G(F−1(un(x + zn)))

∥un∥2

≥ lim inf
n→∞

∫
Ω∗∗

G(F−1(un(x + zn)))

|F−1(un(x + zn))|2
|F−1(un(x + zn))|2

(un(x + zn))2 w2
n

= +∞.
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Combining the above inequality with Lemma 2.1-(3), we have

0 = lim sup
n→∞

I(un)

∥un∥2

≤ 1
2
− λ lim inf

n→∞

1
∥un∥2

∫
RN

G(F−1(un))

= −∞,

this contradiction finished the proof.

Lemma 3.7. Suppose that conditions (V) and (h1), (h2) hold. Then problem (3.1) has a positive
ground state solution.

Proof. It follows from Lemma 3.3-(ii) and (3.44) that

0 < c ≤ c0.

If c = c0, we can get from (3.4) that

c0 = c ≤ I(tuu) ≤ I0(tuu) ≤ I0(u) = c0.

Then tuu is a positive ground solution of problem (3.1).
If 0 < c < c0, we see that I satisfies the mountain pass geometry from the proof of Lemma

3.2. Then, we can get a Cerami sequence {un} on level c due to Lemma 2.3. Applying
Lemma 3.6, the (C)c sequence is bounded. Then, we may get, up to a subsequence, un ⇀ u
in E, un → u in L2

loc(R
N) and un(x) → u(x) a.e. in RN . By using the Lebesgue dominated

convergence theorem, through the standard discussion, we can get that

0 = ⟨I′(un), ϕ⟩+ on(1) = ⟨I′(u), ϕ⟩,

for any ϕ ∈ C∞
0 (RN), i.e. u is a weak solution of problem (3.1).

(i) The case u ̸= 0. Since u is a weak solution of problem (3.1), I(u) ≥ c and u ∈ N . By
(3.8), the monotonicity of k(x,s)

s and the Fatou lemma, one has

c = I(un) + on(1)

= I(un)−
1
2
⟨I′(un), un⟩+ on(1)

=
∫

RN

(
1
2

k(x, un)un − K(x, un)

)
+ on(1)

≥
∫

RN

(
1
2

k(x, u)u − K(x, u)
)
+ on(1)

= I(u)− 1
2
⟨I′(u), u⟩

= I(u).

Hence, I(u) = c and I′(u) = 0, which implies that u is a ground state solution of prob-
lem (3.1). Moreover, we could deduce that u is a positive solution by applying the strongly
maximum principle.

(ii) The case u = 0. Define

β := lim sup
n→∞

sup
z∈RN

∫
B1(z)

u2
n.
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If β = 0, by the Lions lemma [14, Lemma 1.21], we get un → 0 in Lα(RN) for α ∈ (2, 2∗). It
is similar to the proof of (3.5), we can deduce∫

RN
G(F−1(un)) ≤ on(1). (3.10)

Combining (3.10) with Lemma 2.1-(3), we obtain

c = I(un) + on(1)

≤ 1
2
∥un∥2 − λ

∫
RN

G(F−1(un)) = on(1).

A contradiction, thus β > 0. By the definition of β, up to a subsequence, there exist R > 0 and
zn ∈ ZN such that ∫

BR(0)
u2

n(x + zn) =
∫

BR(zn)
u2

n(x) >
β

2
.

If zn is bounded, there is R′ > 0 such that∫
BR′ (0)

u2
n ≥

∫
BR(zn)

u2
n >

β

2
,

which contradicts with un → u = 0 in L2
loc(R

N). Thus, zn is unbounded, going if necessary
to a subsequence, |zn| → ∞. Let wn(x) := un(x + zn), then there exists a function w ∈ E\{0}
such that wn ⇀ w in E, wn → w in L2

loc(R
N) and wn(x) → w(x) a.e. in RN . It follows from

Lemma 2.5 that, for any φ ∈ C∞
0 (RN), we have

0 = ⟨I′(un), φ(x − zn)⟩+ on(1)

=
∫

RN
∇un · ∇φ(x − zn) +

∫
RN

V(x)
F−1(un)

f (F−1(un))
φ(x − zn)

− λ
∫

RN

g(F−1(un))

f (F−1(un))
φ(x − zn) + on(1)

=
∫

RN
∇un · ∇φ(x − zn) +

∫
RN

V0(x)
F−1(un)

f (F−1(un))
φ(x − zn)

− λ
∫

RN

g(F−1(un))

f (F−1(un))
φ(x − zn) + on(1)

=
∫

RN
∇wn · ∇φ +

∫
RN

V0(x)
F−1(wn)

f (F−1(wn))
φ − λ

∫
RN

g(F−1(wn))

f (F−1(wn))
φ + on(1)

=
∫

RN
∇w · ∇φ +

∫
RN

V0(x)
F−1(w)

f (F−1(w))
φ − λ

∫
RN

g(F−1(w))

f (F−1(w))
φ

= ⟨I′0(w), φ⟩,

i.e. w is a weak solution of the periodic problem (3.2).
On the one hand, it follows from Lemmas 2.4–2.5 that

c = I(un)−
1
2
⟨I′(un), un⟩+ on(1)

=
1
2

∫
RN

V(x)|F−1(un)|2 −
1
2

∫
RN

V(x)
F−1(un)

f (F−1(un))
un

+ λ
∫

RN

g(F−1(un))

2 f (F−1(un))
un − λ

∫
RN

G(F−1(un)) + on(1)
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=
1
2

∫
RN

V0(x)|F−1(un)|2 −
1
2

∫
RN

V0(x)
F−1(un)

f (F−1(un))
un

+ λ
∫

RN

g(F−1(un))

2 f (F−1(un))
un −

∫
RN

G(F−1(un)) + on(1)

=
1
2

∫
RN

V0(x)
[
|F−1(wn)|2 −

F−1(wn)

f (F−1(wn))
wn

]
+ λ

∫
RN

[
g(F−1(wn))

2 f (F−1(wn))
wn − G(F−1(wn))

]
+ on(1)

=
1
2

∫
RN

V0(x)
[
|F−1(w)|2 − F−1(w)

f (F−1(w))
w
]

+ λ
∫

RN

[
g(F−1(w))

2 f (F−1(w))
w − G(F−1(w))

]
= I0(w)− 1

2
⟨I′0(w), w⟩

= I0(w) ≥ c0,

which is a contradiction with c ≤ c0. Hence, the case u = 0 cannot happen, this completes
the proof.

Lemma 3.8. Suppose that (V) and (h1) hold. If u is a critical point of I, then u ∈ L∞(RN). Moreover,
there is a constant C > 0 independent of λ such that

∥u∥∞ ≤ Cλ
1

2∗−p

( ∫
RN

|∇u|2
) 2∗−2

2(2∗−p)

.

Proof. For all k > 0, we set

uk(x) =

{
u(x), if |u(x)| ≤ k,

± k, if ± u(x) > k.

We use φk = |uk|2(β−1)u with β > 1 as a test function and calculate ⟨I′(u), φk⟩ = 0, namely,∫
RN

|uk|2(β−1)|∇u|2 + 2(β − 1)
∫

RN
|uk|2(β−2)uuk∇u · ∇uk

+
∫

RN
V(x)

F−1(u)
f (F−1(u))

|uk|2(β−1)u = λ
∫

RN

g(F−1(u))
f (F−1(u))

|uk|2(β−1)u. (3.11)

According to the facts that u2|∇uk|2 ≤ u2
k |∇u|2, β > 1, and the Sobolev inequality, we obtain

β2
∫

RN

(
|uk|2(β−1)|∇u|2 + 2(β − 1)|uk|2(β−2)uuk∇u · ∇uk

)
≥

∫
RN

|uk|2(β−1)|∇u|2 +
∫

RN
(β − 1)2|uk|2(β−2)u2|∇uk|2

+
∫

RN
2(β − 1)|uk|2(β−2)uuk∇u · ∇uk

=
∫

RN

∣∣∣∣∇(
|uk|β−1u

)∣∣∣∣2
≥ C

( ∫
RN

∣∣∣∣|uk|β−1u
∣∣∣∣2∗) 2

2∗

, (3.12)
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By Lemma 2.1-(1)(3) and Lemma 3.1-(2), we have∫
RN

g(F−1(u))
f (F−1(u))

|uk|2(β−1)u ≤
∫

RN
g(F−1(u))|uk|2(β−1)u ≤ C

∫
RN

|u|p|uk|2(β−1). (3.13)

Using Lemma 2.1-(1)(3) again, we can obtain∫
RN

V(x)
F−1(u)

f (F−1(u))
|uk|2(β−1)u ≥ 2

3

∫
RN

V(x)|uk|2(β−1)u2 ≥ 0. (3.14)

By (3.11)–(3.14) and the Hölder inequality, we have( ∫
RN

∣∣∣|uk|β−1u
∣∣∣2∗) 2

2∗

≤ Cβ2λ
∫

RN
(|u|p−2|uk|2(β−1)u2)

≤ Cβ2λ

( ∫
RN

|u|2∗
) p−2

2∗
( ∫

RN

∣∣∣|uk|2(β−1)u2
∣∣∣ 2∗

2∗−p+2
) 2∗−p+2

2∗

.

Then, let k → ∞, we obtain

∥u∥β·2∗ ≤ (Cβ2λ)
1

2β

( ∫
RN

|∇u|2
) p−2

4β

∥u∥ 2·2∗β
2∗−p+2

. (3.15)

Set

βm =

(
2∗ − p + 2

2

)m+1

, m = 0, 1, . . .

Then we get
2 · 2∗βm

2∗ − p + 2
= 2∗βm−1.

It follows from (3.15) that

∥u∥βm·2∗ ≤ (Cβ2
mλ)

1
2βm

( ∫
RN

|∇u|2
) p−2

4βm

∥u∥ 2·2∗βm
2∗−p+2

= (Cλ)
1

2βm β
1

βm
m

( ∫
RN

|∇u|2
) p−2

4βm

∥u∥βm−1·2∗ .

According to the Moser iteration, we obtain

∥u∥βm·2∗ ≤ (Cλ)∑m
i=0

1
2βi

m

∏
i=0

β
1
βi
i

( ∫
RN

|∇u|2
) p−2

4 ∑m
i=0

1
βi
∥u∥2∗ . (3.16)

Since β0 =
( 2∗−p+2

2

)
> 1 and βi = βi+1

0 , we get

m

∑
i=0

1
βi

=
m

∑
i=0

1
βi+1

0

,
m

∏
i=0

β
1
βi
i =

m

∏
i=0

(βi+1
0 )

1
βi+1

0 = (β0)
∑m

i=0
i+1

βi+1
0 .

We can see
∞

∑
i=0

i + 1
βi+1

0

= β∗ < +∞,
∞

∑
i=0

1
βi+1

0

=
2

2∗ − p
.
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Then, letting m → ∞ in (3.16), we obtain that u ∈ L∞(RN) and

∥u∥∞ ≤ Cλ
1

2∗−p β
β∗
0

( ∫
RN

|∇u|2
) p−2

2(2∗−p)

∥u∥2∗

≤ Cλ
1

2∗−p

( ∫
RN

|∇u|2
) 2∗−2

2(2∗−p)

. (3.17)

This lemma is proved.

Proof of Theorem 1.1. According to Lemma 3.7, equation (3.1) has a ground state solution u and
u ∈ N . By (3.8), Lemma 3.3-(i) and the Sobolev embedding, we have

c = I(u)− 1
µ
⟨I′(u), u⟩

=

(
1
2
− 1

µ

) ∫
RN

(|∇u|2 + V(x)u2) +
∫

RN
[
1
µ

k(x, u)u − K(x, u)]

≥
(

1
2
− 1

µ

)
∥u∥2. (3.18)

We can choose v ∈ E ∩ L∞(RN) such that ∥v∥∞ < 1. By (h2) and (3) of Lemma 2.1, there exists
a positive constant C1 independent of λ such that

G(F−1(tv)) ≥ C1|F−1(tv)|q ≥ C|tv|q, t ∈ [0, 1].

Meanwhile, there exists λ0 > 0 such that I(v) < 0 for λ ≥ λ0. It follows from the definition
of c, Lemma 3.1-(2) and Lemma 2.1-(3) that

c ≤ max
t∈[0,1]

I(tv)

≤ max
t∈[0,1]

t2

2

∫
RN

(|∇v|2dx + V(x)v2)− λ
∫

RN
G(F−1(tv))

≤ max
t∈[0,1]

t2

2
∥v∥2 − Ctqλ

∫
RN

|v|q

≤ Cλ
− 2

q−2 . (3.19)

Combining (3.17), (3.18) with (3.19), one has

∥u∥∞ ≤ Cλ
1

2∗−p ∥u∥
2∗−2
2∗−p ≤ Cλ

1
2∗−p λ

1
2−q ·

2∗−2
2∗−p .

Since p, q ∈ (2, 2∗), there exists λ1 ≥ λ0 such that

∥u∥∞ ≤ Cλ
(2∗−q)

(2∗−p)(2−q)
1 ≤ δ.

Therefore, by the definition of g, we can obtain that u is also a positive solution of equation
(2.5) for λ ≥ λ1. This ends the proof.
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