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Abstract

Approximate solutions of systems of semilinear ordinary differential
equations obtained by different splitting methods are investigated. The local
error in the numerical solution of such semilinear problemsis evaluated. The
order of different splitting methods coupled with numerical methods of dif-
ferent order is calculated symbolically and on a test problem –the spatially
discretized Fisher equation– numerically.

1 Introduction

Splitting methods have been fruitfully used to solve large systems of partial differ-
ential equations. To find the exact solution of a given problem in practice is usually
impossible. We can use numerical methods to obtain an approximate solution of
the equations, although to solve the discretized model can still be very difficult.
Reaction-diffusion models or models of transport processes have a structure that
allows a natural decomposition of the equations, thus provide the opportunity to
apply operator splitting schemes. Splitting methods help us reduce the complex-
ity of the system and reduce computational time. With splitting it is possible to
handle stiff terms separately and to solve each subproblem with a suitable nu-
merical method chosen to the corresponding operator. Although our motivations
come from the investigation of reaction-diffusion equations, this paper considers
the case of finite dimensional problems, we study systems of ordinary differential

∗This paper is in final form and no version of it will be submitted for publication elsewhere.
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equations which can be split into a couple of a linear and a nonlinear subproblem.
Such a system of ODEs may come from spatial discretization ofa system of partial
differential equations describing reaction-diffusion processes. To solve a problem
in practice we use operator splitting and numerical schemeswhich we will call the
combined method. The use of operator splitting as well as the numerical methods
result in some error in the solution. The error generated purely by splitting is
calledsplitting error. This is the difference of the exact solution and the approx-
imate solution obtained by splitting (assumed that we know the exact solutions
of the subproblems). Combined methods can generate both splitting error andnu-
merical error. The study of this common effect on the solution is our main concern
in this paper. Detailed study on the interaction of operatorsplitting and numerical
schemes forlinear problems can be found in [Csomós and Faragó]. They clas-
sify the errors that can occur using splitting methods and numerical schemes, give
theoretical and numerical results on the order of the combined method for linear
problems. Our aim is to characterize the error of this combined method therefore
we calculate the order of the combined method for anonlinearproblem. We an-
alyze the order of the error in the light of the characteristics of the splitting error
and the numerical error. [Sanz-Serna] and [Hundsdorfer andVerwer] discuss the
splitting error in a general framework. Here we intend to rigorously analyze the
interaction of splitting error and numerical error in the case of a system of nonlin-
ear ODE that can be split into a linear and a nonlinear subproblem.The structure
of our paper is as follows. In section 2 we introduce the basicidea and notions
of operator splitting. In Section 3 we calculate the order ofthe combined method
for the type of problems mentioned above: split into linear and nonlinear sub-
problems. In Section 4 we introduce the Fisher equation and recall some known
results on it. We show how we apply splitting to solve the Fisher equation. Section
5 contains the numerical results on the Fisher equation.

2 Operator splitting

2.1 The basic idea

Let us consider the following finite dimensional problem:

u′(t) = F(u(t)), u(0) = u0. (1)

Let X be a finite dimensional normed vector space andF : X → X be an operator
with domain of definitionD(F) andu0 ∈ D(F). Suppose thatF can be written as
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the sum of a linear and a nonlinear operator, successively:F = A+R.
The most simple type of operator splitting is the sequentialsplitting. In this

case the split problem is:

u′1(t) = Au1(t), u1(0) = u0, (2)

u′2(t) = R(u2(t)), u2(0) = u1(τ). (3)

The basic idea of splitting is to decompose the operator on the right hand side
into the sum of simpler operators, and to solve the subproblems corresponding to
the operators successively in each time step. More precisely, we solve the equa-
tion only with operatorA until time τ (as if only the subprocess represented byA
were present) and the solution in timeτ will be the initial condition of the equa-
tion with R. It means that we return to the initial time and solve the equation with
Ras well. The solution of the second equation in timeτ is called the approximate
solution of the original problem in timeτ. This procedure is then repeated on the
interval [τ,2τ] etc. Thus, the simpler subproblems are connected to each other
through the initial conditions. It is clear, that the numerical treatment of the sepa-
rate subproblems is simpler. The most significant advantageof splitting is that we
can exploit the special properties of the operators of the different subproblems and
apply the most suitable numerical method for each of them. Thus we can obtain a
more accurate solution in a shorter time.
We remark that the method can be used fruitfully in large models, for exam-
ple global models of air pollution transport, or combustionor metabolic mod-
els, where the number of predicted variables is large and thenumber of the pro-
cesses represented in the models is large. We refer to the work [Lagzi et al.] on air
pollution models with application of operator splitting. Certain type of operator
splittings allows the parallelization of the problem whichis also advantageous in
reducing the computational time of large system.

2.2 Splitting schemes

We can define the different splitting methods by solving the subproblems suc-
cessively in different orders and for different time lengths. The above described
simplest scheme is calledsequentialsplitting (SEQ). We solve the subproblems
one after another using the same time lengthτ, schematicallyS2(τ)S1(τ), where
S1 andS2 denote the solution operator corresponding to (2) and (3) respectively.
In Marchuk–Strangsplitting (MS) we usually solve the subproblem withA for
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time lengthτ/2 then solve the other one withR for time lengthτ and solve with
A again for time lengthτ/2. SchematicallyS1(τ/2)S2(τ)S1(τ/2). In the case of
reaction-diffusion problemsR is chosen to be the operator representing chemical
reactions, in general the operator that is stiff or nonlinear. In this given order we
need to solve the second subproblem only one time which can beof importance
given the operator’s properties. See more in [Marchuk] and [Strang]. Inweighted
sequentialsplitting the solution in the next time step is a weighted average of the
results of the two possible sequential splittingsS1(τ)S2(τ) and S2(τ)S1(τ). In
the special case ofsymmetrically weightedsplitting (SW) we take the arithmetic
mean of the results:(S1(τ)S2(τ)+ S2(τ)S1(τ))/2. The extra work with MS and
SW splittings benefits in second order accuracy compared to the first order of SEQ
splitting. The nonsymmetric weighted splitting is of orderone. In later sections
we investigate the SEQ, the MS and the SW splittings coupled with four different
numerical methods, all of different orders.

2.3 Splitting error, order of splitting

We discretize (1) in time in an equidistant manner with time stepτ. If we know
the exact solutions of (2) and (3) we can generate an approximate solution to the
original full problem (1). In this case error originated only from operator splitting
can arise. Let us denote the exact solution byu and the approximate solution by
ũspl.

Definition 1 The local splitting error at the end of the first time step is

espl(τ) := u(τ)− ũspl(τ).

Here both solutions start from the common initial valueu0. Naturally the local
splitting error can be defined at any point of time, ifu(t) = ũspl(t) thenu(t +τ)−
ũspl(t + τ) is the local splitting error att + τ.

Definition 2 We say that a given operator splitting is of order p if

espl(τ) = O(τ p+1)

In general – infinite dimensional case included – for linear bounded operators it
can be shown by Taylor expansion that the local order of SEQ equals 1 since
the error becomesespl(τ) = Kτ2 + O(τ3). For nonlinear operators we need the
definition of theLie-operatorand we can perform the analysis with Taylor expan-
sion using the Lie-operators. We refer to [Hundsdorfer and Verwer] for detailed
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derivation of the nonlinear case. From the literature on operator splitting it is well
known that the MS provides second order accuracy, so does theSW splitting, see
[Faragó and Havasi, 1] and [Faragó and Havasi, 2].

3 Order of combined methods

When we solve problem (1) we can use some kind of splitting butwe can not
avoid applying some numerical method as well. So in practicewe use a combined
method, a mixture of operator splitting and a numerical scheme and generate an
approximate solution. Our aim is to calculate the order of the local error of this
combined method for different splittings coupled with different numerical meth-
ods. To do this we will use the Taylor-formula in arbitrary normed vector spaces.
The Taylor-formula can be found in e. g. [Komornik]. Here we cite the theorem:

Theorem 1 Let X1 and X2 be normed vector spaces. If f: X1 → X2 is n times
differentiable at a∈ X1 andδ → 0, then

f (a+δ ) =
n

∑
k=0

f (k)(a)

k!
δ k + ε(δ )‖δ‖n

whereδ k := (δ , ...,δ ) ∈ Xk and lim
δ→0

ε(δ ) = 0.

Suppose thatu is the solution of the equation:

u′(t) = Au(t)+R(u(t)), u(t0) = u0. (4)

Remark 1 If we consider(4) to be originated from a PDE describing a reaction-
diffusion process then the linear A is the spatially discretized analogue of the
operator representing diffusion and R is the analogue for chemical reactions (in
many practical cases a polynomial). The investigation of a continuous reaction-
diffusion model is complicated due to the unboundedness of diffusion.

Let X = R
d andA∈R

d×d a matrix. Thus the mappingx 7→A·x is a bounded linear
operator defined on the whole setR

d, it is infinitely many times differentiable and
A′(x) = A for everyx∈ R

d. We suppose thatR : R
d → R

d is a differentiable non-
linear mapping, for the following derivations we needR to be at least two times
differentiable. Henceforth we also assume that (4) has a sufficiently smooth solu-
tion u : R

+ → R
d. Based on (4) and the chain-ruleu′ is a differentiable function,

thusu′′(t) ∈ R
d exists for allt > 0.
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Under these above conditions we can use the Taylor-formula with X1 = R and
X2 = R

d for u in time t0, it gives

uτ := u(t0+ τ) = u(t0)+u′(t0)τ +
1
2

u′′(t0)τ2+ ε(τ)τ2

with lim
τ→0

ε(τ) = 0. We will neglect the norm as we did here sinceu acts onR+ so

τ denotes a positive real number.u′(t0) is given by (4), we getu′′(t0) by differen-
tiation of (4):

u′′(t0) = A′(u(t0))◦u′(t0)+R′(u(t0))u
′(t0) = Au′(t0)+R′(u(t0))u

′(t0) =

= A2u(t0)+R(u(t0))+R′(u(t0))Au(t0)+R′(u(t0))R(u(t0)).

We can expressuτ with the known value ofu0 = u(t0) as:

uτ = u0+
(

Au0+R(u0)
)

τ+ (5)

+
1
2

(

A2u0+AR(u0)+R′(u0)Au0+R′(u0)R(u0)
)

τ2+ ε(τ)τ2

with lim
τ→0

ε(τ) = 0.

Definition 3 The local error of a combined method at t0+ τ is:

eloc(t0+ τ) := u(t0+ τ)− ũ(t0+ τ) = uτ − ũτ ,

assuming that u(t0) = ũ(t0), whereũ is the approximate solution generated by the
combined method. We say that a given combined method is of order s if

eloc(t0+ τ) = O(τs+1).

In the following examinations we will take the time step of the numerical method
equal to the splitting time step.

Theorem 2 The sequential splitting combined with the first order Eulerforward
scheme provides a first order method.

Proof. The proof will be given in two steps.
Step 1: linear-nonlinear case. If we use SEQ starting with the nonlinear prob-

lem corresponding toR combined with Euler forward method for both subprob-
lems we get:

{

u∗ = u0+ τR(u0)
ũτ = u∗ + τAu∗
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whereu∗ is the intermediate value ofu. The approximation of the solution is:

ũτ = u∗ + τAu∗ = u0+ τR(u0)+ τA(u0+ τR(u0)).

SinceA is linear we have:

ũτ = u0+ τR(u0)+ τAu0+ τ2AR(u0). (6)

The local error generated in this step of lengthτ is the difference of (5) and (6):

uτ − ũτ =
(

A2u0−AR(u0)+R′(u0)Au0+R′(u0)R(u0)
)τ2

2
+ ε(τ)τ2.

Step 2: nonlinear-linear case. If we use SEQ starting with the linear problem
corresponding toA combined with Euler forward method for both subproblems
we get:

{

u∗ = u0+ τAu0

ũτ = u∗ + τR(u∗).

The approximation of the solution is:

ũτ = u∗ + τR(u∗) = u0+ τAu0+ τR(u0+ τAu0).

Here we apply the Taylor-formula withX1 = X2 = R
d for the functionR, the point

”a” is u0 and theincrementδ equals toτAu0 now. We get

R(u0+ τAu0) = R(u0)+R′(u0)τAu0+ ε1(τAu0)‖τAu0‖.

With
ε(τ) := ε1(τAu0)‖Au0‖

we obtain
R(u0+ τAu0) = R(u0)+R′(u0)τAu0+ ε(τ)τ.

Then
ũτ = u0+ τAu0+ τ

(

R(u0)+R′(u0)τAu0+ ε(τ)τ
)

=

= u0+ τAu0+ τR(u0)+R′(u0)τ2Au0+ ε(τ)τ2.

Recall (5) here:
uτ = u0+ τ(Au0+R(u0))+

+
(

A2u0+AR(u0)+R′(u0)Au0+R′(u0)R(u0)
)τ2

2
+ ε(τ)τ2.
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Comparing this with the approximation we get:

uτ − ũτ =
(

A2u0+AR(u0)−R′(u0)Au0+R′(u0)R(u0)
)τ2

2
+ ε(τ)τ2.

�

Theorem 3 SW combined with the first order Euler forward method provides a
method of first order.

Proof. Here we simply use the above results with someω ∈ [0,1] parameter:

ũτ = ω
(

u0 + τ (R(u0)+Au0)+ τ2AR(u0)
)

+

+(1−ω)
(

u0+ τ (Au0+R(u0))+R′(u0)τ2Au0)+ ε(τ)τ2 =

= u0+ τ (Au0+R(u0))+
(

ωAR(u0)+(1−ω)(R′(u0)Au0)
)

τ2 + ε(τ)τ2.

For the local error we have:
uτ − ũτ =

=
(

A2u0 +(1−2ω)Au0R(u0)+(2ω −1)R′(u0)Au0+R′(u0)R(u0)
)τ2

2
+ ε(τ)τ2.

It is clearly of first order. Withω = 1/2 we have

uτ − ũτ =
(

A2u0+R′(u0)R(u0)
)τ2

2
+ ε(τ)τ2.

�

Remark 2 Although the SW is of second order its combination with the first order
Euler method provides only first order accuracy.

The above derivation can be used to determine the order of combined methods
with higher order numerical schemes. The method can be extended for schemes
of arbitrary order although the calculations become very complicated as the order
increases. As an example let us consider the improved Euler scheme which is of
second order and combine it with SEQ:

Theorem 4 The second order improved Euler scheme combined with SEQ pro-
vides a first order method.
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Proof. Again, the proof will be given in two steps.
Step 1: nonlinear-linear case.







u∗ = u0+ τA(u0+
τ
2

Au0)

ũτ = u∗ + τR(u∗ +
τ
2

R(u∗))

The approximation of the solution is:

ũτ = u∗ + τR
(

u∗ +
τ
2

R(u∗)
)

= u0+ τA
(

u0+
τ
2

Au0
)

+

+τR
(

u0+ τA
(

u0 +
τ
2

Au0
)

+
τ
2

R
(

u0+ τA
(

u0+
τ
2

Au0
)

))

=

= u0+τAu0+
τ2

2
A2u0+τR

(

u0+τ
(

Au0+
τ
2

A2u0+
1
2

R
(

u0+ τAu0+
τ2

2
A2u0

)

))

.

The underlined part is now the increment in the argument ofR. The first order
Taylor-expansion gives:

ũτ = u0+ τAu0+
τ2

2
A2u0+ τR(u0)+

+τR′(u0)τ
(

Au0+
τ
2

A2u0+
1
2

R
(

u0 + τAu0+
τ2

2
A2u0

)

)

+ ε(τ)τ2

expanding this we get

ũτ = u0+ τ
(

Au0+R(u0)
)

+

+
τ2

2

(

A2u0+2R′(u0)Au0+R′(u0)R
(

u0+ τAu0+
τ2

2
A2u0

)

)

+

+
τ3

2
R′(u0)A

2u0+ ε(τ)τ2.

Taking the Taylor-expansion again, with the increment underlined:

ũτ = u0+ τ
(

Au0+R(u0)
)

+

+
τ2

2

(

A2u0+2R′(u0)Au0+R′(u0)
(

R(u0)+ τR′(u0)Au0+
τ2

2
R′(u0)A

2u0)
)

)

+

+ε(τ)τ2 =

EJQTDE, Proc. 9th Coll. QTDE, 2012 No. 9, p. 9



= u0+ τ
(

Au0+R(u0)
)

+
τ2

2

(

A2u0+2R′(u0)Au0+R′(u0)R(u0)
)

+ ε(τ)τ2.

The error becomes:

uτ − ũτ =
(

AR(u0)−R′(u0)Au0

)τ2

2
+ ε(τ)τ2.

Step 2: linear-nonlinear case.






u∗ = u0+ τR(u0+
τ
2

R(u0))

ũτ = u∗ + τA(u∗ +
τ
2

Au∗)

The approximation is:

ũτ = u∗ + τA
(

u∗ +
τ
2

Au∗
)

.

Substituting the first equation:

ũτ = u0+ τR
(

u0+
τ
2

R(u0)
)

+

+τA
(

u0+ τR
(

u0+
τ
2

R(u0)
)

+
τ
2

A
(

u0+ τR
(

u0+
τ
2

R(u0)
)

))

,

expanding the terms we get

ũτ = u0+ τR
(

u0+
τ
2

R(u0)
)

+ τAu0

+τ2AR
(

u0+
τ
2

R(u0)
)

+
τ2

2
A2u0+

τ3

2
A2R

(

u0+
τ
2

R(u0)
)

.

We apply the Taylor-formula forR and also forA◦R with increment
τ
2

R(u0),

where
(

A◦R(x)
)′

= A′(R(x))◦R′(x) = AR′(x).

ũτ = u0+ τ
(

R(u0)+
τ
2

R(u0)R
′(u0)

)

+ τAu0+

+τ2AR(u0)+ τ2AR′(u0)
τ
2

R(u0)+
τ2

2
A2u0+ ε(τ)τ2 =

= u0+ τ
(

R(u0)+Au0
)

+
τ2

2

(

R(u0)R
′(u0)+2A

(

R(u0)
)

+A2u0

)

+ ε(τ)τ2.
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The error becomes:

uτ − ũτ =
(

R′(u0)Au0−AR(u0)
)τ2

2
+ ε(τ)τ2.

�

As we can see this combined method is of first order although the applied
numerical scheme ensures second order accuracy. The use of sequential splitting
results in order reduction. We followed the same ideas and calculated the orders
for combinations of the introduced splitting methods the SEQ, the SW and the MS
splitting and four different numerical schemes. The explicit Euler, the improved
Euler method which is of second order, the third order Heun and the fourth or-
der Runge-Kutta method. The first order and the improved Euler method were
defined, we give the algorithm for the Heun method applied on the autonomous
equationu′(t) = F(u(t)):

ũτ = u0+
τ
4

F(u0)+
3τ
4

F
(

u0+
2τ
3

F
(

u0+
τ
3

F(u0)
)

)

,

and the one for the Runge-Kutta method used here:

ũτ = u0+
τ
6

F(u0)+
τ
3

F
(

u0 +
τ
2

F(u0)
)

+
τ
3

F
(

u0+
τ
2

F
(

u0+
τ
2

F(u0)
)

)

+

+
τ
6

F
(

u0 + τF
(

u0+
τ
2

F
(

u0+
τ
2

F(u0)
)

))

.

The table below contains our results on orders of different splittings coupled with
different numerical methods. Symbolic calculations on forexample MS splitting
coupled with 4th order Runge-Kutta method becomes complicated. An algorithm
was written inMathematicafor these symbolic calculations. The order of the

s exp. Euler (1) impr. Euler (2) Heun (3) Runge-Kutta (4)

SEQ(1) 1 1 1 1
SW (2) 1 2 2 2
MS (2) 1 2 2 2

Table 1: Local orders of combined methods for (4)

methods are in the parenthesis. A study of the order of combined methods for
bounded linear problems can be found in [Csomós and Faragó]. Their results say
that the order of the combined method iss := min{p, r}, if p is the order of split-
ting andr denotes the order of the numerical method. The numbers of theabove
table are in accordance with their results.
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4 The Fisher equation

The Fisher equation is:
{

∂tu(t,x) = ∂ 2
x u(t,x)+u(t,x)(1−u(t,x)) x∈ R, t > 0

u(0,x) = η(x).
(7)

There is only one chemical species present and one spatial variable here. This
equation was originally derived to describe the propagation of a gene in a popu-
lation [Fisher]. It is one of the simplest nonlinear models for reaction-diffusion
equations. Such equations occur, e.g., in combustion, masstransfer, crystalliza-
tion, plasma physics, and in general phase transition problems. See a discussion
on reaction-diffusion models in [Érdi and Tóth] and [Murray]. For the initial con-
dition:

u(0,x) =
1

(1+kexp(x/
√

6))2

wave form solution of the equation is known:

u(t,x) =
1

(

1+kexp(−5
6t+ 1

6

√
6x)

)2

and for:

u(0,x) =
1

(1+kexp(−x/
√

6))2
,

u(t,x) =
1

(1+kexp(−5
6t− 1

6

√
6x))2

A natural way to split the Fisher equation is to decompose it into two subproblems:
one for the diffusion and one that corresponds to the reaction part of the right hand
side. Thus the definitions of the subproblems are:

{

∂tu1(t,x) = ∂ 2
x u1(t,x)

u1(0,x) = η1(x)
(8)

and
{

∂tu2(t,x) = u2(t,x)(1−u2(t,x))
u2(0,x) = η2(x),

(9)

where the initial conditionη2(x) = u1(τ,x) connects the equations.
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Figure 1: The exact solution of (9),η2(x) = 9
10 sin(x)+1, t ∈ [0,1] andx∈ [0,4π].

The exact solution of problem (9) is known, it is:

u2(t,x) =
η2(x)et

1−η2(x)+η2(x)et . (10)

Since

lim
t→∞

u2(t,x) =

{

1 when η2(x) 6= 0
0 when η2(x) = 0

the solution has two stationary states, namely:u2(t,x) ≡ 0, u2(t,x) ≡ 1. The
u2(t,x) ≡ 1 solution is asymptotically stable, whereas zero is an unstable equilib-
rium. Knowing the exact solution of this subproblem as a function of the initial
condition means that we can symbolically solve this subproblem in each time step
during the splitting procedure. It might be worth using the exact solution for com-
parisons in the study of the effect of splitting.

5 Numerical experiments

Here we introduce our numerical results on the Fisher equation. We solved both
subproblems (8), (9) using the for numerical methods of different orders that were
mentioned and considered in Section 3. We investigate the three splitting methods
(SEQ, SW and MS). We calculated the errors and orders of the obtained combined
methods numerically. Our test problem is the following initial–boundary value
problem:
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













∂tu(t,x) = ∂ 2
x u(t,x)+u(t,x)(1−u(t,x))

u(0,x) = 1+0.9sin(x)
u(t,0) = 1
u(t,4π) = 1

, (11)

wherex ∈ [0,4π ] andt ∈ [0,1]. We performed a spatial semidiscretization with

Figure 2: Reference solution generated by fourth order Runge-Kutta scheme,τ =
0.01.

length parameter∆x = 4π
30 that is we divided[0,4π] into 30 parts of equal length.

Our tests showed that finer divisions provides no significantly more accurate so-
lutions that is the obtained error is of the same magnitude aswith 30. We approx-
imated the spatial derivative with the well known second order scheme:

∂ 2
x u(t,xi) ≈

u(t,xi+1)−2u(t,xi)+u(t,xi−1))

∆x2 .

After temporal discretization withτ = 0.01 we solved the full problem (11) with
the fourth order Runge-Kutta method. Taking a smaller time step resulted in so-
lution that differs only in a magnitude of 10−6. This is the reference solution
for our study. In the experiments we used the same spatial division in every
case, in fact we investigated the convergence of the semidiscrete submodels to
the semidiscrete model: the reference solution. On the connection between the
convergence to a semidiscrete model and convergence to a continuous model see
[Larsson and Thomée].
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5.1 Estimation of the local order of combined methods

We calculated the local error after the first time step that isat timeτ with different
time stepsτ. We used the following values ofτ :

τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10 τ11

0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11 0.12

Since the time step of the reference solution was 0.01 the evaluation of the error
is simple. For a method with local orders the local error is:

eloc(τ) ≈ c· τs+1

for smallτ-s, wherec is a constant which does not depend onτ. So for eachi:

eloc(τi) ≈ c· τs+1
i

and
eloc(τi)

eloc(τi+1)
≈

(

τi

τi+1

)s+1

We can take the logarithm of both sides, then for eachi = 1, ...,10:

log eloc(τi)
eloc(τi+1)

log τi
τi+1

−1≈ s.

Evaluation of the left side shall give us the same value for every i = 1, ...,10. We
usedMathematica’s built–in procedures to fit a straight line of the formy= axon

the dataset:
{(

log τi
τi+1

, log eloc(τi)
eloc(τi+1)

)

, i = 1, ...,10
}

. The following table contains

the results of this calculation for different splittings and numerical methods. We

s exp. Euler(1) improved Euler(2) Heun(3) Runge-Kutta(4)

SEQ(1) 0.92 0.85 0.88 0.88
SW (2) 0.88 1.85 1.96 1.84
MS (2) 0.88 1.85 1.77 1.86

Table 2: Local order of combined methods for (11).

obtained values slightly closer to the expected ones by applying an extra additive
parameterb in the fitted function of the form:y = ax+b. The parameterb varied
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s exp. Euler(1) improved Euler(2) Heun(3) Runge-Kutta(4)

SEQ(1) 0.99 0.98 0.98 0.99
SW (2) 0.99 1.99 1.98 1.97
MS (2) 099. 1.99 1.90 1.98

Table 3: Estimated local order with additive parameter.

in the range 0.005−0.032. We note that with the explicit Euler method increas-
ing the order of splitting does not improve the results. The same pattern can be
observed as in Section 3 namely that the local order of the combined method is
the minimum of the local order of splitting and that of the numerical method.
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Figure 3: Local order estimations, for twelve different combined methods
log eloc(τi)

eloc(τi+1)
against log τi

τi+1
is plotted. Steepness of a fitted line gives the order

of the method.
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On figure 3 we can observe the two separate class of data: the one with steep-
ness 2 that is with order 1, generated by using combined methods with SEQ or
with explicit Euler method and the one with steepness 3, with order 2, generated
by combined methods with SW or MS splitting combined with improved Euler,
Heun or Runge-Kutta method.

5.2 Estimation of the global order

We evaluated the error atT = 1. We used time stepsτi in such a way that we reach
the end of the time intervalT = 1 in a round number of steps.

τ1 τ2 τ3 τ4 τ5 τ6 τ7

0.2 0.1 0.0625 0.05 0.04 0.025 0.02

As for the global error let us assume that it is of the form:

E(T,τi) ≈C · τρ
i ·T

for eachi = 1, ...,7, whereC is a constant which does not depend onτi . In this
case we can perform the same calculation as with the local error. Thus for each
i = 1, ...,7 we have:

log E(T,τi)
E(T,τi+1)

log τi
τi+1

≈ ρ.

Evaluation of the left side shall give us the same value for every i = 1, ...,7. The
following table contains the results of this calculation for different splittings and
numerical methods. Since the solution of (9) is given in (10)as a function of the

ρ exp. Euler impr. Euler Heun Runge-Kutta

SEQ(p = 1) 1.04 0.99 1.08 1.08
SW (p = 2) 1.02 2.07 2.01 1.98
MS (p = 2) 1.02 2.07 1.95 1.998

Table 4: Estimation of orders of combined methods for (11).

initial condition we can use it in calculations instead of the numerical solution.
The table below contains results generated by using (10) in each time step.
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ρ (h = τ) r = 1 r = 2 r = 3 r = 4

SEQ(p = 1) 1.03 1.02 1.01 1.01
SW (p = 2) 1.01 2.06 1.95 1.98
MS (p = 2) 1.03. 2.00 1.99 1.99

Table 5: Estimation of orders of combined methods for (11), using (10).

6 Discussion and perspectives

We presented symbolic calculations for orders of ODE solving methods. Our
motivation is to predict the order in the case when beside numerical procedures of
certain order operator splitting is also used. We calculated the order of combined
methods applied for systems of semilinear ODE-s like (4), where a bounded linear
operator and a nonlinear operator is present. We presented numerical calculations
on a test problem, the results are in accordance with our theoretical results. The
results indicates that the combined method inherits the smaller one of the order of
the splitting and the numerical method.

We intend to extend our investigations to methods where the numerical time
step is different from the splitting time step. We plan to do numerical investiga-
tions on more realistic chemistry models, a system with two or three species and
two spatial dimensions.
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Mészáros, M. Berzins, Modeling Photochemical Air
Pollution in Hungary Using an Adaptive Grid Model,
’Air Pollution Modelling and Simulation’, Springer,
Berlin, ISBN 3-540-42515-2 (2002) 264-273.

[Larsson and Thomée] S. Larsson, V. Thomée, Partial Differential Equations
with Numerical Methods, Springer-Verlag Berlin Hei-
delberg, 2003.
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