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Abstract. This paper is concerned with the boundary exact controllability of the
equation

u′′ − ∆u −

∫ t

0
g(t − σ)∆u(σ)dσ = −∇p

where Q is a finite cylinder Ω×]0, T [ , Ω is a bounded domain of Rn, u =
(u1(x, t), · · · , u2(x, t)), x = (x1, · · · , xn) are n− dimensional vectors and p denotes
a pressure term. The result is obtained by applying HUM (Hilbert Uniqueness
Method) due to J.L.Lions. The above equation is a simple model of dynamical
elasticity equations for incompressible materials with memory.
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1. Introduction

Let Ω be a bounded domain of Rn with regular boundary Γ. Let Q =
Ω×]0, T [ be a cylinder whose lateral boundary is given by Σ = Γ×]0, T [.

Let us consider the following system
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u′′ − ∆u −
∫ t

0
g(t − σ)∆u(σ)dσ = −∇p in Q

div u = 0 in Q
u = v on Σ
u(0) = u0, u′(0) = u1 in Ω

where ∆u = (∆u1, · · · , ∆un), u′′ = (u′′

1, · · · , u
′′

n), div u =
∑n

i=1
∂ui

∂xi

and p =
p(x, t) is the pressure term.

The exact controllability problem for system (∗) is formulated as follows:
given T > 0 large enough , for every initial data {u0, u1} in a suitable space,
it is possible to find a control v such that the solution of (∗) satisfies

u(T ) = u′(T ) = 0. (1.1)

System (∗) with g = 0 was studied by J. L. Lions [9], motivated by
dynamical elasticity equations for incompressible materials, as follows.

Let Ω be a three dimensional solid body, made of an elastic, isotropic
and incompressible material (like some rubber types) under external forces
f . From the Newton’s Second Law and considering small deflections of Ω we
get

m
∂2ui

∂t2
−

∂

∂xj

[−pδij + 2µεij(u)] = f(x, t), i = 1, 2, 3.

Mathematically, the incompressibility condition is represented by

|det (I + ∇ · u)| = 1,

where I is the identity matrix.
Noting that under small deflections, the quadratic terms of the determi-

nant are neglectible, we obtain that div u = 0 in Ω for all t which leads to
the model

m
∂2ui

∂t2
− µ∆ui = fi −

∂p

∂xi

, i = 1, 2, 3.

The presence of the memory term in equation (∗) is related to the vis-
coelastic properties of the material.
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Assuming that Ω is strictly star-shaped with respect to the origin, that
is, there exists γ > 0 such that

m · ν ≥ γ > 0 on Γ (1.2)

(where m(x) = x = (x1, · · · , xn) and ν is the exterior unitary normal) and
g = 0, J.L.Lions [9] proved that the normal derivative of the solution u of
(∗) belongs to (L2(Σ))n while in A. Rocha [1] the exact controllability was
establish.

Inspired by the above mentioned works we study, in a natural way, the
exact boundary controllability of system (∗) when the kernel g is small, which
is the goal of this paper. For this end we employ the multiplier technique
to obtain the direct and inverse inequalities. However, the convolution term
g ∗ ∆u brought up some technical difficulties which were bypassed by trans-
forming the problem (∗) into an equivalent one using the standard Volterra
equations theory.

We can find in the Literature several works in connection with memory
terms. The reader is referred to the works of J. U. Kim [3], G. Leugering [7],
I. Lasiecka [6] and the classical book of J. Lagnese and J. L. Lions [5].

Our paper is organized as follows. In section 2 we give the notations,
present standard and auxiliar results and state the main one. In section 3 we
obtain the direct and inverse inequalities related with (∗) when g = 0 while
in section 4 we obtain the same inequalities to the general case. In section 5
we study the ultra weak solutions of (∗) which is enough to apply HUM in
order to obtain the above mentioned exact controllability.

2. Notations and Main Result

In what follows we consider the Hilbert spaces

V = {v ∈ (H1
0 (Ω))n and div v = 0 in Ω} (2.1)

and
H = {v ∈ (L2(Ω))n, div v = 0 and v · ν = 0 on Γ} (2.2)

equipped with their respective inner products

((u, v)) =
n
∑

i=1

((ui, ui))H1

0
(Ω) (2.3)
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and

(u, v) =
n
∑

i=1

(ui, vi)L2(Ω). (2.4)

We also consider

V = {ϕ ∈ (D(Ω))n, div ϕ = 0} (2.5)

W = V ∩ (H2(Ω))n. (2.6)

We have that V is dense in V with the topology induced by V and

H = V
(L2(Ω))n

. (2.7)

Also, we observe that if f ∈ (D′(Ω))n and satisfies f(v) = 0 for all
v ∈ V, then there exists p ∈ D′(Ω) such that f = −∇p. In particular, if
f ∈ (H−1(Ω))n and f(v) = 0 for all v ∈ V, we have the same conclusion with
p ∈ L2(Ω)/R.

In addition, let us define

Z = {v ∈ (L2(Σ))n;
∫

Σ
v · ν dΣ = 0}. (2.8)

Let g : [0,∞[→]0,∞[ be a real funtion satisfying the following hypotheses:

g ∈ C2[0,∞[, (2.9)

α = 1 −
∫

∞

0
g(σ)dσ > 0, (2.10)

−C1g ≤ g′ ≤ −C2g, (2.11)

0 ≤ g′′ ≤ C3g (2.12)

where C1 , C2 and C3 are positive constants and

g(0) < ε, where ε > 0 is sufficiently small. (2.13)

As an example of a function which satisfies the conditions (2.9)-(2.13)
above one can cite

g(t) = k1e
−k2t; 0 < k1 < k2 and k1 < ε.
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Let us consider the following problem
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u′′ − ∆u −
∫ t

0
g(t − σ)∆u(σ)dσ = f −∇p in Q

div u = 0 in Q
u = 0 on Σ
u(0) = u0; u′(0) = u1 in Ω

(2.14)

We have the auxiliar results

Lemma 2.1. Let {u0, u1, f} ∈ W × V × L1(0, T ; V ) and assume that
g ∈ C2[0,∞). Then, there exists a unique function u : Q → Rn such that

u ∈ L∞(0, T ; W ), u′ ∈ L∞(0, T, V ) and u′′ ∈ L∞(0, T ; H),

u′′ − ∆u −
∫ t

0
g(t − σ)∆u(σ)dσ = f −∇p in (D′(Q))n,

div u = 0

u(0) = u0, u′(0) = u1 in Ω.

Furthermore

u′′ − ∆u −
∫ t

0
g(t − σ)∆u(σ)dσ = f in L1(0, T ; H).

The proof of the above result is obtained by applying Galerkin’s approx-
imation with two estimates. The uniqueness is obtained by the usual energy
method.

Remark 1. Using Galerkin’s method with additional estimates, we can
also prove that if

{

u0, u1, f
}

∈ V ∩
(

H4(Ω)
)n

× W × L1(0, T ; W )

the unique solution u of problem (2.9) satisfies

u ∈ L∞(0, T ; V ∩
(

H4(Ω)
)n

), u′ ∈ L∞(0, T ; W ), u′′ ∈ L1(0, T ; V ).

In this case we have p ∈ H2(Ω).
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From Lemma 2.1 and using density arguments we can prove the following
result:

Lemma 2.2. Let {u0, u1, f} ∈ V × H × L1(0, T ; H). Then,

(i) There exists a unique weak solution u of problem (2.14) such that

u ∈ C([0, T ]; V ) ∩ C1([0, T ]; H).

(ii) The linear mapping

V × H × L1(0, T ; H) → C([0, T ]; V ) ∩ C1([0, T ]; H)

{

u0, u1, f
}

7→ u

is continuous, where u is the solution of problem (2.14) obtained in (i).

(iii) The solution u obtained in (i) satisfies

1

2
|u′(t)|2 +

1

2
||u(t)||2 +

∫ t

0
g(t − σ)((u(σ), u(t)))dσ =

1

2
|u1|2 +

1

2
||u0||2

+g(0)
∫ t

0
||u(s)||2ds+

∫ t

0

∫ s

0
g′(s−σ)((u(σ), u(s))) dσds+

∫ t

0
(f(σ), u′(σ)) dσ,

∀t ∈ [0, T ].

(iv) The solution u is such that

u′′ − ∆u −
∫ t

0
g(t − σ)∆u(σ)dσ = f −∇p in (D′(Q))n

where p ∈ D′(Q).

From the item (iii) of the above lemma and making use of Gronwall’s
lemma we obtain the following energy inequality

E(t) ≤ C(T )
[

E(0) + ||f ||L1(0,T ;H)

]

,

where C(T ) is a positive constant which depends on T > 0 and

E(t) =
1

2
|u′(t)|

2
+

1

2
||u(t)||2
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is the energy related with problem (2.14).

Remark 2. As it is stated in J. L. Lions [8], (Chap. I, Lemma 3.7) if
φ ∈ (H1

0 (Ω) ∩ H2(Ω))
n
, then

∂φi

∂xk

= νk

∂φi

∂ν
on Γ; ∀i, k ∈ {1, · · · , n} . (2.15)

Moreover, if div φ = 0 in Ω, then as in J. L. Lions [8] (Chap. II, section
5) we have

∂φ

∂ν
· ν = 0 on Γ (2.16)

and consequently

νi

∂φi

∂xk

= νiνk

∂φi

∂ν
= 0 on Γ. (2.17)

We observe that throughout this paper repeated indices indicate summa-
tion from 1 to n.

Let x0 ∈ Rn , m(x) = x − x0, x ∈ Rn and

R = max{ ||m(x)||; x ∈ Ω }.

Let us define

Γ(x0) = {x ∈ Γ; m(x) · ν(x) > 0} ,

Γ∗(x
0) = {x ∈ Γ; m(x) · ν(x) ≤ 0} ,

Σ(x0) = Γ(x0) × [0, T ]

and
Σ∗(x

0) = Γ∗(x
0) × [0, T ].

Now, we are in position to state our main result:

Theorem 2.1. Provided that the hypotheses (1.2), (2.9)-(2.13) hold there
exists for every initial data {u0, u1} ∈ H × V ′, a control v ∈ Z such that the
ultra weak solution of the system

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

u′′ − ∆u −
∫ t

0
g(t − σ)∆u(σ)dσ = −∇p in Q

div u = 0 in Q
u = v on Σ
u(0) = u0; u′(0) = u1 in Ω

(2.18)
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satisfies the condition:
u(T ) = 0, u′(T ) = 0

for all T > T0 where T0 = 2R.

3. Direct and Inverse Inequalities with null kernel

In this section we are going to obtain the direct and inverse inequalities
to problem (2.14) when the kernel of the memory g = 0. For this end we
will employ the multiplier technique. Although the result below plays an
essential role in our intent, we will omit its proof since it is exactly as if we
were dealing with the wave equation whose proof can be found in J. L. Lions
[8], lemma 3.7, pp. 40-43.

Proposition 3.1. Let {u0, u1, f} ∈ V ∩ (H4(Ω))
n
× W × L1(0, T ; W ).

Then, for each strong solution u of (2.14) with g = 0, we have the following
identity

1

2

∫

Σ
(m · ν)

(

∂u

∂ν

)2

dΣ = (u′(t), m · ∇u)
T

0 +
n

2

∫

Q

[

|u′|
2
− |∇u|2

]

dxdt (3.1)

+
∫

Q
|∇u|2 dxdt −

∫

Q
fi mk

∂ui

∂xk

dxdt +
∫

Q

∂p

∂xi

mk

∂ui

∂xk

dxdt.

where ∇u means














∂u1

∂x1
· · ·

∂un

∂x1

· · · · ·
∂u1

∂xn

· · ·
∂un

∂xn

.















.

Theorem 3.2. ( Direct Inequality )
Assume that

{

u0, u1, f
}

∈ V × H × L1(0, T ; H)

and (1.2) holds. Then, for each weak solution u of (2.14) there exists a
positive constant C > 0 such that

∫

Σ

∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

dΣ ≤ C(T + 1)



E(0) +

(

∫ T

0
|f(s)|ds

)2


 (3.2)
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Proof. Assuming the direct inequality proven for regular initial data,
one obtains the general result using density arguments and extension by
continuity. Let us consider then

{u0, u1, f} ∈ V ∩ (H4(Ω))
n
× W × L1(0, T ; W ).

From the identity (3.1) and taking (1.2) and lemma 2.2(ii) into account
it follows that

γ

2

∫

Σ

∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

dΣ (3.3)

≤ C(T + 1)



E(0) +

(

∫ T

0
|f(t)|dt

)2


+

∣

∣

∣

∣

∣

∫ T

0

∫

Ω

∂p

∂xi

mk

∂ui

∂xk

dx dt

∣

∣

∣

∣

∣

where C is a positive constant.
Next, we are going to prove that

J =
∫

Q

∂p

∂xi

mk

∂ui

∂xk

dx dt = 0. (3.4)

Indeed, from (2.17), using Gauss’s formula and taking into account that
div u = 0 in Q we have

J = −
∫

Q
p

∂

∂xi

(

mk

∂ui

∂xk

)

dxdt +
∫

Σ
pmk

∂ui

∂xk

νidΣ

= −
∫

Q
p
∂ui

∂xi

dxdt −
∫

Q
pmk

∂

∂xk

(

∂ui

∂xi

)

dxdt +
∫

Σ
pmk

∂ui

∂xk

νidΣ = 0

which proves (3.4). 2

In order to give a sense to ∂u
∂ν

when u is a weak solution of problem (2.14)
let us consider Y the space of the weak solutions of the same problem when

{

u0, u1, f
}

∈ V × H × L1(0, T ; H).

Since problem (2.14) is a linear one and has uniqueness of solution the
linear map

V × H × L1(0, T ; H) → Y
{

u0, u1, f
}

7−→ u
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is injective. Therefore, the vector space Y is a Banach space with the norm

||u||Y = ||u0|| + |u1| + ||f ||L1(0,T ;H).

Representing by X the space of the strong solutions of (2.14), that is,
when

{

u0, u1, f
}

∈ W × V × L1(0, T, V ),

we have X ↪→ Y with injection continuous and dense.
Considering the linear map

γ : X →
(

L2(Σ)
)n

u 7→
∂u

∂ν

from the direct inequality we have

∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

(L2(Σ))n

≤ C
(

||u0||2 + |u1|2 + ||f ||2L1(0,T ;H)

)

,

that is,
∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

(L2(Σ))n

≤ C||u||2Y .

Consequently γ : X → (L2(Σ))
n

is continuous in X with the topology
induced by Y and since X is dense in Y with respect to the same topology,
the map γ has a linear and continuous extension

γ̂ : Y →
(

L2(Σ)
)n

defined as follows:
Considering u ∈ Y , there exists uµ ∈ X such that

uµ → u in Y

and therefore

γ̂u = lim
µ→∞

γuµ = lim
µ→∞

∂uµ

∂ν
.
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Motivated by the above definition, the normal derivative ∂u
∂ν

of u ∈ Y is
given by

∂u

∂ν
= lim

µ→∞

∂uµ

∂ν
.

Theorem 3.3 ( Inverse Inequality) For all T ≥ T0 and for all weak
solution u of (2.14) with f = 0 we have the following inequality

(T − T0)E(0) ≤
R

2

∫

Σ(x0)

∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

dΣ. (3.5)

Proof. We proceed as in Theorem 3.2, that is, we consider initially regular
initial data and then we obtain the desired result by a density argument.
From (3.1) and (3.4) we can write

(u′(t), m · ∇u)
T

0 +
n − 1

2

∫

Q

[

|u′|
2
− |∇u|2

]

dxdt−
1

2

∫

Σ
(m · ν)

∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

dΣ (3.6)

+
∫ T

0
E(t) dt = 0

where

E(t) =
1

2

[

|u′(t)|
2
+ |∇u(t)|2

]

.

In what follows we are going to proceed as in J. L. Lions [8] using argu-
ments due to L. F. Ho [2] and V. Komornik [4].

Since
E(t) = E(0) (3.7)

and taking into account that

(u′(t), u(t))T
0 −

∫ T

0
|u′(t)|2dt +

∫ T

0
|∇u(t)|2dt = 0 (3.8)

the expression (3.6) becomes

(

u′, m · ∇u +
n − 1

2
u
)T

0
+ TE(0) =

1

2

∫

Σ
(m · ν)

(

∂u

∂ν

)2

dΣ. (3.9)

But
∣

∣

∣

∣

m · ∇u +
n − 1

2
u
∣

∣

∣

∣

2

= |m · ∇u|2 −
n2 − 1

4
|u|2 ≤ |m · ∇u|2 ≤ R2|∇u|2

EJQTDE, 1998 No. 9, p. 11



which implies

∣

∣

∣

∣

∣

(

u′, m · ∇u +
n − 1

2
u
)T

0

∣

∣

∣

∣

∣

≤ R [|u′(T )| |∇u(T )|+ |u′(0)| |∇u(0)|] ≤ 2RE(0).

(3.10)
It follows from (3.9) and (3.10) that

(T − T0)E(0) ≤
R

2

∫

Σ(x0)

∣

∣

∣

∣

∣

∂u

∂ν

∣

∣

∣

∣

∣

2

dΣ.

This concludes the proof. 2

4. Direct and Inverse Inequalities in the general case

In this section we will establish the direct and inverse inequalities related
with the weak solutions of the homogeneous problem

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ϕ′′ − ∆ϕ −
∫ t

0
g(t − σ)∆ϕ(σ)dσ = −∇p in Q

div ϕ = 0 in Q
ϕ = 0 on Σ
ϕ(0) = ϕ0; ϕ′(0) = ϕ1 in Ω

(4.1)

using the inequalities obtained in section 3 when g = 0. We begin making
some considerations. In what follows X will represent the cylinder Q or its
lateral boundary Σ. Let

K : L2(X) → L2(X)

be the linear operator defined by

(Kϕ)(x, t) =
∫ t

0
g(t − τ)ϕ(x, τ)dτ, ∀ϕ ∈ L2(X).

We note that from Cauchy-Schwarz inequality and Fubini’s theorem we
have

||Kϕ||L2(X) ≤ ||g||L1(0,∞)||ϕ||L2(X).
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Then, K is well defined and since ||g||L1(0,∞) < 1 we conclude that
||K||L(L2(X)) < 1 and consequently the operator (I − K)−1 exists and be-
longs to L(L2(X) ). Moreover, in this case we have

∞
∑

n=0

Kn = (I − K)−1

where the above equality is understood in the space L(L2(X) ).
By standard Volterra equations theory for any θ ∈ L2(X) there exists a

unique solution of the Volterra equation

ϕ + Kϕ = θ

Furthermore, ϕ and θ are related by the equations

θ(x, t) = ϕ(x, t) +
∫ t

0
g(t − σ)ϕ(x, σ)dσ (4.2)

ϕ(x, t) = θ(x, t) +
∫ t

0
h(t − σ)θ(x, σ)dσ (4.3)

where

h(t − σ) =
∞
∑

n=1

(−1)ngn(t − σ)

and

g1(t) = g(t) and gn(t − τ) =
∫ t

τ
g1(t − σ)gn−1(σ − τ)dσ if n ≥ 2.

Also, g and h are related by the formula

g(t) = −h(t) −
∫ t

0
g(t − σ)h(σ)dσ. (4.4)

From (4.1) and (4.3) we obtain the equivalent problem for θ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

θ′′ − ∆θ + h(0)θ′ + h′(0)θ +
∫ t

0
h′′(t − σ)θ(σ)dσ = −∇p in Q

div θ = 0 in Q
θ = 0 on Σ
θ(0) = ϕ0, θ′(0) = ϕ1 + g(0)ϕ0 in Ω.

(4.5)
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We note that problem (4.5) can be written as

θ = θ̂ + ζ

where θ̂ and ζ are the unique solutions of the following problems

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

θ̂′′ − ∆θ̂ = −∇p̂ in Q

div θ̂ = 0 in Q

θ̂ = 0 on Σ

θ̂(0) = ϕ0, θ̂′(0) = ϕ1 + g(0)ϕ0 in Ω

and
∣

∣

∣

∣

∣

∣

∣

∣

∣

ζ ′′ − ∆ζ = f −∇q in Q
div ζ = 0 in Q
ζ = 0 on Σ
ζ(0) = ζ ′(0) = 0 in Ω.

with

p = p̂ + q and f(t) = −h(0)θ′(t) − h′(0)θ(t) −
∫ t

0
h′′(t − σ)θ(σ)dσ. (4.6)

From the direct and inverse inequalities obtained in section 3 there exists
L1, L2 and L3 positive constants such that

L1

(

||θ̂(0)|| + |θ̂′(0)|
)

≤

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂θ̂

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(L2(Σ(x0)))n

≤ L2

(

||θ̂(0)|| + |θ̂′(0)|
)

(4.7)

and
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂ζ

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(L2(Σ(x0)))n

≤ L3||f ||L1(0,T ;H). (4.8)

On the other hand, from (4.6) we get

|f(t)| ≤ |h(0)| |θ′(t)| + |h′(0)| |θ(t)| +
∫ t

0
|h′′(t − σ)| |θ(σ)| dσ. (4.9)

But, from (4.4) it follows that

h(0) = −g(0), (4.10)

h′(0) = −g′(0) + g2(0), (4.11)
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h′′(t) = −g′′(t)−g(t)
[

−g′(0) + g2(0)
]

+g′(t)g(0)−
∫ t

0
g(σ)h′′(t−σ)dσ. (4.12)

Using assumption (2.13) and from (4.10) we obtain

|h(0)| < ε. (4.13)

Considering the assumptions (2.11) and (2.13), from (4.11) we get

|h′(0)| < −g′(0) + ε2 ≤ C1g(0) + ε2 < C1ε + ε2. (4.14)

Provided that the asumptions (2.11)-(2.13) hold and from (4.12) we de-
duce

|h′′(t)| ≤
[

C3 + C1ε + ε2 + εC1

]

g(t) +
∫ t

0
g(σ) |h′′(t − σ)| dσ. (4.15)

Integrating (4.15) over [0,T] it follows that

∫ T

0
|h′′(t)| dt ≤ C(ε)

∫

∞

0
g(t) dt +

(∫

∞

0
g(σ)dσ

) ∫ T

0
|h′′(t)| dt

and from (2.10) and (2.13) we obtain

∫ T

0
|h′′(t)| ≤

C(ε)

α

∫

∞

0
g(σ) dσ ≤ εC−1

2 C(ε). (4.16)

Now, integrating (4.9) over [0,T] and combining (4.13), (4.14) and (4.16)
we conclude

∫ T

0
|f(t)| dt ≤ Tε||θ′||C0([0,T ];H) + T

(

C1ε + ε2
)

||θ||C0([0,T ];H)

+εC−1
2 C(ε)||θ||C0([0,T ];H)

and therefore, using lemma (2.2) (ii), we infer

∫ T

0
|f(t)| dt ≤ εC(T )

(

|ϕ1 + g(0)ϕ0| + ||ϕ0||
)

. (4.17)

From (4.8) and (4.17) we can write
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂ζ

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

≤ εC(T )
(

|ϕ1 + g(0)ϕ0| + ||ϕ0||
)

(4.18)
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and since θ = θ̂ + ζ from (4.7) and (4.18) it holds that

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂θ

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(L2(Σ(x0)))n

≥

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂θ̂

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

−

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂ζ

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(4.19)

≥ L1

(

||θ̂(0)|| + |θ̂′(0)|
)

− εC(T )
(

|ϕ1 + g(0)ϕ0| + ||ϕ0||
)

= (L1 − εC(T ))
(

|ϕ1 + g(0)ϕ0| + ||ϕ0||
)

≥ (L1 − εC(T ))
(

|ϕ1| − g(0)|ϕ0| + ||ϕ0||
)

.

Finally, from assumption (2.13) and since |v|≤ λ||v||, ∀v ∈ V from (4.19)
we have

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂θ

∂ν

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(L2(Σ(x0)))n

≥ (L1 − εC(T ))(1 − ελ)||ϕ0|| + (L1 − εC(T ))|ϕ1|.

Choosing ε small enough, we conclude from the last inequality that there
exists a positive constant C such that

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂

∂ν

(

ϕ +
∫ t

0
g(t − σ)ϕdσ

)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(L2(Σ(x0))n

≥ C
(

||ϕ0|| + |ϕ1|
)

. (4.20)

The direct inequality follows imediately from (4.7) and (4.8). This con-
cludes the desired result. 2

5. Regularity of the Ultra Weak Solution

We begin this section considering the nonhomogeneous boundary value
problem:

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

u′′ − ∆u +
∫ t

0
g(t − σ)∆u(σ)dσ = −∇p in Q

div u = 0 in Q
u = v in Σ
u(0) = u0, u′(0) = u1 in Ω,

(5.1)
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with
{

u0, u1, v
}

∈ H × V ′ × Z. (5.2)

The solution u of (5.1) is defined by the transposition method c.f. J. L.
Lions [8] Chap. I, section 4. More precisely u ∈ L∞(0, T ; H) is a ultra weak
solution of (5.1) if its verifies

∫ T

0
(u(t), f(t))dt = −

(

u0, θ′(0)
)

+ 〈u1, θ(0)〉−
∫

Σ

∂θ

∂ν
vdΣ, ∀f ∈ L1(0, T, H)

where

θ(x, t) = ϕ(x, t) +
∫ t

0
g(t − σ)ϕ(x, σ)dσ

and ϕ is the solution of the following problem

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ϕ′′ − ∆ϕ +
∫ T

t
g(σ − t)∆ϕ(σ)dσ = f −∇q in Q

div ϕ = 0 in Q
ϕ = 0 in Σ
ϕ(T ) = ϕ′(T ) = 0 in Ω.

(5.3)

Considering analogous arguments to those ones used in J. L. Lions [8] we
also have

u ∈ C0 ([0, T ], H) ∩ C1 ([0, T ], V ′) . (5.4)

However, the case we are interested in is the one which f = 0 and the
control v, like in the wave equation, is given by

v =
∂θ

∂ν
=

∂

∂ν

(

ϕ +
∫ T

t
g(σ − t)ϕ(σ)dσ

)

. (5.5)

From the direct inequality and taking into account the reversibility of the
problem (5.3) we have just proved that

∂θ

∂ν
∈ L2(Σ). (5.6)

Furthermore, from (2.16) we have

∂θ

∂ν
· ν = 0 on Σ (4.7)
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which proves that ∂θ
∂ν

∈ Z. 2

Acknowledgments. The authors would like to thank Professor Luis
Adauto Medeiros for his stimulating discussions and also to thank the referee
for his constructive comments.

References

[1] A. Rocha, Exact Controllability for a Hyperbolic System with a Pressure
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