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Abstract. In this paper, we study a time-periodic and delayed reaction-diffusion system
with quiescent stage in both unbounded and bounded habitat domains. In unbounded
habitat domain IR, we first prove the existence of the asymptotic spreading speed and
then show that it coincides with the minimal wave speed for monotone periodic trav-
eling waves. In a bounded habitat domain Q C RN (N > 1), we obtain the threshold
result on the global attractivity of either the zero solution or the unique positive time-
periodic solution of the system.
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1 Introduction

In population ecology, dormancy or quiescence plays an important role in the growing process
of some species such as reptiles and insects, which is an attractive biological phenomenon.
A typical example is the growth of invertebrates living in small ponds in semi-arid region.
Since the varying of growing environment subject to the disappear and reappear of rainfall,
the individuals can be grouped into two parts: mobile sub-populations and non-mobile sub-
populations. It means that the individuals switch between mobile and non-mobile states,
while only the mobile sub-populations can reproduce.

It is well known that mathematical models have become basic tools in studying the evo-
lution of population. Recently, considerable attentions have been paid to investigate pop-
ulation models with a quiescent stage or dormancy from the mathematical view (see e.g.,
[1,4,5,20,22]). Precisely speaking, a reaction-diffusion equation coupled with a quiescent
stage can be used to describe aforementioned biological phenomena. Hadeler and Lewis [5]
proposed the following basic model:

{gtu(t,x) = dAu(t,x) + f(u(t, x)) — yu(t,x) + Bo(t, x), a
%v(t,x) = yu(t,x) — po(t, x), :
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where u(t,x) and v(f,x) are the densities of mobile and stationary sub-populations at time
t and location x, respectively; f is the recruitment function and only depends on the den-
sity of mobile sub-populations; d is the diffusion rate of the mobile, v and  are the switch
rates between two states. Based on the mathematical analysis of (1.1), the authors provided
some appropriate biological interpretation for their results. Zhang and Zhao [22] further
investigated the asymptotic behavior of system (1.1) in both unbounded and bounded spa-
tial domains. In the case where the habitat domain is IR, they established the existence of
the asymptotic spreading speed which coincides with the minimal wave speed for monotone
traveling waves. In the case where the habitat domain is bounded, they obtained a threshold
result on the global attractivity of either zero or positive steady state. In addition, Zhang and
Li [23] studied the monotonicity and uniqueness of traveling waves of (1.1).

As mentioned in [4], to study the effect of a quiescent phase, it is meaningful to incorporate
the time delays, which can be caused by many factors such as hatching period or maturation
period. Motivated by this, Wu and Zhao [20] studied the following time-delayed reaction-
diffusion model with quiescent stage:

{gtu(t,x) = dAu(t,x) + f(u(t,x), u(t —t,x) — yu(t,x) + po(t, x), 12)

%v(t,x) = yu(t,x) — po(t, x),

where f(u(t, x),u(t — 7,x)) is the reproduction function, T is a nonnegative constant. They
established the existence of the minimal wave speed and further studied the asymptotic be-
havior, monotonicity and uniqueness of the traveling wave fronts. We mentioned that the
analysis for (1.2) on bounded spatial domain remains open.

On the other hand, the effect from varying environment (e.g., the seasonal fluctuations
and periodic availability of nutrient supplies) should not be ignored in reality. Therefore, it
is more reasonable to assume that the reproduction rate and the two switching rates are time
heterogeneous, especially, time periodic. More recently, Wang [19] considered a time-periodic
version of (1.1):

{aatu(t,x) =dAu(t,x)+ f(t,u(t,x)) —y(E)u(t,x) + B(t)ov(t, x),
ot x) = y(H)u(t,x) — B(t)v(t x),

where f(t,-) = f(t+w,-), v(t) = y(t + w), B(t) = B(t+ w), ¥Vt > 0, w is a positive constant.
For (1.3), the author [19] proved the existence of the spreading speed and showed that it
coincides with the minimal wave speed of monotone periodic traveling waves. In the case
where the spatial domain is bounded, a threshold result on the global attractivity of either
zero or positive periodic solution was established.

Taking time delay and seasonality into consideration, in this paper, we consider the fol-
lowing time-periodic and delayed reaction-diffusion system:

{gtu(t,x) =d(t)Au(t,x) + f(t,u(t,x),u(t —7,x)) —y()u(t,x) + p(t)o(t, x),
Qo(t,x) = y(Hu(t,x) — B(t)v(t, x).
where d(t) = d(t+w) >d >0, f(t,u,w) = f(t+w,u,w), ¥(t) = y(t+w) > 0and B(t) =

B(t+w) >0,Vt>0. Let 9y f(t, u,w) := W, A f(t,u,w) := W for any (t,u,w) € R3.
Throughout this paper, we assume that the function f € C!(R3, R, ) satisfies:

(1.3)

(1.4)

ot

(H1) f(t,0,0) =0 forall t > 0, d2f (t, u,w) > 0,V(t,u,w) € R, |91f(t,u, w)| is bounded in
R3. Let I := sup {|91f(t, u, w)| : (t,u,w) € R?}.
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(H2) There exists a constant L > 0 such that

f(t,u,u) < (min ’y(i)) u— (max ﬁ(t)) (max ’Y(t)> u, Vt>0, u>L.

te[0,w)] te(0,w] refow] B(t)

(H3) For each t > 0, f(t-,-) is strictly sub-homogeneous on ]Ri in the sense that
f(t,0u, bw) > 6f(t,u,w) whenever 6 € (0,1), Vu,w > 0.

The purpose of this paper is to investigate the asymptotic behavior of system (1.4). We
first apply the results on monotone semiflow in [12-14] to obtain the spreading speed in a
weak sense. Due to the zero diffusion arising from the quiescent stage, the system (1.4) has a
weak regularity, which leads to a difficulty in obtaining the existence of traveling waves. To
overcome this problem, we adopt the ideas involving the minimal wave speeds for monotone
and “point-ax-contraction” systems with monostable structure developed in [3].

The organization of this paper is as follows. Section 2 is devoted to obtain the existence
of spreading speed and to show that the spreading speed exactly coincides with the minimal
wave speed for monotone periodic traveling waves. In Section 3, we study the global dynamics
of system (1.4) in a bounded domain ) C RYN. In Section 4, we give the appendix on spreading
speeds and periodic traveling waves for monotonic systems, which is used in Sections 2 and 3.
The frameworks, concepts and results presented by this section are adapted from [3,12,13].

2 Dynamics in unbounded domain

In this section, we consider the system (1.3) on an unbounded spatial domain (2 = R :

Du(t,x) = d() D 1 £t u(t,x), ult —7,x)) — y(Dult,x) + pH)o(t, %),
do(t,x) = y(Hu(t,x) — B(t)o(t,x), t>0,x€ER, 2.1)
u(s,x) = ¢1(s,x),0(0,x) = ¢pa(x), se€[-1,0], xeR.

In the following, we are mainly concerned with the spreading speed and traveling wave so-
lutions for (2.1). In the first subsection, we present some fundamental results, including the
global dynamics of the spatially homogeneous system associated with (2.1), the existence of
solutions to (2.1), a comparison principle and the properties of the periodic semiflow. In
the second subsection, by appealing the abstract results established in [12,13], we study the
spreading speeds for (2.1). The third subsection is devoted to the existence of periodic travel-
ing wave solutions for (2.1) by applying the results established in [3]. It needs to be noticed
that due to the lack of compactness of the semiflow of (2.1), the abstract results on traveling
waves in [12,13] cannot be directly applied.

2.1 Preliminaries

Define Y = C([—7,0],R) equipping with the usual supreme norm || - [|y. Then (Y,Y,) is an
ordered Banach space, where Y, := C([—7,0],R). For any ¢, € Y, we write ¢ > 1 if
p—peY, o>pifo>ypbute #p, and ¢ > ¢ if ¢ — P € Int(Yy).

Let X be the set of all bounded and continuous functions from R to R and X4 = {¢ € X :

¢(x) > 0Vx € R}. For any ¢, € X, we write ¢ > ¢p(¢ > ) if ¢(x) > ¢p(x)(@(x) > 9p(x))
forallx € R. ¢ > ¢ if ¢ > ¢ but ¢ # . Clearly, X, is a positive cone of X. We equip X with
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the compact open topology (i.e., 9" — ¢ in X means that the sequence of ¢™(x) converges to
¢(x) as m — oo uniformly for x in any compact set on R) induced by the following norm

. maxy<i |p(x)
lollx = Y —5 =,

Vo € X,
k=1

where | - | denotes the usual norm in R.

Let C' := C([-7,0],X) and C, = {9 € C' : ¢(s) € X4,s € [-7,0]}. Then (C’,C,) is an
ordered Banach space. For convenience, we identify an element ¢ € C’ as a function from
[—7,0] x R into R defined by ¢(s,x) = ¢(s)(x) for any s € [-7,0] and x € R. For any
continuous function w(-) : [-7,b) — X,b > 0, we define w; € C' by wi(s) = w(t +s) for all
t €[0,b),s € [—7,0]. Clearly, t — w; is a continuous function from [0, ) to C’. Furthermore,
welet C = C’' x X and Cy = C/, x X, then (C,C.) is an ordered Banach space. We equip C
with the compact open topology and define the norm on C

Il = 3, ekt (N g, g, ) e

k=1

where | - | denote the usual norm in R,

Let C := Y X R, then (C,Cy) is a ordered Banach space. For each r = (r1,72) € C with
r>>0,defineC,={peC:r>¢>0}and C; = {¢p € C:r > ¢ > 0}. For any positive vector
N € ]R%r, we let N denote the constant function with vector value N in C, C.

Firstly, we consider the following spatial-independent system associated with (2.1),

=f( i(t), w(t — 7)) — y(t)i + B(t)7,
D = (1) — B(t)5, (2.2)
ii(s) =i1(s), 9(0) = ¢», s€[-7,0], = (¢1,¢2) € C.

Note that (0,0) is a solution of (2.2). Linearizing (2.2) at the zero solution, we get
d@(f) = 01f(,0,0)a(t) + 02 f (£,0,0)a(t — ) — y(t)a(t) + p(t)o(t),
= r(0a() - pn)a(t), 23)
i(s) = ¢i(s), 9(0) = ¢, s€[-7,0], ¢=(¢1,¢2) €Cy.

Due to the periodicity of f,, B, and assumptions (H1), we see that for any ¢ = (¢1,¢2) € Cy,
(2.3) has a unique solution U(t,¢) = (i(t,¢),3(t,¢)) on [0,00) with U(s,$) = ¢ € C. Hence,
we can define a solution semiflow {¥;};>¢ for (2.3) by

Filphi(s) = a(t+s,¢), Filpla = (L, ).

Define the Poincaré map P : Cy — Cy by P(¢) = (i1w(¢), 0w(¢)) for all ¢ € Cy, and let
7 = r(P) be the spectral radius of P. By arguments similar to [21, Proposition 2.1], we show
the following results.

Proposition 2.1. 7 = r(P) is positive and is an eigenvalue of P with a positive eigenfunction ¢*.
Define B : Ry x C — R? by

i (Bt @)\ _ (F(91(0), ¢1(=T)) — ¥()p1(0) + B(£)g(0)
B“’”‘(@(w))‘( 1(91(0) - B(1)2(0) )
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Then, it is easy to verify that for each + > 0, B(t, -) is cooperative on C,. Clearly, the system
(2.3) is irreducible. Moreover, for any K > L, K = (K, maX;e (o] (%)K) is a super-solution
for (2.2). Due to the strict subhomogeneity of f(t,-, ), we have the following results about the
global dynamics of (2.2).

Theorem 2.2. Let (H1)-(H3) hold. The following statements are valid.
(i) If 7 < 1, then zero solution is globally asymptotically stable for (2.2) with respect to C.

(ii) If 7 > 1, then (2.2) has a unique positive w-periodic solution V*(t) = (u*(t),0*(t)), and V*(t)
is globally asymptotically stable with respect to C. \ {0}.

Proof. Since f is strictly sub-homogeneous,
f(t,u,w) <91f(t,0,0)u+ 92/ (t,0,0)w, V(t,u,w) € ]Ri.

Note that the solutions of system (2.3) exist globally on [0, o). By the comparison theorem [18,
Theorem 5.1.1] and the positivity theorem [18, Theorem 5.2.1], each solution (#(t,¢), 9(t, $))
of system (2.2) with initial value ¢ € C exists globally, and (ii(t,¢),5(t,¢)) > (0,0),Vt > —7.
Since system (2.2) is cooperative, it follows from [18, Theorem 5.1.1] that for any ¢, ¢ € C4
with ¢ <, (i1:(9), 0:(¢)) < (1:(), 0:(¥)), Vt > 0. Using the assumption (H1), in particular
d2f (t,u,w) > 0 for (t,u,w) € R, we have (il;(¢),0:(¢)) < (11r(y), 0:(¢)), Vt > 27 for ¢ < .
Define S : C; — Cy by S(¢) = (iw(¢),0w(¢)). Then S is monotone, and S" is strongly
monotone for nw > 21. Moreover, it is easy to conclude from the sub-homogeneity of f that
S is sub-homogeneous.

By the continuity and differentiability of solutions with respect to initial values, it follows
that S is differentiable at zero, and DS(0) = P. Furthermore, since d,f(t,u,w) > 0, [7, Theo-
rem 3.6.1] and [18, Theorem 5.3.2] imply that (DS(0))" is compact and strongly positive for all
nw > 27. Consider 5™, ngw > 27. Then, $™ is strongly monotone, and (DS(0))™ is compact
and strongly positive.

In view of (H2), [18, Remark 5.2.1] implies that forany i > 1,V,, = {¢ € C1 : 0 < ¢1(s) <
hK,0 < ¢p < h-maxge(gq) %K,s € [—71,0]} is a positive invariant set for S. By [7, Theo-
rem 3.6.1], for any fixed h > 1, S" : V}, — V}, is compact. Then for any ¢,y € V;, with ¢ < ¢,
the closure of S™([¢, ¢]) is a compact subset of V},. Furthermore, DS™(0) = (DS(0))" is com-
pact and strongly positive. Since S is strictly sub-homogeneous, S™ is strongly monotone, and
r{(DS(0))"™} = r{DS(0)}"0 = 7", by [24, Theorem 2.3.4], we have the following conclusions.

(i) If 7 <1, then zero is a globally asymptotically stable fixed point of S™ with respect to V},.

(ii) If 7 > 1, then S™ has a unique positive fixed point (:5* in Vj,, and c]A)* is globally asymp-
totically stable with respect to V, \ {0}.

Since h > 1 in the above discussion is arbitrary, we can conclude that zero solution of
system (2.2) is globally asymptotically stable in case (i); and system (2.2) admits the unique,
positive and now-periodic solution (i(t, $*),9(t, $*)) in case (ii). At what follows, we further
prove that (i (t, ¢*), (¢, ¢*)) is w-periodic. According to Proposition 2.1, there exists a positive
eigenfunction ¢* such that DS(0)(¢*) = 7¢*. In case where 7 > 1, for any small ¢ > 0, by the
monotonicity of S, we have

IA
IN

0 < (,6) < S(ch*) < S*(gp*) < --- < S"(¢d")
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Additionally, S"0"(¢¢*) — ¢*, as n — 0. Since S is continuous and the sequence of S"(¢$*)
is monotone, ¢* is a fixed point of S, which implies that (ii(t,¢*),9(t,¢*)) is a w-periodic
solution. The proof is complete. ]

At what follows, we establish the existence, uniqueness and comparison principle for (2.1)
with initial value ¢ = (¢, ¢2) € C.
Consider the following time-periodic reaction-diffusion equation

ox?

drw(t,x) = d(H)ZS _ oy (Hw(tx), t >0, x € R, 0
w(0,x) =¢(x), x€eR, peX '

By virtue of [9, Chapter II], it follows that (2.4) admits an evolution operator T;(t,s) : X — X,
0 <s <t thatis, Ty (t,t) = I, Ty(t,s)Ti(s,p) = Ti(t,p) for 0 < p < s < tand T1(t,0)(¢p)(x) =
w(t,x, @) fort > 0,x € Rand ¢ € X, where w(t, x, ¢) is the solution of (2.4). Moreover, for
any 0 < s < t,Ty(t,s) is a compact and positive operator on X, and Ti(t,s)(¢)(x) > 0 for all

0<s<txeRand ¢ € X, provided ¢(x) > 0and ¢ # 0. Let To(t,s)p = e~ fsrﬁ(’l)d’hpz, u=
(u,v) and ¢ = (¢1,¢2) € CT. Integrating two equations of (2.1), we have

{ua,-,qb) = Ti(t,0)¢1(0,-) + [y Tu(t,s)(f(s,u(s, ), u(s — 7,)) + B(s)o(s, -) )ds,
o(t, ., ¢) = Ta(t,0)2 + [y Ta(t,s)v(s)u(s, )ds,
that is,

U(t,¢) = +/ (t,5)B(s, Us)ds, (2.5)

T(t,s) = (Tl(é’S) T2(2;5)> '

B (f(591(0,),dr(—T,)) + B(E)ga ()
Blt.¢) = <Bz<<p><->) - < YO (0, ) >

for t € [0,400). A function U is said to be a lower solution of (2.1) if

where

ut,-) <T(t0)U +/ (t,s)B(s, Us)ds.
A function U is said to be an upper solution of (2.1) if

() > T(t,0)0 +/ (,5)B(s, U,)ds.

Theorem 2.3. Let (H1)—(H4) hold. For any ¢ = (¢1,¢2) € Ck, system (2.1) admits a unique mild
solution U(t, x,¢) with Uy(-,-,¢) = ¢ and U(-,-,¢) € Ck for all t > 0, and U(t, x, ) is a classic
solution when t > T. Moreover, if U(t, x) and U(t, x) are a pair of lower and upper solutions of (2.1),
respectively, with Uy(-,-) < Uo(-,-), then U;(-,-) < Uy(-,) forall t > 0.

Proof. We first show that B is quasi-monotone on [0, ) x Ck in the sense that

lim dist (¢(0,-) —¥(0,-) + h [B(t,¢) — B(t,¥)], X4 x X)) =0

h—0t
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for all ¢, € Cx with ¢1(s,x) > ¥1(s,x) and ¢a(x) > Po(x), V(s,x) € [—7,0] x R. In fact, for
any ¢, P € Ck with with ¢1(s,x) > 1(s, x) and ¢2(x) > ¢2(x), V(s,x) € [—7,0] X R, we have

¢(0,-) = 9(0,) + 1 [B(t,¢) — B(t, )]

— <<P1(0/')—1P1(0/') Rt @1(0,), 1(=7,-)) = f(£,1(0, ), ¥1(=7,-))] + hB(t) [sbz(')—wz(')])
¢2(-) = 2 () + 1y (£) [¢1(0, ) — 1(0, )

> <<P1(0,')—1P1(0,') R @1(0,-), 1(—=7,-)) = f(&,91(0,-), 1 (=7, )] + 1B() [¢z(~)—¢z(')]>

B $2(-) — 2 () + hy () [$1(0, ) — 1(0, )]

> <¢>1(0,-)—¢1(0,-)—lh[¢1(0,-)— ¥1(0, )] +hB(t) [92(-) — ()]>

- $2(-) = 2 () + hy () [$1(0, ) — 1(0,-)]

Thus, we can choose / sufficiently small such that

¢(0,-) = ¢(0, ) + h[B(t,¢) — B(t, ¢)] = 0.

By [16, Corallary 5], (2.1) admits a unique mild solution U(t, -, ¢) on [0, +c0) for each ¢ € Ck,
and the comparison principle holds for the lower and upper solutions. This completes the
proof. O

Define a family of operators {Q;}>0 on Cx by

Qill(s, x) = U(t+5,x,¢) = (u(t+s,x,¢),0(t,x,9))

where (u(t+s,x,¢),v(t,x,¢)) is a solution of (2.1) with (u(s,x),v(0,x)) = (¢1(s,x), P2(x))
for s € [-7,0] and x € R. For any (t,¢°) € R, x Ck, we have

1Qe(¢) — Qs (¢°)lle < 11Qe(¢) — Qe(9°) [l + 1Qe(¢") — Qty (¢°) llc-

Since T(t,0)¢ is continuous in (¢, ¢) € [0,00) x X? with respect to the compact open topology,
by arguments similar to those in [15, Theorem 8.5.2], we know that Q;(¢) is continuous at
(to, #°) with respect to the compact open topology. According to the definition of w-periodic
semiflow (see Definition 4.7 in the Appendix), it follows that {Q;};>0 is an w-periodic semi-
flow on Ck.

Lemma 2.4. For each t > 0,Qy is strictly subhomogeneous in the sense that Q¢(60¢) > 0Q(¢) for
any fixed 6 € (0,1).

Proof. For any ¢ := (¢1,¢2) € Cx with ¢ # 0. Let (u(t,x,¢$),v(t,x,¢)) be the solution of (1.4)
with u(s,x) = ¢1(s,x),v(0,x) = ¢2(x) for s € [—7,0] and x € R. Fix 6 € (0,1). Since f is
subhomogeneous, we have

2
W SLGE ”;Efg") + f(&ult,x),u(t — 7,x)) = y(Hu(t,x) + B(t)o(t, x)
%u(t, x)

<d(t)o axZ’ + f(t,0u(t, x),0u(t —t,x)) — y(t)0u(t, x) + B(t)00v(t, x)

and
a(ez’g"c)) 0 [y(H)u(t,x) — B(t)o(t, x)]

v(£)0u(t, x) — B(t)0v(t, x).
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Thus, (u(t,x,$),0v(t, x,¢)) is a lower solution of (2.1) with Bu(s, x, p) = 0¢1 (s, x), 0v(0,x) =
O¢o(x) for s € [—7,0] and x € R. Then (Bu(t,x,¢),0v(t,x,¢)) < (u(t,x,0¢),v(t x,0¢)),
where (u(t,x,0¢),v(t, x,0¢)) is a solution of (2.1) with u(s, x) = 0¢1 (s, x),v(0,x) = 0¢(x) for
s€[—71,0] and x € R.

Let (w1, w2) = (u(t, x,0¢) — 0u(t,x,$),v(t,x,09p) —0v(t,x,¢)), then wi(s,x) = 0 for
(s,x) € [-7,0] X R, wp(0,x) =0 for x € R, and w;(t,x) >0,V(t,x) € [0,00) xR, i=1,2. We
further show that w;(t,x) >0, V(t,x) € [0,00) x R, i = 1,2. Direct calculation yields

dw _ u(t,x,09) ,du(t,x,¢)
ot ot ot
= ()2 f(t (e x,0p),u(t — 7, %,09)) — 05 (¢, u(t . ¢), u(t — 7, ,9))
—y(t)wr + B(t)wa
= d( )aazwl +f(t u(t X, 947) ( T,x,94))) —f(t,@u(t,x,<p),9u(t — T,x,(l)))
+ F(t,6u(t,,9), 6u(t — T, %,9)) — OF (1 u(t,%,0), ult — T, %,9)) — 7(H)wn + By
> d(t)a;z;l +F(t ult, x, 00), 0u(t — T, x,00)) — £(t,0u(t,x, @), 0u(t — T, x,))
+g(t,x) —y(H)wy
> )5t + 5(t,0) (e

where
g(t,x):= f(t,0u(t,x,¢),0ult—1,x,¢))—0f (t,u(t,x,¢),u(t —7,x,¢)).

Following the assumption (H3), we have g(t,x) > 0 for t > 0 and x € R. Consider the
following equation

Bw *w ~ -
I — d(t) ale I + g(t,x) —y(H)@1, t>0, 2.6)
( x)=0, xeR
Then, we can rewrite (2.6) as
t
Dt ¢) = / Ti(t,s)g(s, )ds,  £>0, 2.7)
0

where the evolution operator Ti(t,s) : X — X, 0 < s < t is defined by Ti(t,s)p =
e‘l(t_S)Tl(t,s)q) for all t > s > 0. Since g(f,x) > 0, Vt > 0,x € R, it follows from the
strong positivity of Ti(t,s) that the solution of (2.6) satisfies w;(t,x) > 0 for all + > 0 and
x € R. Consequently, the comparison principle implies w1 (t,x) > @1 (f,x) > 0 for all t > 0
and x € R. Due to wy(t,x) > 0 for t > 0 and x € R, similarly, we have w,(t,x) > 0 for t > 0
and x € R.

Hence, (u(t,x,0¢),0(t,x,0¢0)) > (u(t,x,$),0v(t,x,¢)), Vt > 0,x € R, which indicates
that for each t > 0, Q; is strictly subhomogeneous. This completes the proof. O

Lemma 2.5. For any ¢ = (¢p1,¢2) € Ck with ¢ # 0, U(t,x,¢) = (u(t, x,¢),0(t,x,¢)) > 0 for
t>tand x € R.
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Proof. For any ¢ = (¢1,¢2) € Ck with ¢ # 0, by Theorem 2.3, we have U(t, x,¢) > 0 for all
t > 0 and x € R. In what follows, we show that U(t,x,¢) > 0,t > 7,x € R. Since u(t, x,¢)
satisfies

b d) _ P22 4 po, (e, 9),ut - 7,x,0)) — 1Ot 5,6) + BE)O(, 3, )
27/{
> () =) 4t u(t, 3,90, 1t - 7,5,9)) — 9 (Dutt x,9)
*u(t, x,¢)
> a(n) U 4 f1u(t,2,9),0) — 7(0)ult 3, 9)
21/[ X
> a0 202 g2, 0) - (byult %, 9),

it follows from the parabolic comparison principle that u(t, x, ¢) > e_”Tl(t,O)(pl(O, ,t> 0.
Thus, by the strong positivity of Ti(t,s) for t > s > 0, we see that u(t,x,¢) > 0 for all
t > 0,x € R, provided that ¢;(0,-) # 0.

In the following, we show that for any ¢; # 0 and ¢;(0,-) = 0, there exists tp € [0, 7]
such that u(fg,-,¢1) > 0. Suppose, by contradiction, that for some ¢} # 0 and ¢;(0,-) = 0,
u(t,-,¢;) =0 for t € [0, 7]. In view of (2.5), we obtain that

0= /Ot Ti(t,s) [f(s,0,u(s —T,x)) + B(s)v(s, x)] ds, te[0,1].

Since Ti(t,s) is strongly positive for t > s > 0, f(s,0,u(s —7,-)) > f(s,0,0) = 0,s € [0, 7],
and B(s)v(s,-) > 0,s € [0, 7], we have f(s,0,u(s —7,x)) = 0 for any s € [0,7] and x € R.
Hence, by (H1), it follows that u(s — 7,x) = 0 for any s € [0,7] and x € R, which means
¢$1 = 0, a contradiction. Consequently, we have u(to, -, ¢1) > 0 for some ty € [0, T]. Applying
the comparison principle and strong positivity of Ty(t,s),t > s > 0 again, for any t > ty, we
see that u(t,-,¢) > e 1Ty (¢, tg)u(to, -, ¢1) > 0 for t > t.

Since v(t, -, ¢) satisfies

v(t,-) = To(t, to)v(to, -, ¢) + tt To(t,s)u(s, -, ¢)ds > /t To(t,s)u(s, -, ¢)ds,

fo
it follows from the strong positivity of T>(t,s),t > s > 0 that v(t,x) > 0 for t > ty and x € R.
In the case where ¢»(x) # 0, by the strong positivity of T»(t,s),t > s > 0, we have
v(t,x) > 0 for t > 0 and x € R. Since u(t, x, ¢) satisfies
ou(t,x,¢) %u(t,x,¢)

S > a(n) U (e, 3, 6) — (Dt x,9) + B(E)0(E %, ),

by an argument similar to (2.6), we can prove that u(t,x,¢) > 0 forall t > 0 and x € R.
Therefore, for any ¢ € Ckx with ¢ # 0, we have U(t,x,¢) > 0 for all t > T and x € R. This
completes the proof. O

2.2 Spreading speed

In what follows, the theory for spreading speeds for monotone autonomous semiflows and
periodic semiflows in the monostable case developed in [12,13] will be used to study the
spatial dynamics of (2.1). For the sake of convenience, the abstract results in [12,13] can be
found in the Appendix.

Define Vi € C as Vi (s) = (i15(s), 05) = (i1*(s), 0*(0)) for all s € [—7,0]. Throughout this
subsection, we further assume that
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(H4) 7> 1.
We first show the spreading properties of the Poincaré map.

Proposition 2.6. Assume that (H1)-(H4) hold. The Poincaré map Q. : Cv; — Cy; admits a spread-
ing speed c;,.

Proof. Clearly, Q,, satisfies (A1), (A2) and (A4) in the Appendix. It suffices to show that (A3)
and (A5) of the Appendix are satisfied.

As in the proof of Theorem 2.9, Q; = L; + S; for t > 0. When t > 7,L; = 0, and hence,
Q¢ = S;. Since the derivatives (0:u(t, x, ¢),0:v(t, x,¢)) are uniformly bounded for t > 0,x € R
and ¢ € Ck, the set {Q:[U](-,x) : U € Ck, x € R is precompact in Ck, that is Q satisfies (A3)(a)
with B = Kwhen t > 7. In view of the abstract integral equation (2.5) and the compactness of
Ti(t,s) for 0 < s < ¢, it is not difficult to see that {U;, (¢)(0,-),¢ € Cx} = {U(t1,-, ¢), ¢ € Ck}
is percompact in X2 for t; > 0 (see, e.g. [11, Lemma 2.6]). Additionally, Q; satisfies (A3)(b’)
with B =K and ¢ =t for t € (0, 7] (see also the proof of [7, Theorem 3.6.1]).

Let Q; be the restriction of Q; to Ck. It is easy to see that Q; : Cx — Cx is an w-periodic
semiflow generated by (2.2) with initial date V) = ¢ € Ck. Moreover, Qt is strictly monotone
for any t > T and strongly monotone for any t > 27 on Ck. By (H4) and Theorem 2.2, we can
conclude from Dancer-Hess connecting orbit lemma (see, e.g., [24]) that Q,, admits a strongly
monotone full orbit connecting 0 to V. Note that Vj € Ck. Hence, (A5) with § = V; holds
for Q.

Therefore, it follows from Theorem 4.2 and Remark 4.3 in the Appendix that Q. has an
asymptotic speed of spread c;,. This completes the proof. ]

In the following, we show the explicit formula of c;,.
Clearly, (0,0) is a solution of (2.1). Consider the following linearization problem of (2.1) at
the zero solution

duu(t,x) = d(1) 24X 4 3, £(+,0,0)ul(t, x)
2 (£,0,0)u(t — %) — (Bu(t, x) + B(t)o(t,x), 8
dro(t, x) = y(B)u(t,x) — p(t)o(t, x),
u(s,x) = ¢1(s,x), v(0,x) = ¢a(x), se€[-7,0], xR

For p > 0, substituting (u(t,x),v(t, x)) = (e P*z1(t), e P zy(t)) into (2.8), we get

{éﬂzl(f) = [d(t)p* +01f(£,0,0) — v (t)] z1(t) + 2f (£,0,0)z1 (t — T) + B(t)za(t), 2.9)

d22(t) = ()2 (1) — B(t)za(t).

Then, (u(t, x),v(t,x)) = (e P*z1(t),e P zp(t)) is a solution of (2.8) with (u(s,x),v(0,x)) =
(e7P¥z1(s),e P*zp(0)) for s € [—7,0] and x € R, provided that (z1(t),z2(f)) is a solution
of (2.9).

Define the linear solution map of (2.8) as M; and let Z(t,z°) = (z1(t,2°),z2(t,2°)) be
the solution of (2.9) with (z;(s,2°),22(0,2°)) = (2(s),23) = Z° € C for s € [—7,0]. Define
B, (Z°) = Mi(Z%*¥)(0) for Z° = (2},23) € C. Thus, it is easy to see that B, (Z°) = Z(t,2°),
that is, B;(ZO) is the solution map of (2.9).

Let r(p) be the spectral radius of the Poincaré map associated with (2.9). Since system
(2.9) is linear periodic cooperative and irreducible, similarly to Proposition 2.1, it follows that
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there is a positive w-periodic function W(t) = (w;(t), wa(t)) such that Z(t) = e*P'W(t) is a
solution of (2.9), where A(p) = w.

Define ¢ = (¢1,12) € C by (1(0),2) = (e’\(P)"w1(9),wz(O)) for all 6 € [—7,0]. It is easy
to see that (z1(t, ), z2(t, ¢)) = (e)‘(P)fwl(t),eA(P)th(t)) for all + > 0. Thus, we have

B, ()(0)

(z1(t+0,9),z2(t, )
= <e)‘(p)t MOy (1 4 6),e)‘(P)th(t)) ,  VOel-1,0],t>0.

By the periodicity of W(t), it follows that
B () () = (EA(P)‘U . e)‘(P)Gwl(G),eA(P)“’wZ(O»

0
“(9100), 92)
= MPvy(p), Vo € [—1,0],

that is, By' () = eMP)@. This means that e})¢ is the principal eigenvalue of By’ with positive
eigenfunction 1. Then we have

D(p) == :)1n(eA(p)w) _ )‘(f;)w _ 1n:)(p)_

In order to apply Theorem 4.5 in the Appendix, we need to show that ®(co0) = co. For the first
equation in (2.9), we have

%Zl(t) [d(t)p* +01£(£,0,0) — y(t)] z1(t),
and hence,
wigg > d(1)p” +31£(£,0,0) = (1) = Mp)-
Then
0= ./ow Zﬂ at 2 /Ow [d()p* +91£(£,0,0) — 7 (t)] dt — A(p)w.
Consequently,
®(p) = =Y > p/ dt+ o [O1f(t, OPO) v(1)] at

which means that ®(c0) = co.

On the other hand, when p = 0, (2.9) reduces to (2.3), and hence, it follows from (H4)
that A(0) = 7 > 1, that is, (C7) in Theorem 4.5 in the Appendix is valid. Then we have the
following result.

Proposition 2.7. Assume that (H1)-(H4) hold. Let c, be the asymptotic speed of spread of Q.. Then
CZ; = lnfp>0 @(p) ll’lfp>0 h’l};)(p) .

Proof. Since f(t, -, ) is subhomogeneous, it follows from [24, Lemma 2.3.2] that

f(t,u,w) <01f(t,0,0)u+02f(£,0,0)w,
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and hence,

f(tu(t,x),u(t —1,x)) = y(tu(t,x) + B(t)v(t, x)
< 91f(t,0,0)u(t,x) + 02f (£,0,0)u(t — T, x) — y(t)u(t,x) + B(t)v(t, x).
It then follows from comparison principle that Q:(¢) < Mi(¢), V¢ € Cy;. Consequently, we
can conclude from Theorem 4.5(1) in the Appendix that c;, < inf,~o ®(p).

By virtue of (H1), there exists a positive number ¢ such that ¢ + 91 f(¢,0,0) > 0,Vt € [0, w].
Let f(t,u,w) := ¢u + f(t,u,w). Then

01f(t,0,0) >0,  9,f(t,0,0) >0, Vte|0,w].
It is not difficult to see that for any € € (0,1), there is 6 = é(¢) € (0, K) such that
F(t,u,w) > (1—¢€)a1f(t,0,0)u+ (1 —€)a2f(t,0,00w,  V(u,w) € [0,5]%
and hence,
£t ) = —gu+ Flt,u,0)
> [(1—€)01f(£,0,0) —eg| u+ (1 —€)a2f(£,0,0)w, Y(u,w) € [0,6]%

Let r°(p) be the spectral radius of the Poincaré map associated with the following linear
periodic cooperative and irreducible system

fz1(t) = [d(H)p* + (1 - €)a1f(£,0,0) —eg —v(t)] z1(t)
+ (1 —€)02f(£,0,0)z1(t — T) + B(t)z2(t), (2.10)
drza(t) = y(Dz1(t) — B(t)za(1).

Let M§ be the solution map associated with the linear periodic system

B = d(1) 3 + [(1 - €)91£(£,0,0) —eg — (D) u(t)
+ (1 —€)d2f(t,0,0)u(t — 1)+ B(t)v(t), (2.11)
dro = y(Hu(t) — B(t)o(t).
With the aim of the comparison principle, there is & = (¢1,&2) = &(8) > 0 in C such that for
any ¢ = (¢1,¢2) € Cg,

Qi(p)(x) < U(tE) < (5, trer[l(ixu] 285> ,  Vte[0,w], x€R,

where U(t,&) = (ii(t,&),9(t,&)) is the solution of (2.2) with U(s,&) = (ii(s,&),5(0,&)) = ¢.
Thus, for any ¢ € Cg, U(t, x, ¢) satisfies

Qi > d(1) 2% + [(1— €)a1£(£,0,0) — eg — (D] u(t)
+ (1 —€)02f(t,0,0)u(t — 1)+ B(t)v(t), (2.12)
90 = y(H)u(t) — B(t)o(t), Vte|0,w],
and hence, the comparison principle implies that Q;(¢) > Ms(¢), V¢ € Cgt € [0,w]. By
an argument for My similar to that for M;, from Theorem 4.5 (2) in the Appendix, we get
that ¢, > infy~o @, and hence, letting € — 0, yields ¢, > infy~¢ w. Therefore, ¢}, =

. In
inf,~o #. O
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The following result shows that ¢* := %“ is the spreading speed for solutions of (2.1) with
initial functions having compact support.

Theorem 2.8. Assume that (H1)—(H4) hold and let c* = % and U(t, x, ¢) be a solution of (2.1) with
U(-, -, ¢) € Cy;. Then the following statements are valid.

(i) Foranyc > c*, if ¢ € Cy; with0 < ¢ < Vi and ¢(-, x) = 0 for x outside a bounded interval,
then
li U(t,x,¢) =0;
t—>oo}I\I;|zct (t:x9)

(ii) Forany c < c*,if ¢ € Cy; with ¢ % 0, then

lim  (U(t,x,¢) —V*(t)) =0.

t—o0, |x|<ct

Proof. By Theorem 4.8(1) in the Appendix, the conclusion (i) is valid.

(ii) According to the strict subhomogeneity of Q; and Theorem 4.8 (2) in the Appendix, for
any ¢ < c*, there exists a positive number ¢ such that, if ¢ € Cy; with ¢(-,x) > 0 for x on an
interval of length 2¢, then

lim  (U(t,x,¢)—V*(t))=0.
t—o0, |x|<ct
Furthermore, in view of the strong positivity of Q; for all ¢t > 27 (see Lemma 2.5), it follows
that for a fixed ty > 21, Q,(¢) > 0. Taking Qy,(¢) as an initial value for U(t, x, ¢) and by the
above analysis, we complete the proof of part (ii). O

2.3 Periodic traveling waves

In this subsection, we show that ¢* = % is the minimal wave speed. Due to the lack of
compactness of system (2.1), we apply the abstract results on traveling waves in [3], which are
presented in the Appendix. To do it, we introduce a new space. Let M be the space consisting
of all monotone functions from R to C. For any ¢, € M, we write w > z if w(x) > z(x) for
x € Rand w > z if w > z but w # z. Equip M with the compact open topology. Similar to
Cy, we can define M, = {¢ € M : ¢ € C;}. Giving a subset A C M and p € R, we define
Alp) := {W(p) : W € A}.

Applying Proposition 4.12 in the Appendix, we have the following results, which assert
that the spreading speed c;, established in Proposition 2.7 coincides with the minimal wave
speed of traveling waves for {Qf, },>0 on My;:.

Proposition 2.9. Assume that (H1)-(H4) hold. Let c;, is the spreading speed established in Proposi-
tion 2.7. Then the following statements are valid.

(i) For any ¢ > c;,, there is a traveling wave W(x — cn) connecting Vi and 0.
(ii) For any c < c,, there is no traveling wave connecting V; and 0.

Proof. By Proposition 4.12, it suffices to verify that Q. : My: — My satisfies (B1)~(B5) of
the Appendix. In view of Definition 4.7 in the Appendix, {Q;}+>0 is an w-periodic semiflow
on MVJ generated by Q;(¢)(0,x) = U(t +6,x,¢$), where U(-, -, ¢) is the solution of (2.1) with
¢ = (p1,¢2) € MV5‘~ Similar to the previous subsection, we know that Q,, satisfies (B1), (B2),
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(B4) and (B5). In the remainder of proof, we only need to show that (B3) is valid for Q. on
MVo*‘ In order to realize this, we define (see, e.g., [6,14])

P(t+0,x)—p(0,x), t+6<0,
0, t+0>0

Li[9](0,x) = {

and

~ [(0,), t+6 <0,
Se[9](6, x) = {Qt[(]y]((),x), t+6>0.

Obviously, Q; = Ly + S; for t > 0. As introduced in [6, Theorem 4.1.11] and [14, Section 3], for
any bounded set W in My, we have « (L{[W](0)) < e*'a (W(0)) for some positive number
v. Since the derivatives (9;u(t,0,¢),0:v(t,0,¢)) are uniformly bounded for t > 0 and ¢ € W,
the set S;[W)](+,0) is compact. Hence, we get

o (Q[WN(0)) < a (Li[V](0)) +a (S:[W](0)) < e"a (W(0)),

which further implies that Q,, satisfies (B3). Thus, it follows from Proposition 4.12 in the
Appendix that ¢}, is the minimal wave speed for traveling waves of {Q,} connecting V'
to 0. O

Theorem 2.10. Assume that (H1)-(H4) hold. Let c* := % Then the following statements are valid.

(i) For any c > c*, system (2.1) admits an w-periodic traveling wave solution U (t, x — ct) connect-
ing V*(t) and 0.

(ii) For any c < c*, there is no w-periodic traveling wave connecting V*(t) and 0.

Proof. Motivated by the proof of [12, Theorem 2.3], we define P, = T_Q;, where {Q;}+>0 is
the w-periodic semiflow on My generated by (2.1). Thus, {P;}+>¢ is an w-periodic semiflow
on My;. Therefore, by Proposition 2.9 and arguments similar to those in [12, Theorem 2.2 and
2.3], we complete the proof of the conclusions. O

3 Dynamics in a bounded domain

In this section, we consider system (1.4) in a bounded spatial domain:

x) =d(t)Au(t,x)+ f(t,u(t,x),u(t—1,x)) —v(H)u(t,x)+ B(t)v(t, x),
t,x) = y(Hu(t,x) — B(t)v(t,x), (tx) € (0,00) x Q,
Bu=Bv=0, (tx)¢€ (0,00)x09Q,
u(s,x) = ¢1(s,x),v(0,x) = ¢a(x), (s,x) €[—7,0] x Q.

(3.1)

where QO C RN(N > 1) is bounded domain with boundary 9Q of class C2*%(0 < 0 < 1).
The boundary operator is either Bu = u (Dirichlet boundary condition) or Bu = % + a(x)u
(Robin type boundary condition) for some non-negative function « € C'*%(9Q), R), and % is
the differentiation in the direction of outward normal v to ().

Let X = LP(Q) and p € (N, +o0) be fixed. For any p € (3 + %, 1), let X, be the fractional
power space of X with respect to —A and the boundary condition Bu = 0 (see, e.g., [8]). Then
X, is an ordered Banach space with the order cone X;r consisting of all non-negative functions
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in X, and X/ has non-empty interior Int(X;"). Moreover, X, C C'*"(Q)) with continuous
inclusion for m € [0,2p —1 — %) Let X = X, x X, and Xt = X:; X pr Then (X, X™)
is an ordered Banach space with the order cone X'* consisting of all non-negative functions
in X, and X" has non-empty interior Int(X*). Denote ||-||, as the norm on X,. Then there
exists a constant /, > 0 such that ||¢[|e := max,cq | (¢1(x), 2(x)) | < L[|¢||, forall ¢ € X. Let
£ =C([-7,0],X,) xXpand £* = C([—7,0],X]) x X;. For convenience, we will identify an
element ¢ € C([—7,0],X,) as a function from [—7,0] x Q to R defined by ¢ (s, x) = 1(s)(x).
For any function y(-) : [~7,b) — X, where b > 0, we define y; € C([—7,0],X]) by y:(s) =
y(t+s) foralls € [-7,0],t € [0,b). Forany K > L, let Ex = {¢p € £ : K > ¢ > 0}.

Note that the differential operator A generates an analytic semigroup Ty(#) on L (Q)) and
standard parabolic maximum principle (see, e.g., [18, Corollary 7.2.3]) implies that the semi-
group To(t) : Xp — X, is strongly positive in the sense that To(¢) (X, \ {0}) C Int(X]) for
all t > 0. By similar analysis to that in section 2, system (3.1) can be written as an integral
equation (2.5) with Up(-,-,¢) € £T. For any ¢ € &, it follows from [16, Corollary 5] that (3.1)
admits a unique mild solution U(t, -, ¢) with Uy(-,-,¢) = ¢ on [0,00). Moreover, U(t, x,¢) is a
classic solution when t > T and the comparison theorem holds for system (3.1).

Define a family of operator {Q;}>0 on £ by

Qi) (s, x) = U(t+5s,x,¢) = (u(t+s,x,¢),0(t,x,¢)), Voe&',xecQ, t>0.

where (u(t, x,¢),v(t,x,¢)) is a solution of (3.1) with (u(s,x),v(0,x)) = ($1(s,x),¢2(x)) for
s € [-7,0] and x € Q. Similarly as in section 2, it is easy to see that {Q;};>0 is a monotone
periodic semiflow on £, and Q; is strictly subhomogeneous for each t > 0. When t > T,
U(t,x,¢) >0,Vx € O, Vo € ET with ¢ # 0, and hence, Q; is strongly positive for t > 27. Let
ng := inf{n € Ny : nw > 271}. Then Qy, is strongly positive on £.

Recall the definition of a global attractor (see, e.g., [24, Chapter 1]). Let (G, p) be a metric
space with metric p, f is a continuous map. A bounded set A is said to attract a bounded set
B in G if lim, e sup, .z d(F "(x), A) = 0. A global attractor for f : G — G is an attractor
that attracts every point in G.

Theorem 3.1. Assume that (H1)-(H4) hold. Then Q. admits a connected global attractor on E7.

Proof. Firstly, we prove that {Q;};>0 is point dissipative on 7. It suffices to prove that there
exists a positive number L such that for any ¢ € £,

. ol <L
lim [U(t, -, @)llp < L

In the following, we use the arguments similar to the proof of [22, Theorem 3.1](see also
[19, Theorem 3.1]). For any ¢ € £ and s € [—7,0], let Wy = (max,cq ¢1(s, x), max,cq p2(x))
and U(t, Wy) be the solution of (2.2) with Uy(Wy) = Wp. Clearly, U(t, Wy) is a upper solution
of (3.1). By the comparison theorem, we have U(t,-,¢) < U(t,Wp) for t > 0 and x € (). In
view of Theorem 2.2 (ii), we have lim; . ||U(t, Wo) |, < 20, where ¢ := max;c(g ) [|V*()]]o
and V*(t) is the unique positive and globally asymptotically stable w-periodic solution of
(2.2). Thus, limsup, ., |U(t,-,¢)|l, < 20 for any ¢ € £T, which means that there exists a
to > 0 such that
Ui, -, ¢)|l, <20,  Vt>ty, forany ¢ € ET.

Let |||, is the norm on X x X := L¥ x LP. Then, there is a positive number k such that
U], < k||U||, - Therefore, for t > ty, we see that

Ut - @)llg < k(UL - @)l < 2Ko,
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and hence
NU(t+to, -, ¢), < 2ko, vt > 0.

By virtue of [9, Lemma 19.3], it follows that there exists two constants ¢* and m such that
IU(t+to, - p) |, < mt™ [U(to, -, ¢)[lg < 2t mka, — VE>1,
where p < v* < 1, m depends on 7*, p and ¢. Consequently, we have

lim ||U(t,-,¢)||, < L :=2mko, Vo e ET.
t—00 P

On the other hand, similar to the proof of Proposition 2.9 in section 2, we can prove that

for each t > 0, Q; is a-contracting on £ with contracting function e~ ", where v is a positive

constant. Note that E is positively invariant and the orbits of bounded sets are bounded.

By the continuous-time version of Zhao [24, Theorem 1.1.2], Q;,, admits a connected global

attractor which attracts each bounded set in £*. This completes the proof. O

Consider the linearized system of (3.1) at (0,0) as follows:

t,x) +01f(t,0,0)7(t, x) + d2f(£,0,0)di(t — T, x)
i(t,x) + B(£)o(t, x),

’r(
29(t,x) = y(H)i(t,x) — B()d(t,x), (t,x) € (0,00) x Q, (3.2)
Bii(t,x) = Bo(t,x) =0, (t,x) € (0,00) x 0Q),

(s, x) = ¢1(s,%),9(0,x) = ¢a(x), (s,%) € [-7,0] x Q.

Similar to the proof of Theorem 2.3, we can show that the comparison principle holds for
system (3.2).

Now we consider (1.4) and (3.2) as npw-periodic systems. Define the Poincaré map of (3.2)
P: & — Eby P(¢) = Uyyw(¢), where Uy () (s, x) = U(now +s,x,¢), (s, x) € [-7,0] x Q,
and U := (4,9) is the solution of (3.2) with (s, x) = ¢1(s,x) and 7(0,x) = ¢(x), V(s,x) €
[—7,0] x Q. Let r be the spectral radius of P. Similar to the proof Proposition 2.9, we can
show that P is a-contracting on £*. By the strong positivity of P and the generalized Krein-
Rutman theorem (see, e.g. [17] or [10, Lemma 2.2]), r > 0 and P has a positive eigenfunction
¢ := (¢1,$2) € Int(ET) corresponding to r. By a similar argument to that in [11, Lemma 3.2],
we can prove the following result.

Lemma 3.2. Let A = —_L_Inr. Then there exists a positive now-periodic function V (t,x) such that
e~ MV (t,x) is a solution of (3.2).

Proof. By the definitions of r and ¢, we have P(¢) = rd. Let U(t,x,p) := (i(t, x,$),d(t, x,P))
be the solution of (3.2) with #i(s, x) = ¢1(s, x),5(0,x) = ¢o(x), V(s, x) € [—7,0] x Q. Since ¢ >
) =: V(t,x) = eMU(t, x, ),

0, we have U(t,x,¢) > 0. Let A = nolw Inr and (#i(t,x),3(t, x)
[

Y(s,x) € [-7,0] x Q. Then r = e~"“* and V(t,x) > 0, V(s,x) € [~T,0] x Q). Moreover,

= V(t,x)=eM=U(t,x,p) + AeMU(t, x,p). (3.3)
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Thus, we have

E?t (t,x) = & a(t,x, ¢) + AeMa(t, x, p)
= eM[d(t)Aa(t, x) + 91 f(t,0,0)i(t, x) + 92£(¢,0,0)a(t — T, x)
—y(t)i(t, x) + B(t)o(t, x)] + A
= d(t)Adi(t, x) + 91 £(t,0,0)1i(t, x) + e T f(t,0,0)1i(t — T, x)
— ()i (t, x) + B(t)v(t, x) + Adl,

and
aatzf(t,x) (t, x, ) + AeMd(t, x,P)
[ (H)a(t,x) — B(t)o(t, x)] + A
y(#)ui(t,x) — B(t)T(t, x) + AD.

Thus, V is a solution of now-periodic system (3.3) with BV =0on (0, +00) x 9Q) and ii(s, x) =
eM Py (s, x),9(0,x) = ga(x), V(s,x) € [-T,0] x Q.

For any 6 € [—7,0] and x € ), we have

i(now + 6, x) = Mgl (0, x) = M0+ (6, x)
)

and

O(now, x) = e)‘"o“’P[q_)]z(x) = e)‘”o“’rq_)Z(x)
= ¢p(x) = 9(0,x).

Therefore, V(6,-) = V(now +6,-), V6 € [—,0]. It then follows from the existence and unique-
ness of solutions of (3.3) that V(t,x) = V(now +t,x), ¥(t,x) € (—7,0) x Q, that is, V(t,x) is
a now-periodic solution of (3.3). It is easy to see that e MV (t,x) is a solution of (3.2). O

Define Py : £ — & by Py(¢p) = U,(¢) for all ¢ € &, where U, (¢p)(s,x) = U(w +5,x,¢),
V(s,x) € Q x [—7,0], where U := (#,9) is the solution of (3.2) with ii(s, x) = ¢1 (s, x),5(0,x) =
$a2(x), ¥(s,x) € [—7,0] x Q. Let rg = r(Py) be the spectral radius of P,.

Theorem 3.3. Let (H1)-(H3) hold and U(t, x,¢) be the solution of (3.1) for any ¢ € E*. Then the
following statements are valid:

(1) Ifro <1, then limyseo |U(t, -, P) ||, = 0 for any ¢ € EF;

(2) Ifrg > 1, then (3.1) admit a unique positive w-periodic solution U*(t, x) and lim;_ ||U(t, -, ¢)
—u(t,-)||, = 0forany ¢ € £\ {0}.

Proof. Since P = Clnow, Py = U, we have P = PS °. By the properties of spectral radius of linear
operators, it follows that r(P) = (r(Py))™, i.e., r = r;°. As mentioned in [11, Theorem 3.3],
the qualitative solutions of (3.1) and (3.2) do not change whether we consider them as nyw-
periodic systems or w-periodic systems. Thus the conditions in Theorem 3.3 can be replaced
by r < 1 and r > 1, respectively. In what follows, we consider (3.1) and (3.2) as npw-periodic
systems and prove the conclusions (1) and (2) under the conditions of r < 1 and r > 1,
respectively.
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In the case where r < 1, we have A = —no%u Inr > 0. Let ¢ be the positive eigenfunction of
P corresponding to r. In view of Lemma 3.2, it follows that (3.2) admits a solution U(t, x) :=
U(t,x,$) = e MV(t,x) with (s, x) = ¢1(s,x),9(x,0) = ga(x), ¥(s,x) € [~7,0] x Q, where
V(t,x) is now-periodic in t > —t. Then V (t,x) is bounded on [T, +-00) x Q, and hence, there
exists an 77 > 0 such that ||U(t,-)||c < 77 for all t > —7. Thus lim_« ||U(t, )|l = 0. Similarly
as in the proof of Theorem 3.1, we have lim;_,« || U(t, -)|, = 0.

For a given ¢ € £, we can choose a sufficiently small number ¢ such that ¢ > é¢ in E.
By the comparison principle, we have that U(t, x) > sU(t,x,¢), V(t,x) € [—7,0] x ), where
U(t, x,¢) is is the solution of (3.2) with U(s,x) = ¢(s, x), V(s,x) € [-7,0] x Q. Thus we have
limy o0 |U(", ¢)]|co = 0, and hence lim;,« [|U(t, -, $) |, =0, V¢ € ET.

Since U(t,x) = (u(t, x),v(t, x)) satisfies

Qu (t,x) < d(t)Au(t, x) + 91 £(t,0,0)u(t,x) + £ (,0,0)u(t — 7,x)
—y(Bu(t,x) + p(t)o (t,x),
;tv (t,x) =9)u(t,x)—Bt)v(tx), t>0x€e€Q,

by the comparison theorem for abstract functional differential equations (see, e.g., [16, Propo-
sition 3]), for any ¢ € £F, we have U(t,-,¢) < U(t,-,¢) for all t > —7, where U(t,-,¢) and
U(t,-,¢) are solutions of (3.1) and (3.2), respectively. Therefore, lim;_ [|U(t, -, ®) || , = 0 for
allp € £,

In the case where r > 1, wehave A < 0. Let My = {¢p € ET : ¢ # 0}, dIMy = ET\ My = {0}.
By argument similar to the proof of Lemma 2.5, we can show that for any ¢ € My, the solution
of (3.1) satisfies U(t, x,¢) > 0, V(t,x) € [t,00) x Q. Further, Q;(Mp) C Int(E™) for all + > 27.
Clearly, Q;(0) = 0, Vt > 0. In the following, we show the following claim.

Claim. {0} is a uniform weak repeller for (3.1) in the sense that there exists 7y > 0 such that
limsup, ., |Qt(¢)|, = 70 holds for any ¢ € M.
We consider the following now-periodic system:

St (t,x) = d(t)Auf(t,x) + (91£(£,0,0) — e)u(t, x) + (92 (£,0,0) — e)u(t — T, x)
—y(Bus (8, x) + B(t)v" (¢, x),

305 (t,x) = 1 (D) (%) — B (£,%),  (£,%) € (0,00) x O, (34)

Buf* = Bv* =0, (fx) € (0,00) x9Q),

ut(s,x) = ¢1(s,x), v°(0,x) = ¢2(x), (t,x) € [—71,0] x Q.

Define the Poincaré map of (3.4) P; : £ — £ by

Pe(¢) = Upyoo(9), VP EE,

where Uy, ,(¢)(s,x) = U*(now +5,x,¢), V(s,x) € [-7,0] x Q, and U*(t,x, ) := (u(t, x,¢),
v°(t,x,¢)) is the solutions of (3.4) with u®(s,x) = ¢1(s,x) and v*(0,x) = ¢a(x), V(s,x) €
[—7,0] x Q. Let r, = r(P) be the spectral radius of P.. Since r = r(P) > 1, there exists a
sufficiently small positive number ¢ such that . > 1, Ve € [0,€9). We fix an € € (0, ). Since

lim  f(t,u,w) =01f(,0,0)u+ d2f(¢,0,0)w

u—0*, w—0t

uniformly for t € [0, now], there exists d, > 0 such that

f(tu(t,x),u(t—1,x)) > (91£(¢,0,0) —e)u(t,x) + (92 (£,0,0) — e)u(t — 7, x)
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for t € [0,nyw], (u,v) € (0,0) x (0,0¢). Let 579 = &¢/l,. Suppose, by contradiction, that there
exists ¢° € My such that limsup, ., HQf(‘PO)Hp < 1o. Then there exists typ > 27 such that

Hll(t, "‘PO)HOO <l HU(t, "‘PO)HP < & for all t > to. Thus, U(t, x, ¢") satisfies

Su(t,x) > d(t)Au(t, x) + (31£(,0,0) — e)u(t, x) + (32£(£,0,0) — e)u(t — 7, x)
—y(Hu(t,x) + p(t)o (t,x), (3.5)
%v (t,x) =9)u(t,x)—Bt)v(t,x), (tx) € (ty,00) x Q.

Let A, = —n%wln re and ¢, be the positive eigenfunction of P associated vwith re. Similar
to the proof of Lemma 3.2, there exists a positive now-periodic function V¢(t,x) such that
Ue(t,x,pe) = e MVe(t,x), Vt > 0, where U:(t, x, ;) is a solution of system (3.4) with
(s, x) = Pe1(s,x), 7(0,x) = Pea(x), V(s,x) € [-7,0] x Q. Since U(t, x,¢°) € Int(ET)
for t > 27 and x € (), there exists ¢ > 0 such that

U(to+s,x,¢°) > ol (s, x, §:) = 0., V(s,x) € [-7,0] x Q.
Then, it follows from the comparison theorem and (3.5) that
U(t,x, ¢°) > oUE(t — to, x, @) = 0e 0IVE(Lx),  V(t,x) € [ty 00] x Q.

Thus, U(t, x,¢°) is unbounded due to A, < 0, which is a contradiction.

By the claim above, Q. is weakly uniformly persistent with respect to (My,0My). As
Qnow admits a global attractor on £, according to [24, Theorem 1.3.3], then Q. is uniformly
persistent with respect to (M, 0M)).

Note that Q. is a-contracting, point dissipative and uniformly persistent. It follows
from [24, Theorem 1.3.6] that Q. : Mg — My admits a global attractor Ay and has a fixed
point ¢ in Ap. Since Q. is strictly subhomogeneous, then Qy,., has at most one fixed point
according to [25, Lemma 1]. Thus, Qy has a unique fixed point ¢§ € My. According to the
strong monotonicity of Q. w, we have ¢ € Int(€T). Due to the strong monotonicity and strict
sub-homogeneity of Qy,., it follows from [24, Theorem 2.3.2] that Ay = {¢}. Consequently, ¢
is globally attractive in My for Q-

Let U(t, x,¢) be the solution of (3.1) with u(s,x) = ¢1(s,x) and v(0,x) = ¢(x) for all
(s,x) € [-1,0] x Q. Since ¢ is a fixed point of Q. and is globally attractive in My, U(t, x, p)
is a npw-periodic solution of (3.1) which attracts each solution of (3.1) in £ \ {0}. That is

lim ||U(t, -, ¢) — U(t, -, P)

t—o0

, =0, Vo € 1\ {0}.

It is only necessary to show that U(t, x,$) is also w-periodic. Since Qo () = ¢, we have
Qu(Quw(P)) = Qu(¢p), and hence, Quyw(Quw($)) = Qu(P). This implies that Q () is also
a fixed point of Q.- On the other hand, due to the strong positivity of ¢ and the mono-
tonicity of Q,, we have Q,(¢) > 0. Thus, it follows that Q. ($) = ¢ from the uniqueness
of fixed point of Qu,w, and hence, U(t, x,cf)) is the w-periodic solution of (3.1). Therefore,
U*(t,x) == U(t,x,p) = (u(t,x,$),v(t,x,$)) is the w-periodic solution of (3.1) which attracts
all the solutions of (3.1). This completes the proof. O

4 Appendix

In this Appendix, we present some results of [3,12,13] about spreading speeds and traveling
waves for monotone evolution systems.
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Definition 4.1. Let (X, || - ||) be a Banach space over R. For a bounded subset B of X, the
Kuratowski measure of noncompactness of B is defined as

a(B) = inf{r > 0 : B has a finite cover of diameter r}.

Let X be the set of all bounded and continuous functions from H to RX, where H = R
or Z. Let T be a nonnegative real number and C be the set of all bounded and continuous
functions from [—7,0] x H to RF. Clearly, any vector in IR* and any element in the space
C := C([~7,0],R¥) can be regarded as a function in C.

Foru = (u!,...,u¥) and v = (¢',...,0") € C, we write u > v(u > v) provided u/(6, x) >
o'(0,x)(u(6,x) > v(6,x)),Vi =1,...,k 60 € [-7,0], and x € H; and u > v provided u > v
but u # v. For any two vectors a and b in R¥ or two functions 4,b € C, we can define
a > (>,>)b similarly. For any r € C with r > 0, we define C, := {u € C: r > u > 0} and
Cr:={ueC:r>u>0}

We always equip C with the maximum norm || - || and the positive cone C := {¢ € C :
$(0) > 0, V8 € [—1,0]} so that C is an ordered Banach space. We also equip C with the
compact open topology, that is, v — v in C means that the sequence of functions v" (6, x)
converges to v(6, x) uniformly for (6,x) in every compact set. Moreover, we can define the
metric function d(-, -) in C with respect to this topology by

0 _ u(8,x) —v(0,x
d,0) = 3 MaX|y| <k oc| T,O]2|k( ) —0(8,x)]

k=0

Yu,v € C.

So that (C,d) is a metric space.

Define the reflection operator R by R[u|(6, x) := u(6, —x), and the translation operator T,
by T,[u](6,x) := u(0,x —y) forall 6 € [-7,0],x € R. Let € C with > 0,and Q : Cg — Cy
be a map. We impose the following hypotheses on Q.

(A1) Q[R[u]] = R[Q[u]], Ty[Q[u]] = Q[Ty[u]], Vy € H.
(A2) Q:Cp — Cgpis continuous with respect to the compact open topology.
(A3) One of the following two conditions holds:

@@ {Q[u](-,x):u € Cg,x € H} is a precompact subset of C.

(b") The set Q[Cg](0, ) is precompact in X, and there is a positive number ¢ < 7 such
that Q[u](6,x) = u(6 + ¢, x) for —7 < 6 < —¢, and the operator

u(0,x), —17<6< —g,

S[ul(0,x) := {Q[”](Q'x)’ —c<6<L0

has the property that S[D](-,0) is precompact in Cg for any T-invariant set D C Cg
with D(0, ) precompact in X. A set D C Cg is said to be T-invariant if T,D = D
forally € R.

(A4) Q:Cpg — Cg is monotone in the sense that Q[u1] > Q[uz] whenever u; > u; in Cg.

(A5) Q : Cg — Cp admits exactly two fixed points 0 and B, and for any positive number e,
there is an a« € Cg with ||a||¢ < € such that Q[a] > a.
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Theorem 4.2 ([13, Theorems 2.11, 2.15 and Corollary 2.16]). Suppose that Q satisfies (A1)—(A5).
Let ug € Cg and u, = Qluy,_1] for n > 1. Then there is a real number c such that the following
statements are valid.

(1) For any ¢ > c4, if 0 < ug < B and ug(-,x) = 0 for x outside a bounded interval, then
limy, o |x|>nc tn (8, x) = O uniformly for 6 € [—7,0].

(2) Forany ¢ < cy and any o € Cg with o > 0, there exists r, such that if ug(-,x) > o(-) for x
on an interval of length 2ry, then 1im,, o || <nc tn(0,x) = B(0) uniformly for 6 € [—7,0]. If, in
addition, Q is subhomogeneous on Cg , then r, can be chosen to be independent of o > 0.

Remark 4.3. We call c; the asymptotic speed of spread (in short, spreading speed) of a
discrete-time semiflow {Q"}%_, on C p provided that Theorem 4.2 hold (see [13, Section 2]).

n=0

Remark 4.4. Theorem 4.2 is still valid if we replace (A3)(a) with the following weaker assump-
tion.

(A3) (") There is a number [ € [0,1) such that for any A C Cg and x € H, a({Q[u](-,x) :
ueA}) <la({u(-,x):ueA}).

A linear operators approach was also developed in [13] to estimate the spreading speed ¢
of Q. Let M : C — C be a linear operator with the following properties.

(C1) M is continuous with respect to the compact open topology.
(C2) M is a positive operator, that is, M[v] > 0 whenever v > 0.

(C3) M satisfies (A3) with Cy replaced by any subset of C consisting of uniformly bounded
functions.

(Ca)

=
=~
=
!
=
<
=
<
=
=
!

M[Ty[u]] YueC,ycH.

(C5) M can be extended to a linear operator on the linear space C of all function v €
C([-7,0] x H,RF) having the form

v(0,x) = v1(0,x)et"™ + v2(6, x)et?*, v, € C 1,2 €R,

such that if v,,v € C and v,(0,x) — v(6,x) uniformly on any bounded set, then
M[v,](6,x) — M][v](6, x) uniformly on any bounded set. We note that hypothesis (C4)
implies that M[v] € C whenever v € C, and hence, M is also a linear operator on C.

Define the linear map B, : C — C by
B,[a](0) = M[ae #¥](6,0), VO € [—7,0].

In particular, By = M on C. If ay,& € C and a, — a as n — oo, then a,(0)e " —
a(f)e™ " uniformly on any bounded subset of [—7,0] x H. Thus, we have By[a,] =
Mwn,e#](-,0) — Ml[axe "*](-,0) = By[a], and hence B, is continuous. Moreover, B, is
a positive operator on C. We assume that

(Cé) For any u > 0, By is a positive operator, and there is 1y such that

B‘Z[):Byo...oBy

N———
no
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is a compact and strongly positive linear operator on C.

It then follows from that B, has a principal eigenvalue A(u) with a strongly positive
eigenfunction. The following condition is needed for the estimate of the spreading
speed c*.

(C7) The principal eigenvalue A(0) of By is larger than 1.

We say that M has compact support provided there is some p such that for any a €
C, M[a](6, x) depends only on the value of eA in [—7,0] x [x — p, o + x].

Theorem 4.5 ([13, Theorem 3.10]). Let Q be an operator on Cg satisfying (A1)~(A5) and c* be its

asymptotic speed of spread. Assume that the linear operator M satisfies (C1)—(C7) and that either M

has compact support, or the infimum of ®(u) = %ln/\(y) is attained at some finite value y* and
®(400) > O(u*). Then the following statements are valid.

(1) If Q[u] < Mlu] for all u € Cg, then ¢* < infy~o P ().

(2) Ifthere is some nj € C with >> 0 such that Qu] > M[u] for any u € C,, then c* > infy,~o P(p).
Remark 4.6. Theorem 4.5 is still valid if we replace (C6) with the following assumption.
(C6’) For any u > 0, B, is a positive operator, and there exist 19 and [ € [0,1) such that

B, =Byo---0B,

N———
ng

is a strongly positive linear operator on C and «(B,"(A)) < la(A) for any bounded
subset A of C.

Definition 4.7. Let w > 0 and r € C with r >> 0 be given. A family of mappings {Q;}+>o is
said to be an w-periodic semiflow on C, provided Q; has the following properties.

(i) Qo[v] = ©v,Vv € C,.

(ﬁ) Qt+w [U] = Qt[Qw [UH, vt >0,ve Cr-
(iii) Q(t,v) := Qt(v) is continuous in (¢,v) on [0,00) x C,.

The mapping Q,, is called the Poincaré (or periodic) map associated with this periodic semi-
flow.

It is easy to see that property (iii) holds if Q(-,v) is continuous on [0, +0) for each v € C,,
and Q(¢, -) is continuous uniformly for t in bounded intervals in the sense that for any vy € C,,
bounded interval I and € > 0, there exists § = 6(vg, [,€) > 0 such that if d(v,vy) < &, then
d(Q¢[v], Qt[vo]) < e forall t € 1.

Theorem 4.8 ([12, Theorem 2.1]). Let r € C with r > 0, {Q: }+>0 be an w-periodic semiflow on C,
with two x-independent w-periodic orbits 0 < B(t). Suppose that the Poincaré map Q = Q,, satisfies
all hypotheses (A1)-(A5) with p = B(0), and Q; satisfies (A1) for any t > 0. Let c, be the asymptotic
speed of spread for Q. Then the following statements are valid.

(1) Forany c > c;,/w, ifv € Cgwith 0 < v K B, and v(-,x) = 0 for x outside a bounded interval.
then limy_,o (> et Q[0] (0, x) = O uniformly for 6 € [—7,0].
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(2) Forany c < c},/w and o € Cg with o > 0, there is a positive number ro such that if v € Cgand
v(+,x) > () for x on an interval of length 2rq, then limy_,o |y < (Qt[0] (0, x) — B(£)(0)) = 0
uniformly for 6 € [—t,0]. If, in addition, Q. is subhomogeneous, then r, can be chosen to be
independent of o > 0.

Definition 4.9. We say that W(6, t, x — ct) is a periodic traveling wave of the w-periodic semi-
flow {Q¢}+>0 if the vector-valued function W(, t, z) is w-periodic in t and Q;[W(-,0,-)](6,x) =
W(0,t,x —ct), and that W(0, t, x — ct) connects B(f) to 0if W(-,t, —co) =p(t) and W(:,t, +o0) =
0.

Theorem 4.10 ([12, Theorems 2.2, 2.3]). Suppose that H = R and Q,, satisfies hypothesis (Al)-
(A6) with B = B(0), and let c, be the asymptotic speed of spread of Q.

(1) Forany 0 < ¢ < c},/w, {Qt}>0 has no w-periodic traveling wave W (6, t,x — ct) connecting

B(t) to 0.

(2) If Q; satisfies (A1) and (A4) for each t > 0. Then for any ¢ > c,/w, {Qt}i>0 has an w-
periodic traveling wave U (6, t, x — ct) connecting B(t) to O such that U (6, t,s) is continuous, and
nonincreasing in s € R.

In the following, we collect the abstract results on traveling waves in [3] (see also e.g., [2]).
Let M be the space consisting of all monotone functions from R to C. For any ¢, ¢ € M,
we write w > z if w(x) > z(x) for x € Rand w > z if w > z but w # z. Equip M with
the compact open topology. Similar to C,, we can define M, = {¢ € M : ¢ € C,}. Giving a
subset A C M and p € R, we define A(p) := {W(p) : W € A}. In the following, we make
some assumptions for a given operator Q : Mg — My (see [2,3]).

B1) TyoQ=QoT, fory € R;
(B2) if Wy — W in M, then Q[W](x) — Q[W](x) almost everywhere in C;
(B3) there exists k, € [0,1] such that a (Q[W](0)) < kea (W(0)) for W C Meg;

(B4) Q : Mg — My is monotone in the sense that Q[W;] > Q[W,] whenever Wi > W, in
Meg;

(B5) Q : C4 — Cp admits two fixed points 0 and g in C*, and for @ € C* with 0 €« @ <
B,lim,, . Q"[0] = B.

Definition 4.11. For any number ¢, we say that W : [-7,0] x R — R¥(k > 1) is a traveling
wave of the map Q connecting B to 0 with the wave speed c if Q"[W](6,x) = W(6,x —cn),
W(:, —c0) = B and W(:,00) = 0.

In the case where the system admits no advection, the upper and lower bounds of right-
ward spreading speeds in [3, Theorem 3.8] are same, hence we have the following observation.

Proposition 4.12. Assume that Q satisfies (B1)—(B5). Let c be the spreading speed of Q, then the
following statements are valid:

(1) for any ¢ > cy, there exists a continuous traveling wave W (x — cn) connecting f to 0;

(2) for any c < cy, there is no traveling wave connecting B to 0.
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