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Abstract. In this paper, we establish new oscillation criteria for second order neutral
dynamic equations with distributed delay by employing the generalized Riccati trans-
formation. The obtained theorems essentially improve the oscillation results in the
literature. And two examples are provided to illustrate to the versatility of our main
results.
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1 Introduction

In this paper, we are concerned with the oscillatory behavior of the following second order
neutral dynamic equations with distributed delay

(@01 + [ fe 0088 =0 )

on time scales [tp, o), where T is a time scale with supT = oo; Z(t) = x(t) + p(t)x(7(t))
and « is a quotient of odd positive integers.

Since we are interested in oscillation of solutions near infinity, we assume that sup T = oo
and define the time scale interval [ty, co)t by [to, c0)T := [tg,00) N T. For completeness, we
recall the following concepts related to the notion of time scales. A time scale T is an arbitrary
nonempty closed subset of the real numbers R. On any time scale we define the forward
and backward jump operators by o(t) := inf{s € T : s > t} and p(t) := sup{s € T,s < t},
where inf@ := sup T and sup @ := inf T; here @ denotes the empty set. A point t € T and
t > infT, is said to be left-dense if p(t) = t, right-dense if + < supT and o (t) = t, left-
scattered if p(t) < t and right-scattered if o(t) > t. The graininess function y for the time
scale T is defined by u(t) := o(t) —t, and for any function f : T — R, the notation f7(t)
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denotes f(c(f)). A function ¢ : T — R is said to be rd-continuous provided g is continuous at
right-dense points and at left-dense points in T, left-hand limits exist and are finite. The set of
all such rd-continuous functions is denoted by C,4(T). The set of functions f : T — R which
are differentiable and whose derivative is rd-continuous function is denoted by C',(T, R). For
more details, see the monograph [5].

Throughout this paper, we always assume that

(Al) r € Crd([tOz )11", (O 00) Wlth ft 71/“(t)At = 00;
(A2) p € Cy([to,00)1,R) with 0 < p(t) < 1;
(A3) TeC d([to, ) T, ) (t) < t,and lim;_, T(t) = o0;

(A4) c,d € [to,00)r, 0(£,5) € Cul[to,0)r x [c,d]r,T), [e,dlr = { € T:c < <dj,
0(t,c) <0(t,¢) for (t,&) € [to,00)1 X [c,d]T, and lim;_, O(¢,¢) =

(A5) f: T x R — R is a continuous function such that uf(t,u) > 0 for all u # 0 and there
exists a function g(t,&) € Cyy([to, o), [0, +00)) such that |f(t,u)| > q(t, &)|u*|.

By a solution of Eq. (1.1), we mean a nontrivial real-valued function x € Crld([Tx,oo),IR),
T, > to which has the property that r(t)(Z2(t))* € CL([Tx,o0),IR) and satisfies Eq. (1.1) on
[Ty, 00). The solutions vanishing in some neighborhood of infinity will be excluded from our
consideration. A solution x(t) of Eq. (1.1) is said to be oscillatory if it is neither eventually
positive nor eventually negative. Otherwise it is said to be nonoscillatory. The equation itself
is called oscillatory if all its solutions are oscillatory.

In recent years, there has been an increasing interest in studying oscillatory behavior of
solutions to various classes of dynamic equations on time scales. In particular, oscillation of
second order neutral dynamic equations attracted significant attention of researchers due to
the fact that such equations arise in many real life problems; see, for example, [1,2,7,8,10,11,
13-24] and the references cited therein. Chen [10], Sahiner [21], Saker et al. [18], Saker and
O’Regan [20] considered the second-order nonlinear neutral dynamic equation with variable
delays

(r(O[(x(8) + p(B)x(T(O)]7)" + F(£,x(5(8))) = 0, (12)
where 0 < p(t) < 1. Han et al. [13] and Saker et al. [16] examined the oscillation of Eq. (1.2)
when v = 1. In particular, Han et al. [13] investigated the case where v = 1 and p(t) €
Cra([to, )1, [0, po]), where po is a constant.
Regarding the oscillation of dynamic equations with distributed delay, Candan [7] studied
the oscillation of the second order neutral delay dynamic equation

() (x(0) + px(e ) + [ f(0 26006288 =0,

where f(t,u) > q(t)|uP|; v > 0 and B > 0 are ratios of odd positive integers. He gave some
oscillation results when 6(t,d) > t and 6(t,d) < t, respectively. For more related works on
the oscillation of second order neutral dynamic equations with distributed delay, we refer the
readers to [9,11,15,22,24].

In this paper, inspired by the works [6,12,24], we will study the oscillation of (1.1). Here
we will employ the generalized Riccati transformation technique to establish new oscillation
criteria for (1.1) when 6(t) < o(t) and 6(t) > o(t), respectively, the obtained results improve
the main results in [7,15,22]. Finally, we give two examples to illustrate the main results.
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2 Main results

In what follows, we use the following notation for the convenience of the reader.

S0 =0,ey R = [ q(1,8)(1 - plo(1,0))BE,

and

where

|
r(t,u):/ 1()As, t>u > to.
u ra(s

Further, for any given functions 7(t),a(t) € C. ([to, )T, R) with 5(t) > 0 and a(t) >
—1/[r(t)r*(t, T)], we let
¢+ (t) := max{0, ¢(t)},
o(t) == 1" (D[RO T) + (B (8, T)a' < (1) = (r(£)a(1))"],

A 1 1+a
P1(t) := 17((1;)+(0c—|—1) u()”(’)?’zzt)(),
; Ul(t) 1+a( )
pa(t) = R

2.1 Two lemmas
In order to prove the main results, we need the following two lemmas.

Lemma 2.1. Let x(t) be an eventually positive solution of Eq. (1.1). Then there exists some T > tg
large enough such that for all t > T,

Z() >0, Z2H) >0, Z(t) >re(HZAH)r(t,T), Z(H) > m(t, T)Z(e(t).  (2.1)

Proof. Without loss of generality, we assume that there exists a T € [tp,o0)T such that x(t),
x(7(t)), x(6(t,¢)) > 0on [T,00)r, then Z(t) > x(t) > 0. It follows from (1.1) and (A5) that

(r(0)(Z2 ()" < — [ g2 (6t )Ag <0

c

Hence, r(t)(Z%(t))* is decreasing on [T,c0)y. We now claim that Z2(t) > 0 eventually on
t € [T,00)T. If not, then there exists a t; € [T, c0)T such that Z%(t;) < 0. Then

r()(Z2(0)* < r(t)(Z%(8))% := —c* < 0, t>H,

Z8(t) < — (%)1 (2.2)

Integrating (2.2) from t; to ¢, we find from (A1) that

R|=

|
/ ——As — —c0 ast — oo,
t

Z(t) < Z(t;) — (c*
W<zt~ [
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which implies that Z(t) is eventually negative. This contradicts Z(t) > 0. Thus, Z%(¢) > 0 on
[T, OO)T-
Since r(t)(Z%(t))* is decreasing on [T, ®)t, we have

2(0)> 20~ 2(T) = [ () (Z2(5)") s

T
> (r(t)(ZB(t N 11
> (OO0 [
= ()22 (O (e 7).

Thus, (Z(t)/r(t, T))A < 0, which implies that

z(h _  7°(1)
r(t,T) = r(o(t), T)"

This completes the proof. O

For the positive solution x(t) of Eq. (1.1), it follows from the definition of Z(t) and
Lemma 2.1 that, for t > T,

consequently,
x4(6(t,¢)) = (1= p(6(£¢)))"Z*(0(t,¢))- (2.3)
Multiplying (2.3) by g(t, {) and integrating both sides from ¢ to d, we have

[l o owane [Caea - poe )z o)

It follows from (1.1) that

(@0 < - [ 01,00 - p0,0) 20, )a8

Since 6(t,&) > 0(t,c) and Z2(t) > 0, then Z(0(t,&)) > Z(6(t,c)). By the definition of R(#) and
O(t), we obtain

(r()(Z2(£)")" < =R(EZ*(0(t,0)) = —R(£)Z*(8(t)). (2.4)

Lemma 2.2. Let x(t) be an eventually positive solution of Eq. (1.1). Then there exists some T > tg
large enough such that for all t > T,

Z(5() - {1, o(t) > o(t), (2.5)

Z(a(t)) = \m(t,T), &(t) < o(b).

The proof is similar to that of [24, Lemma 2.2], we omitted the details here.
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2.2 Oscillation of (1.1) for the case §(t) < o (t)

Theorem 2.3. Assume that there exist a function a(t) and a positive A-differentiable function n(t),
such that for sufficiently large T € [ty, o),
t

al S a+1
lim sup ((p(s) 1 (o)) ) As > n(Tq) <r‘"(".l}1,T) +r(T1)a(T1)> , (2.6)

t—oo JTi x + 1)«—&-14)%(5)

where Ty > T > ty. Then
(i) every solution x(t) of (1.1) is oscillatory for « > 1;

(ii) every solution x(t) of (1.1) oscillates for 0 < & < 1 and a(t) = 0.

Proof. Assume that x(t) is a nonoscillatory solution of (1.1). Without loss of generality, we

assume that there exists a T € [ty, co)y (sufficiently large) such that x(t), x(7(t)), x(6(¢)) > 0
on [T,c0)y. Then by Lemmas 2.1 and 2.2, (2.1) and (2.5) hold. Consider the generalized Riccati

substitution (O(Z5(8)
r(t)(Z2(t))*
= —= > T.
w) =) (S wrwaw), ez
Clearly, w(t) > 0. In view of [5, Theorem 1.20] and (2.4), we get

Mgy gy (TOEZAO) oo (TOEOF
() =°0) ("5 rwan) )+ o) (5 roatn)

A r A a\ D
=0 ) 17 (t) (W) + 7 (£) (r()a(t))®

w(t) + 77 (8) (r(t)a(t))"
R()Z(3(8)  n7(O)r(H)(Z2(1)(Z2%(1)*

ANVD) Z (027 (1))"
= W ey () (r(Da®))* ~ 7 (R (Zzi(t) >

x A
=) (55 =)} G @)

By the Potzsche chain rule [5, Theorem 1.87], then

(24(4)® = /01[(1 — W)Z(t) + hZ( ()" 1dn} Z5(t)

L JaZ®) 1z, a1,
T la(zo(t)1zA(t), 0<a<l.
Consequently,
Z5(t)
C0) N w20 “
Zn - tx(ZU< WX?lZA(t) 0<a<1
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Note that Z(t) is increasing on [T, 00)t. Then Z(t) < Z(o(t)) for t € [T, c0)y. Therefore

(Ze ()t ZA)
Ze(t) ="z

t
t

which implies

(z8(1)* _ (2 ())A Z5(t) zM1) (z()
@Or 20 Znr " Z(t) <Z"(t))
) _

< wit )a t) m T, T). (2.8)

Substituting (2.8) into (2.7), and by (2.5), we obtain

A
wh () < T we) 4 77() (r(Da() — 1 (OR ()98 (1,T)

n(t)
an’ (B (4 T) (w(t) 1+
1’% (t) (U(t) (t)ll(i’)) ’ t>T. (29)

For the case &« > 1, using the inequality (see [3, (2.18)]),

Ll +1 < gt o1 _ odd
A (A—B)*i <B ((1+a)A IXB), n=

with A :=w(t)/5(t) and B := r(t)a(t), we get

(10 r(f)aa))l”‘ > (“’”)H‘]‘ 2 (ra)" " = (o) 0. o

n(t) 1(t) bt bt n(t
Substituting (2.10) into (2.9), we obtain
Wi (1) < —@(t) + gr()w(t) — ga(t)w 7 (1) 2.11)
< —g(t) + [pr(D)]sw(t) — g2 (w2 (),  t>T. (2.12)

For the case when 0 < & < 1 and a(t) = 0, in view of the definitions of w(t), ¢(t), ¢1(¢),
@2(t), we find that (2.12) also holds by (2.9). Using the inequality (see [4, (2.8)]),

1 IXO‘B%—H‘

Biw — Ale‘E < m, (2.13)
with By = [¢1(t)]+ and Ay = @2(t), we have
L o @01
[p1(1)]+w(t) — g2 (Hw' e (t) < (1+ &) (o (£)* (2.14)
Substituting (2.14) into (2.12) we obtain
o ([g1()])""
wh(t) < —o(t) + A+ ) (ga (1)) t>T. (2.15)

Integrating both sides of (2.15) from Tj to t(t > Ty > T), we have

f o ([ (1)) 1
/T1 (G’)(f) T+ “)14-04((’)2(1-))0() As <w(Ty) < n(Th) (V“(TLT) + V(Tl)ﬂ(Tl)) ,

which contradicts (2.6). This completes the proof. O
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Let Dy = {t >s >t, t,s € [tp,0)r} and D = {t > s > tg, t,s € [tp,0)1}. The function
K € C,4(ID,R) is said to belong to the class R (defined by K € R, for short) if

K(tt) =0, t>ty, K(ts)>0, t>s>ty,

and K has a nonpositive continuous A-partial derivative K*5(t,s) on Dy with respect to the
second variable.

Theorem 2.4. Assume that K € R, k € C,4(IDo,R) and there exist a function a(t) and a positive
A-differentiable function 1(t), such that for sufficiently large T € [ty, c0)T,

K™ (0(t),5) + K(0(t), 0())gu(s) = kt,5),

and
| 1 w ([k(t,5)] )1
timsup iy, (KOO0 ~ e ke m om e >
> p(Ty) <(T1T) N rm)a(m) , 2.16)

where Ty > T > ty. Then
(i) every solution x(t) of (1.1) is oscillatory for a > 1;
(ii) every solution x(t) of (1.1) oscillates for 0 < & < 1 and a(t) = 0.

Proof. Assume that x(t) is a nonoscillatory solution of (1.1). Without loss of generality, we
may assume that x(t) is an eventually positive. Proceeding as the proof of Theorem 2.3, we
get (2.11) holds, i.e.,

wh () < —p(t) + p1(Ww(t) — pa(Dw'te(t),  t>T > T. (2.11)

Multiplying both sides of (2.11), with ¢ replaced by s, by K(o(t), o (s)), integrating with respect
to s from T; to o(t), we get

o(t)
| Klo(t),0)g(s)as

Ty

< _/U(t) K(o(t),o(s))w?(s)As + " K(o(t),0(s))pr(s)w(s)As

Tflf(t) 1 "
_ /T K(o(£),0(s)) pa(s)w' 4 (s)As. (2.17)

Using integration by parts for the first part of the right-hand side of (2.17), we obtain
o(t)

/ M (o), () (5)As = —K(o(8), Ty)ao(Ty) — / KM (o(t),s)w(s)ds.  (2.18)

Tl Tl
Substitution (2.18) into (2.17) implies that

[ Kot 0 9(s)as

T

< K(o(t), Th)w(Ty) + Tl:(t) K2 (o (t),s)w(s)As
+ [ Koo e ©nEas— [ Ko, o)pa(s)ntt e)as

Tl Tl
o(t) o(t)

= K(o(), T)w(T) + [ k(t,)w(s)as - /n K(o(t), 0 (s)) a(s)w' ™ (s).
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Using the definition of K and

/ /Tt Pls)ns + / / t P(s)As + u(H)g(t),

we derive from u(t)K* (o(t), t)w(t) < 0 that

[ ke sons— [ ko, o6 et )

T
t

AL <>As—/t1<<o—<> 7(3))g2() s)

+/ s — [ Kot e(o)galspt o)

t

= [ Ko s)o <>As—/t1<<cr<> 7)) <>w1+%<s>

Ty

+ 1O [KX (@ (1), 1) + K (), 0 (8) @1 (1) [w(t) = p()K (o (), (1)) ga (D)0 4 (1)
< [l sw)as — [ Ko(0),0(5)gae)a5)

T1 Tl
Now using the inequality (2.13) with By = [k(t,s)]+ and A; = K(c(t),0(s))¢@2(s), we get
o [k(t,s)]

s)|+w(s) — s s)w! s (s ’
(51} 20(5) = K@ (), 0 gale) "4 6) € sy oo

Hence, noting that K(o(t), o (t)) = 0, we get

t o ([k(t, a+1
i (K700 = G5 gy 2 < K Ty

Thus,

1 e ([k(t,5)] )"
KT (K("(”"’(S”(”(S) e 1>w+1<K<a<t>,a<s>>¢z<s>>a>AS

<w(Ty) < n(T) <1""(7}1,T) + T’(Tl)”‘(Tl)> ,

which contradicts (2.16), and then the proof is complete. O

Remark 2.5. If (2.6) and (2.16) are replaced respectively by
t 2% a+1
lim sup (go(s) - [E‘ (g1 ()]-+) ) As = o,

t—y00 Ty X+ 1)"‘“4)5 (S)

1 a ([k(t, )] )+ B
i sup g (K‘”“)"’(S”“”(S) e 1>“+1<1<<a<t>,o(s))qoz(s))“)AS =

then the conclusions of Theorems 2.3, 2.4 are also true which are special cases of Theorems 2.3,
2.4. Thus, Theorems 2.3, 2.4 essentially improve the related results established by [7,15,22].

Remark 2.6. The assumption (Hg) in D. Chen [10] required b*(t) > 0 and b(c(t)) = o (b(t)),
the function (t) in Theorem 3.1 and 3.2 required () > 0 which are stronger than that of

(H4) and a(t) in our work, respectively. Therefore, Theorem 2.4 improves Theorem 3.2 in
D. Chen [10]
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2.3 Oscillation of (1.1) for the case §(t) > o (t)

In this case when 6(t) > o(t), by Lemma 2.2, we get Z(5(t))/Z(c(t)) > 1. Now we replace
Z(6(t)/Z(o(t))) by 1 in (2.7), and similarly to the proof of Theorems 2.3-2.4, we can obtain
following results.

Theorem 2.7. Assume that there exist a function a(t) and a positive A-differentiable function 1(t),
such that for sufficiently large T € [to, )T,

t o a+1
lim sup <<p(s> _lpls))e) > As > 3(Th) <r(T11T) +r(T1)a(T1)> .

froo JTh (a + 1) 1 g5(s)
where Ty > T > tg, and
9(t) =17 (O[RE) +r(B)3 (1, T)a" 2 (1) = (r(£)a()*].
Then
(i) every solution x(t) of (1.1) is oscillatory for « > 1;
(ii) every solution x(t) of (1.1) oscillates for 0 < & < 1 and a(t) = 0.

Theorem 2.8. Assume that K € R, k € C;4(IDo, R) and there exist a function a(t) and a positive
A-differentiable function 1 (t), such that for sufficiently large T € [to, co)T,

K*(a(t),s) + K(o(t),0(s))1(s) = k(t,5),
and

1 _ w ((k(t,5)] )1
lim sup g5 | (K“’“""(S”“’ =G 1>a+1<K<a<t>,+a<s>>qoz<s>>a)AS

1
)| ——= Ty)a(T
> 0(1) (s +7(Ta(T) )
where Ty > T > to, and §(s) is defined as in Theorem 2.7. Then

(i) every solution x(t) of (1.1) is oscillatory for a > 1;

(ii) every solution x(t) of (1.1) oscillates for 0 < & < 1 and a(t) = 0.

3 Two examples

In this section, we give two examples to illustrate our main results.
Example 3.1. Consider the neutral dynamic equation
1 41 —|— sin? ttj
—————(Z0(t + / t—C)AZ =0, 3.1
(Framr@or) o D

where 1/2 < & < 1 with & = odd/odd, 7(t) satisfies (A3), and Z(t) = x(t) + % x(7(t)).
For (1.1), we let

1 1 1
r(t) = (T O p(t) = 5 q(t,¢) = o)’



10 Q. Yang, Z. Xu and P. Long

and
0(t,&) =t—¢, O(t) =0(t,c) =t—c.
Obviously, (A1) holds and we have

P —T>  (t—c)?—T?

_ 42 72 — —
r(t, T) =t T+, 771(1:/ T) O'Z(t) —T2 O'Z(t) T2 "

Then the function #;(t, T) is strictly increasing and we have 1 > 1 (t, T) > 1/3 for sufficiently
large T € [to, c0). Then

d
R() = [ a(t,&)(1—plo(t,2)))*a¢
1 1
=5/ to ()
o d
o 20 to(t)’

Leta(t) =0and 5(t) =1+ 1/t, choosing T; = 2T, then

zafll_t;(t) > () = (R (L, T) > 6jtt_7(ct)'

B n(Th) 1 1 1
[(/)1(5)]+ =0, W - <1+ T1> (TlZ_ TZ)ac < 3a T

Hence,

- td—c t( a*([1(s)]+ )”‘“)
oo > limsu ————As > limsu S As
nsup f, i) vl S A PR Y e

f d— 1 1
li As =i — =
>limewp || Grion® =limewp T (a7~ 7)

We can choose ¢, d such that
d—c 2
o 37 + 2.

| : 0 (g1 (5)] )1 7(Ty)
limsup /. (4’(5) "t 1>a+1(pz<s>> As> LTy

Thus, by Theorem 2.3, Eq. (3.1) is oscillatory.

Consequently,

Example 3.2. Let T = 2N, o > v+ 1 > 2 and « = odd/odd. Consider the neutral dynamic
equation
4 (|sint] +1)*
ZA(1)) +
(Z2®)) ¢ t7(2—sin?(tf))

where 7(t) satisfies (A3), and Z(t) = x(t) + [|sint|/(|sint| +1)]x(t(¢)). Here

x“(H)AZ =0, (3.2)

~ (|sint] +1)*
q(t,8) = 7

| sin ¢|

r(t) =1, p(t) = m/

and

O(LE) =t 6(t) =8(tc) =t.
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Clearly (A1) holds. Noting that the function r(t,T) /r(c(t),T) = (t — T)/(o(t) — T) is strictly
increasing. Hence, #71(¢, T) = n2(t, T) > 1/3 for sufficiently large T € [tp,o0)r and t > ¢(T) =
2T. Then

d
R() = [ (&)1 - plo(4,))A8

/ (]sint| +1)« 1
N 217 (|sint| +1)%

AG

2t7’

Let a(t) = 0 and #(t) = 1 in Theorem 2.3, we have ¢;(t) = 0 for t > T. Choosing T; = 2T,
then

dz;c () =n" (ORI (4, T) > 2?3"‘_:”)'
and ! 1
[pr(t)] 4 =0, #@ﬂm:T”
Hence

- td— ! 06"‘([<P1(S)]+)““)
oo > limsu As > lim su s) — As
t~>oop Ty 287 t~>oop Ty (q)( ) <a + 1)zx+14)§é(s)

. td—c n(Ty)
>1 A
- 1r)is°101p 7, 2(3%s7) s r(Ty, T)’

Thus, by Theorem 2.3, Eq. (3.2) is oscillatory.
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