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Abstract. We shall consider weak solutions of boundary value problems for elliptic
functional differential equations of the form

n
— Y Djlaj(x,u, Du;u)] + ag(x, u, Du;u) = F, xeO
=1

with homogeneous boundary conditions, where (3 C R” is a bounded domain and ; u
denotes nonlocal dependence on u (e.g. integral operators applied to u).

By using the theory of pseudomonotone operators, one can prove existence of solu-
tions.

However, in certain particular cases it is possible to find theorems on the number
of solutions. These statements are based on arguments for fixed points of certain real
functions and operators, respectively.
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1 Introduction

It is well known that mathematical models of several applications are functional differential
equations of one variable (e.g. delay equations). In the monograph by Jianhong Wu [7] semi-
linear evolutionary partial functional differential equations and applications are considered,
where the book is based on the theory of semigroups and generators. In the monograph by
A.L. Skubachevskii [6] linear elliptic functional differential equations (equations with non-
local terms and nonlocal boundary conditions) and applications are considered. A nonlocal
boundary value problem, arising in plasma theory, was considered by A.V. Bitsadze and
A.A. Samarskii in [1].
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It turned out that the theory of pseudomonotone operators is useful to study nonlinear
(quasilinear) partial functional differential equations (both stationary and evolutionary equa-
tions) and to prove existence of weak solutions (see [2,4,5]).

In the present work we shall consider weak solutions of the following elliptic functional
differential equations:

n
— Y Djlaj(x,u, Du;u)] + ao(x,u, Du;u) = F(x), x€Q (1.1)
j=1
(for simplicity) with homogeneous Dirichlet or Neumann boundary condition where () C R”"
is a bounded domain and ; u denotes nonlocal dependence on u.

By using the theory of pseudomonotone operators one can prove existence theorems on
weak solutions. In this paper we shall investigate the number of solutions in certain particular
cases and prove existence of multiple solutions, based on fixed points of certain functions and
operators, respectively.

2 Number of solutions of equations with real valued functionals of
solutions

Denote by () C R" a bounded domain with sufficiently smooth boundary, 1 < p < oo,
WL?(Q) the Sobolev space with the norm

ull = [/{’2 (j}f:lmjwu \ul"’> dx]l/p.

Further, let V. C W7(Q) be a closed linear subspace of W*(Q), V* the dual space of V, the
duality between V* and V will be denoted by (-, -).
Weak solutions of (1.1) are defined as functions u € V satisfying

n
/Q [ 1aj(x, u, Du;u)Djo + ag(x, u,Du;u)v] dx = (F,v) forallveV
j=

where aj: Q% Rl xV 5 R (j =0,1,...,n) are given functions. In the case of homogeneous
Dirichlet boundary condition, V' = W&’p (Q)) (the closure of C}(Q2) in W?(Q))) and in the case
of Neumann boundary condition V = W7(Q).

By using the theory of monotone type operators one can formulate assumptions on 4;
which imply existence of weak solutions (see [2,4,5]). Now we shall consider particular cases
when one can prove existence of multiple solutions and statements on the number of solutions.

Assume that functions 4; have the form

aj(x,n,Gu) = a;j(x,1,0, M(u)), j=01,...,n
where M : V — R is a bounded, continuous (possibly nonlinear) operator and
i QxR xR - R
satisfy the Carathéodory conditions. (L.e. they are measurable in x and continuous in the other

variables.) For arbitrary A € R define operator A, : V — V* by

(Ax(u),v) :/ lZﬁj(x,u,Du,)\)Djv+ﬁg(x,u,Du,/\)v dx.
Q=
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Theorem 2.1. Assume that for every A € R there exists a unique solution uy € V of
AA(MA) =F (F S V*). (2.1)

Define the function ¢ : R — R by g(A) = M(uy,). Then a function u € V is a solution of
n
/ lz a;(x,u, Du, M(u))Djv + do(x,u, Du, M(u))v | dx = (F,v), veV (2.2)
Q=

if and only if A = M(u) satisfies A = g(A). Thus the number of solutions of (2.2) equals the number
of roots of the equation A = g(A).

Proof. If u € V satisfies (2.2) then with A = M(u) the function u, = u satisfies (2.1) and,

consequently,
g(A) = M(u) = M(u) = A.

Further, assume that A € R satisfies A = g(A). Consider the solution u, of (2.1), then, clearly,
u = u, is a solution of (2.2) since A = g(A) = M(u,). O
Consider the following particular case
aj(x,u, Du, M(u)) = bj(x,u, Du)h(M(u)),
ie.
j(x,u, Du, \) = bj(x,u, Du)h(A),
j=1,...,n,and

do(x,u, Du,A) = bo(x,u, Du)h(A) + B(x)I(A),

with some continuous functions 1 : R — R*,/: R — Rand B € L7(Q)) where 1/p+1/g = 1.
Define the operator B: V — V* by

(B(u),v) = /Q Li bj(x,u, Du)Djv + bo(x,u, Du)v |, u,veV. (2.3)
=1

Theorem 2.2. Assume that B : V. — V* is a uniformly monotone, bounded, hemicontinuous operator
(see, e.g. [8]) then the unique solution of

Ap(u) =F (2.4)

u=uy,=B" (W) (2.5)

is

and thus

Proof. In the particular case the equation (A, (u),v) = (F,v) has the form

/Q li{ bj(x,u, Du)h(A)Djv + bo(x, u, Du)h(A)v + ,B(x)l()\)v] dx = (F,v),



4 L. Simon

: _JF—1(0p
/Q [E bj(x,u, Du)Djv + bo(x,u, Du)v | dx = <h(A)’U> ,
thus N
B(u) = W (2.6)

According to the theory of monotone operators (see, e.g., [8]) the equation (2.6) has a unique

solution
u=uy, =B (W) and
g(A) = M(uy) =M [Bl (W)] : O

Since B! : V* - Vand M : V — R, I, h are continuous, ¢ : R — R is a continuous
function.

Now consider two particular cases.

1. Assume that B, M are homogeneous in the sense

B-Y(uF) = ur1BY(F) forallp>0 (p>1),
M(pu) = u"M(u) forally >0 (0 >0)
(M is nonnegative).

Theorem 2.3. Assume that I, B are arbitrary continuous functions and g is a positive continuous
function such that A = g(A) has exactly N roots (N = 0,1,...,00) then our boundary value problem
(with 0 boundary condition) has exactly N solutions with

o = [ MBI

Proof. According to Theorem 2.2 in this particular case

_ M{B'[F - I(V)B]}

Av [ Vs
s h(A) T
i.e.
p—1
1 _ s
sy — [MUBIF= 1))
g(A)
Thus the theorem follows from Theorem 2.1. O

We have this particular case with g = 0 if e.g. B is defined by the p-Laplacian, i.e.
bi(x,,0) =121P72¢, j=1,...,m,  bo(x,1,8) =cln’?n,

n €R,{ € R"withsomec>0. (If V= Wé'p (Q)) then ¢ may be 0, too.) Further,

M(u) = /Q [‘nla]-(x)|D]'u|”+a0(x)|u|”] dx
=

where a; € L*(Q), a; > 0,0 <o < p.
2. Assume that B and M are linear
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Theorem 2.4. If g is a positive continuous function such that A = g(A) has N roots (N =0,1,...,00)
then our boundary value problem has N solutions with
M[B~Y(F)] — (A)M[B~'(B)]

8(2)

and arbitrary continuous function 1. Similarly, if M[B~1(B)] # 0 and g is a continuous function such
that A = g(A) has N roots then our boundary value problem has N solutions with

M[B~(F)] = g(M)h(A)
M[B1(B)]

(M) =

I(A) =

and arbitrary continuous function h.

Proof. According to Theorem 2.2 in this case

§(A) = o :
L. B B »
) - MBI B )
and
_ M[BH(F)] —g(M)h(A)
=" M)
So Theorem 2.4 follows from Theorem 2.1. O

In this case the operator M : W?(Q)) — R may have the form

Mu:/ —i—/ boudo
0 20

where aj € LZ(Q), by € LZ(aQ).

n
El]'D]'I/l “+ apu
=

]

3 Number of solutions of equations with nonlocal operators

Now consider equations (1.1) containing nonlinear and nonlocal operators of the form
B(u) = F(u) (3.1)

where B is given by (2.3) and F : V — V* is a given nonlinear operator. Clearly, u € V satisfies
(3.1) if and only if
u=B7Fu)] = G(u) (3.2)

where G : V — V is a given operator, i.e. u is a fixed point of G. Then
F(u) = B[G(u)]. (3.3)

Now we shall consider particular cases for G.
1.

[G(u)}(x) = [K(u)](x) Z/Q/C(x,y)u(y)dy (3:4)

where K € [2(QOx Q), u € V C W'?(Q) and B is a linear strongly elliptic differential
operator.
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Theorem 3.1. If K is sufficiently smooth and good then the solution of (3.2) belongs to V and by (3.3)

[F))(x) = [ oK, y)lu(y)dy
and (3.1) has the form

Bn)](x) = [ B, y)u(y)dy. 5
Further, if 1 is an eigenvalue of G with multiplicity k then (3.5) has k solutions.

Proof. Equation (3.5) is equivalent with

which implies Theorem 3.1. O

2.
G(u) = Ku+h(P(u))g (3.6)

where K is given by (3.4), P : V — R is a linear continuous functional, » : R — R is a
continuous function and g € V. Assume that K is the function before, 1 is not an eigenvalue
of the operator K and B is a linear strongly elliptic differential operator.

Theorem 3.2. In this case equation (3.1) has the form
B(w) = [ B (x,y)lu(v)dy + h(P(u))Bg. 67
Further, u is a solution of (3.7) if and only if u = h(A)[I — K] ~1(g) where A is a root of the equation
A= VP~ K] (g). 68)

Thus the number of solutions of (3.7) equals the number of solutions of equation (3.8).

Proof. Equation (3.7) is fulfilled if and only if

u= [ Kl ylu(y)dy -+ h(P()g
ie.
(I = K)u = h(P(u))g,
u=nh(P(u)(I-K)'g. (3.9)
Let uy = h(A)(I — K)~1g, then
P(12) = h(A)P[(I — K)g].
Consequently, (3.9) (and so (3.7)) is satisfied if and only if A = P(u) satisfies (3.8). O

3.
[G(u)](x) = P(u)h(u(x)) (3.10)

where 1 : R — R is a given C! function such that u € V implies h(u) € V (V C W' (Q))
and P : V — R is defined by P(u) = [, g(y)u(y)dy where g € L1(Q0) 1/p+1/q9=1),8 > 0.
Further, let B be homogeneous in the sense B(uF) = u?~!B(F) for u > 0 (p > 1).
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Theorem 3.3. In this case (3.1) has the form
B(u) = [P(u)]""'B[h(u)]. (3.11)
Assume that there exists an interval (z1,z) such that
h(z)/z = co (some constant) for z € (z1,22) (3.12)

and
21 [ gy < 1/c <z [ gy (3.19)

then there is an infinite number of functions satisfying (3.11).
If there is no interval (zq,z) satisfying (3.12) then solutions of (3.1) may be only constant func-
tions
u(x)=c¢, x€Q (3.14)

where c satisfies

h(c) /Q g(y)dy = 1. (3.15)

Thus, in this case the number of solutions of (3.1) equals the number of roots c of (3.15) which may be
any finite or infinite number depending on the function h.

(In the last case V = W?(QQ), i.e. we have solutions of the Neumann problem with homo-
geneous boundary condition.)

Proof. Equation (3.11) is equivalent with

ie.

u(x) = h(u(x)) [ sudy,  xeq (.16)

If (3.12) holds then (3.16) (and (3.11)) means that

u(x) = coux) [ guway, xeq,

i.e. (except of the trivial case u(x) = 0)

[ swutdy = 1/a.

If the condition (3.13) is fulfilled then, clearly, there is an infinite number of functions u such
that

z1 <u(y) <z and /Qg(y)u(y)dy =1/co.

If there is no interval (z1, z) satisfying (3.12) then, clearly, u may satisfy (3.11) only if u(x) = c
where

c=ch(c) [ gidy,  1=h(o) [ gway. =

[G(w)](x) = P(u)u(yp(x))
where ¢ : QO — Qis a C! function with C! inverse, P is a (possibly nonlinear) functional over
V and B is as before in 3.
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Theorem 3.4. In this case equation (3.1) has the form
B(u) = [P(u)]"'Blu(y)] (3.17)

and u is a solution of (3.17) if and only if
u(x) = P(u)u(yp(x)), xecQ. (3.18)

Clearly, u = 0 is a trivial solution of (3.18), i.e. of (3.17).
A continuous function u is a nontrivial solution of (3.17) if and only if

P(u) =1 and u(x) =u(yp(x)) forallx € Q (3.19)

or
P(u) =—-1 and u(x)=—u(yp(x)) forallx € Q. (3.20)

u = c is a constant solution of (3.18) if P(c) = 1. If Q) is symmetric with respect to 0 and P(x) = —x
(x € Q) then u satisfies (3.19) with the properties u(—x) = u(x), x € Q and P(u) = 1. Further, u
satisfies (3.20) with the properties u(—x) = —u(x), x € Qand P(u) = —1.

Proof. Assume that a (nonidentically 0) continuous u satisfies (3.18), then we have
u(x)| = [P(u)|u(yp(x))],  xe (3.21)

Then there is x(©) € Q such that

lu(x©)] = sup |u(x)| > 0. (3.22)
x€Q
By (3.21)
u(x )] = [P ()| [u(p(x))]. (3.23)

Assume that |P(u)| < 1. Then by (3.23) |u(y(x(@)| > |u(x?))| which is impossible by (3.22).
On the other hand,

u( (xO))] = |P(u))[u(x)],
thus |P(u)| > 1 would imply |u(p 1 (x(©))| > |u(x(?))| which is impossible by (3.22). Conse-
quently, |P(u)| =1, i.e. either P(u) =1 or P(u) = —1. O

If P is a linear functional over V and () is symmetric with respect to 0 then multiplying
a function u with the property u(—x) = u(x) (resp. u(—x) = —u(x)) by a suitable constant,
we have P(u) = 1 (resp. P(u) = —1). Thus, in this case (3.19) (resp. (3.20) and so (3.17)) has
infinitely many solutions.

Another particular case for the (nonlinear) functional P:

P(u)=1+ [/Q(al - u)de] [/Q(am - u)zdx]

with different real numbers a4, ..., a,. Then all the solutions of (3.19) are constant functions

u]-(x) =a, x€Q, j=1,...,m

Acknowledgements

This work was supported by Grant No. OTKA K 81403.



Multiple solutions of nonlinear elliptic FDEs 9

References

[1] A.V.Birsapzg, A. A. SAMARsKII, On some simple generalizations of linear elliptic bound-
ary value problems Dokl. Akad. Nauk SSSR 185(1969), 739-740, English transl.: Soviet Math.
Dokl. 10(1969), 398—-400. MR0247271

[2] M. Csirik, On pseudomonotone operators with functional dependence on unbounded
domains, Electron. . Qual. Theory Differ. Equ. 2016, No. 21, 1-15. https://doi.org/10.
14232/ejqtde.2016.1.21; MR1934390

[3] J. L. Lions, Quelques méthodes de résolution des problémes aux limites non linéaires (in French),
Dunod, Gauthier-Villars, Paris, 1969. MR0259693

[4] L.Simmon, Existence results for strongly nonlinear functional-elliptic problems, Coll. Math.
Soc. J. Bolyai 62(1993), 271-287. MIR1468761

[5] L. SimMoN, Application of monotone type operators to parabolic and functional parabolic
PDEs, in: Handbook of differential equations: evolutionary equations, Vol. IV., Elsevier /North-
Holland, Amsterdam, 2008, pp. 267-321. https://doi.org/10.1016/51874-5717(08)
00006-6; MR2508168

[6] A. L. SkuBacHEVsKIL, Elliptic functional differential equations and applications, Birkhduser,
1997. https://doi.org/10.1007/978-3-0348-9033-5; MR1437607

[7] J. Wu, Theory and applications of partial functional differential equations, Springer, New York,
Berlin, Heidelberg, 1996. https://doi.org/10.1007/978-1-4612-4050-1; MR1415838

[8] E. ZEIDLER, Nonlinear functional analysis and its applications. 1I/B, Springer, 1990. https:
//doi.org/10.1007/978-1-4612-0981-2; MR1033498


https://www.ams.org/mathscinet-getitem?mr=0247271
https://doi.org/10.14232/ejqtde.2016.1.21
https://doi.org/10.14232/ejqtde.2016.1.21
https://www.ams.org/mathscinet-getitem?mr=1934390
https://www.ams.org/mathscinet-getitem?mr=0259693
https://www.ams.org/mathscinet-getitem?mr=1468761
https://doi.org/10.1016/S1874-5717(08)00006-6
https://doi.org/10.1016/S1874-5717(08)00006-6
https://www.ams.org/mathscinet-getitem?mr=2508168
https://doi.org/10.1007/978-3-0348-9033-5
https://www.ams.org/mathscinet-getitem?mr=1437607
https://doi.org/10.1007/978-1-4612-4050-1
https://www.ams.org/mathscinet-getitem?mr=1415838
https://doi.org/10.1007/978-1-4612-0981-2
https://doi.org/10.1007/978-1-4612-0981-2
https://www.ams.org/mathscinet-getitem?mr=1033498

	Introduction
	Number of solutions of equations with real valued functionals of solutions
	Number of solutions of equations with nonlocal operators

