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Abstract. We give sufficient conditions on the uniform boundedness and permanence
of non-autonomous multiple delay difference equations of the form

xk+1 = xk fk(xk−d, . . . , xk−1, xk),

where fk : D ⊆ (0, ∞)d+1 → (0, ∞). Moreover, we construct a positively invariant ab-
sorbing set of the phase space, which implies also the existence of the global (pullback)
attractor if the right-hand side is continuous. The results are applicable for a wide range
of single species discrete time population dynamical models, such as (non-autonomous)
models by Ricker, Pielou or Clark.
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1 Introduction

We consider difference equations with multiple delays of the form

xk+1 = xk fk(xk−d, . . . , xk−1, xk), (1.1)

with positive integer maximum delay d and positive growth functions fk : Id+1 → (0, ∞),
k ∈ Z, where I ⊆ (0, ∞) is a real (possibly infinite) interval, and ξ(d) fk(ξ) ∈ I for all ξ ∈ Id+1

and k ∈ Z (where ξ = (ξ(0), . . . , ξ(d)) ∈ Id+1). These equations are highly motivated by
population dynamical models with non-overlapping generations.

In the study of such equations, uniform boundedness is a relevant and important question
both from the biological and from the mathematical point of view. On the one hand, the
population size should not be arbitrarily big in a realistic model, and on the other hand,
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uniform boundedness implies – in case of continuous right-hand side – the existence of the
global (pullback) attractor, and allows to restrict the analysis to a bounded absorbing set. The
latter is also crucial for the numerical exploration of the asymptotic behavior. Whether one
merely wants to do simulations, or aims to apply validated numerics (e.g. interval arithmetics)
to rigorously prove some behavior regarding the dynamics, it is essential to have a bounded
subset of the state-space at hand, where all the relevant dynamics happen.

Uniform persistence means that solutions are eventually uniformly bounded away from
zero. Uniform persistence together with uniform boundedness is usually called permanence.
The biological benefit of uniform persistence is obvious: it ensures that the population does
not go extinct. However, it can also be decisive for the mathematical analysis. To mention
only one of our motivations, in many applications, such as in Ricker’s or Pielou’s equation,
there exists a unique, nontrivial equilibrium state, whose attractivity in the positive orthant
is conjectured under certain conditions (for more details on the topic see e.g. [6]). A possible
way to tackle this problem is via the application of graph representations of maps and interval
arithmetics (see e.g. [1, 2]), where the vertices of the graph are given usually by small enough
d+ 1 dimensional cubes in the state space and the edges mean possible transitions determined
by the map. For such a proof one needs to exclude the origin and the vertex (box) enclosing
it from the graph representation, and uniform persistence allows us to do so.

In this note we construct a positively invariant, bounded absorbing set – which obviously
implies uniform boundedness – in Theorem 3.1 under mild conditions on the right-hand
side, and give sufficient conditions for uniform persistence in Theorem 3.2 for equation (1.1).
Relevant notions and notations are defined in Section 2, whereas applicability of the results is
demonstrated in Section 4 via three examples.

For studying (1.1) it is more convenient to consider the equivalent, first order, d + 1 di-
mensional equation:

yk+1 =


yk+1(0)
yk+1(1)

...
yk+1(d)

 = Fk(yk) :=


yk(1)
yk(2)

...
yk(d) fk(yk)

 , (1.2)

with Fk : Id+1 → Id+1 for all k ∈ Z.
Our general hypothesis on the growth functions fk is

(H1) there exists M ∈ (1, ∞), such that fk(y) ≤ M holds for all k ∈ Z and all y ∈ Id+1.

For uniform boundedness we further assume

(H2) there exist D > 0, j ∈ {0, 1, . . . , d}, and δ ∈ (0, 1) such that for all k ∈ Z and y ∈ Id+1,

fk(y) ≤
1

Mj holds if y(d− j) > D, (H2a)

and moreover,

fk(y) ≤
δ

Mj holds if y(d− j) > DM. (H2b)

The following remark offers a practical alternative to check whether hypothesis (H2) is
fulfilled.
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Remark 1.1. It is worth noticing that if there exist j ∈ {0, 1, . . . , d} and a strictly monotone
decreasing function h : I → I, such that fk(y) ≤ h(y(d − j)) holds for all k ∈ Z and for all
y ∈ Id+1, and moreover, there exists Dh ∈ I such that h(Dh) ≤ M−j and Dh M ∈ I hold,
then (H2) is fulfilled with j, D := Dh and δ := h(Dh M)

h(Dh)
, where δ ∈ (0, 1) follows from the strict

monotonicity of h.
To see this, observe first that if y ∈ Id+1 with y(d− j) > Dh, then fk(y) ≤ h(y(d− j)) <

h(Dh) ≤ M−j holds, yielding (H2a). If in addition y(d− j) > Dh M also holds, then one obtains
that fk(y) ≤ h(y(d− j)) < h(Dh M) = δh(Dh) ≤ δM−j, so (H2b) is also satisfied.

For uniform persistence we will make use of hypothesis (H3), which assumes the exis-
tence of an absorbing set, i.e. that there exists a bounded set A ⊆ Id+1 that all bounded sets
eventually enter under iteration of the map (1.2) (see Definition 2.2 for the exact formulation).

(H3) Equation (1.2) possesses an absorbing set A, and there exist positive numbers a, ε, and
m ∈ (0, 1), such that

m ≤ fk(y) holds for all y ∈ A and k ∈ Z, (H3a)

1 + ε ≤ fk(y) holds for all y ∈ (0, a]d+1 ∩ A and k ∈ Z. (H3b)

Our results are stated in Theorems 3.1 and 3.2. For comparison, we mention the most
relevant results from the literature: Kocić and Ladas [4, Theorem 2.2.1] give sufficient condi-
tions for the permanence of an autonomous version of equation (1.1). Their basic assumptions
are that the right-hand side is continuous, it has a unique positive fixed point and f is non-
increasing in each variable, except possibly the first one, and moreover, x f (x, ·) converges to
a finite, positive limit, as the first variable x converges to 0, while all the others are fixed. Al-
though their setting is obviously different from ours, some of their main ideas were applicable
to prove permanence for an autonomous Ricker type equation,

xk+1 = xk exp
(

1−
d

∑
i=0

αixk−i

)
, (1.3)

where constants αi ≥ 0, i ∈ {0, . . . , d} are parameters, such that not all of them vanish, [8, The-
orem 3.1]. Clearly, equation (1.3) fulfills assumptions (H1)–(H3) – see also Example 4.1. Our
assumptions are more general in many ways: first of all, equation (1.1) is non-autonomous,
moreover, we need neither continuity, nor monotonicity of the growth functions. Therefore
our equation allows more realistic models: on the one hand, nature does not behave au-
tonomously, and on the other hand, dropping the continuity and monotonicity conditions on
the growth functions makes more elaborate (self-)control of the population possible.

Pötzsche [7, Proposition 3.2 (a)] gives uniform boundedness for Clark type equations of
the form

xk+1 = λxk + gk(xk−d, . . . , xk−1, xk) =: g̃k(xk−d, . . . , xk−1, xk), (1.4)

where λ ∈ (0, 1) is a constant parameter, I ⊆ [0, ∞) is an interval, functions g̃k map Id+1 into
I for all k ∈ Z, and there exists K > 0 such that it is an upper bound of gk : Id+1 → [0, ∞)

for all k ∈ Z. Moreover, he shows that
[
0, R+

1−λ

]d+1 ∩ Id+1 is a pullback absorbing set for all
R+ > K. In Example 4.3 we demonstrate that our result applies for (1.4) with slightly more
general growth-functions gk.
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Finally we mention a paper by Li, Sun and Yan [5] in which they prove permanence for
the single delay difference equation

xk+1 = (1− p)xk +
qxk

1 + xm
k−d

,

where p ∈ (0, 1], q ∈ (p, ∞), m ∈ (0, ∞) and d ∈N. To this generalization of Pielou’s equation
xk+1 = λxk(1 + αdxk−d)

−1 our theory does not directly apply, however, we can apply our
results for a different generalization of it in Example 4.2.

2 Preliminaries

In the following, we introduce some notations and give definitions of some relevant notions.
For an arbitrary n ∈ Z, let us use notation Z≥n = Z∩ [n, ∞) – note that n can be negative.

Given an initial time k0 ∈ Z, a solution of equation (1.2) is a sequence φ : Z≥k0 → Id+1 that
satisfies (1.2), i.e. φk+1 = Fk(φk) holds for all k ∈ Z≥k0 . For a given initial state ξ ∈ Id+1 at
time k0 ∈ Z, let the sequence ϕ(·; k0, ξ) : Z≥k0 → Id+1 denote the unique solution to the initial
value problem (1.2) with yk0 = ξ, i.e. ϕ(k + 1; k0, ξ) = Fk(ϕ(k; k0, ξ)) holds for all k ∈ Z≥k0 ,
and in addition ϕ(k0; k0, ξ) = ξ is fulfilled. We call this map ϕ the general solution to (1.2).

Definition 2.1. Let us call I a discrete interval if it is the intersection of a real interval with the
integers. For a discrete interval I, Y ⊆ I×Rd+1 is called a non-autonomous set with k-fiber

Y(k) := {y ∈ Rd+1 : (k, y) ∈ Y}

for all k ∈ I.

Definition 2.2 ([7]). Equation (1.2) is pullback dissipative if there exists a bounded set A ⊆ Id+1,
such that for all bounded B ⊆ Id+1 there exists N = N(B) ∈ Z≥0, such that

ϕ(k; k− n, ξ) ∈ A, for all k ∈ Z, n ≥ N, ξ ∈ B.

The set A is then called a pullback absorbing set of (1.2).

Definition 2.3 ([7]). A global pullback attractor of (1.2) is a non-autonomous set A ⊆ Z× Id+1,
having the following properties:

(a) A(k) is compact for all k ∈ Z,

(b) A(k) = ϕ(k; k0,A(k0)) for all k, k0 ∈ Z with k ≥ k0 (invariance), and

(c) limn→∞ dist(ϕ(k0; k0 − n, ξ),A(k0 − n)) = 0 for all k0 ∈ Z, ξ ∈ Id+1 (attractivity).

Remark 2.4. Provided (1.2) possesses a pullback absorbing set, and the functions fk are con-
tinuous for all k ∈ Z, then (1.2) has a global pullback attractor A ⊆ Z× A [3, Theorem 3.6].
This implies that A is uniformly bounded (i.e. there exists R > 0 so that A(k) ⊆ (0, R]d+1

for all k ∈ Z). Thus A is uniquely defined and has the dynamical characterization, that it
consists of all pairs (k0, ξ) ∈ Z× A, such that there exists a bounded solution φ : Z → Id+1

with φ(k0) = ξ. Consequently, A contains all equilibria, as well as periodic and homo- and
heteroclinic solutions of (1.2).

Let us also note that the above notions are natural generalizations of the corresponding
ones for autonomous equations, that is, if (1.2) is autonomous, then Definitions 2.2 and 2.3
reduce to the “usual” dissipativity, absorbing set and global attractor notions, respectively.
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3 Results

In our first theorem we construct a positively invariant pullback absorbing set under condi-
tions (H1) and (H2).

Theorem 3.1. Assume that (H1) and (H2) are fulfilled with some fixed D > 0, M > 1, δ ∈ (0, 1),
and j ∈ {0, 1, . . . , d}. Then the set

A =
j⋃

i=0

Ai ∪ Ã0,

defined by

Ã0 = {y ∈ (0, DMj+1]d+1 ∩ Id+1 : y(d) ≤ D},

Ai =
{

y ∈ (0, DMj+1]d+1 ∩ Id+1 : D < y(d− i) ≤ DM, and

y(d− `) ≤ DMi+1−`, for 0 ≤ ` ≤ i
}

, ∀i ∈ {0, . . . , j},

is positively invariant w.r.t. all maps Fk, k ∈ Z, in (1.2). Moreover, A is a pullback absorbing set for
equation (1.2).

Consequently the set (0, C]d+1 ∩ Id+1 is also pullback absorbing with C := DMj+1.
If in addition the functions fk in (1.2) are continuous for all k ∈ Z, then a global pullback attractor

A exists and is a subset of Z× A.

Proof. Positive invariance of A. Fix arbitrary η ∈ A and k ∈ Z, and for brevity let η̄ := Fk(η).
We need to show that η ∈ A implies η̄ ∈ A.

Note that η ∈ A implies η(l) ∈ (0, DMj+1]∩ I for all l ∈ {0, . . . , d}. Therefore, as (1.2) gives
η̄(l) = η(l + 1) for all l ∈ {0, . . . , d− 1}, η̄(l) ∈ (0, DMj+1] ∩ I holds for all l ∈ {0, . . . , d− 1},
and certainly, also η̄(d) ∈ I.

Further, if η ∈ Ã0, then η(d) ≤ D and thus, by (H1), η̄(d) ≤ DM holds, so η̄ ∈ Ã0 ∪ A0.
Next we prove that η ∈ Ai implies η̄ ∈ Ai+1 for all i ∈ {0, . . . , j − 1}, in case j ≥ 1. To

see this, observe that on the one hand, η̄(d) ≤ η(d)M ≤ DMi+2 holds as desired, and on the
other hand, the other bounds given in Ai+1 follow directly from the bounds in Ai and from
η̄(d− `) = η(d− `+ 1) for ` ∈ {1, . . . , i + 1}.

Finally, if η ∈ Aj, then by definition of Aj, D < η(d− j) ≤ DM and η(d) ≤ DMj+1 hold.
Then, by (H2a), fk(η) ≤ M−j holds, from which one infers that η̄(d) = η(d) fk(η) ≤ DM. This
means that η̄ ∈ Ã0 ∪ A0 holds true, which completes the proof of positive invariance of A.

Attractivity of A. Suppose that B is a fixed, arbitrary bounded subset of Id+1, i.e. there exists
K > 0, such that B ⊆ (0, K]d+1. Let k ∈ Z be arbitrary and consider ϕ(k; k− n, B). As we have
already shown positive invariance of A, it remains to prove that there exists N = N(B) ∈ Z≥0,
such that for all ξ ∈ B there exists a positive integer n = n(ξ) ≤ N, such that ϕ(k; k− n, ξ) ∈ A
holds.

For the moment, fix k0 and ξ ∈ B, and for brevity let us introduce the notation
yk := ϕ(k; k0, ξ) for all k ∈ Z≥k0 .

First we claim that there exists k1 ∈ Z≥k0 , such that yk1(d) ≤ DM. There are two cases:
either yk0(d) ≤ DM, and then the choice k1 = k0 is appropriate, or yk0(d) > DM holds.
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In the latter case we have DM < yk0(d) = yk0+j(d − j) ≤ K, and on the other hand,
yk0+j(d) ≤ yk0(d)Mj holds by (H1). Combining these with (1.2) and hypothesis (H2b) for
k = k0 + j gives

yk0+j+1(d) ≤ yk0+j(d)
δ

Mj ≤ yk0(d)Mj δ

Mj = δyk0(d).

By induction one infers immediately that there exists a smallest l ∈ N, such that k1 := k0 +

l(j + 1) fulfills yk1(d) ≤ DM. Since yk0(d) ≤ K,

l = l(ξ, k0) ≤
⌈

logδ

DM
K

⌉
=: l1

holds for arbitrary ξ ∈ B and k0 ∈ Z, where d·e denotes the ceiling function, and thus

k1 = k1(ξ, k0) ≤ k0 + l1(j + 1) (3.1)

holds independently of the choice of ξ ∈ B and k0 ∈ Z.
Next, we fix l, l1 and k1 from above, and show that yk1+d+j+1 ∈ Ã0 ∪ A0.

From yk1(d) ≤ DM, and after applying (1.2) and assumption (H1) j times one obtains that
yk1+j(d− j + i) ≤ DMi+1 holds for all i ∈ {0, 1, . . . , j}, and in particular

yk1+j(d− i) ≤ DMj+1, for all i ∈ {0, 1, . . . , j}. (3.2)

We claim that provided yk(d − i) ≤ DMj+1 holds for some k ≥ k0 + j, and for all
i ∈ {0, . . . , j} (note that this is the case for k = k1 + j), then yk+1(d) ≤ DMj+1. Assume
to the contrary that yk+1(d) > DMj+1. Then, by (H1) and equation (1.2), yk−j(d) > D must
hold, and thus yk(d− j) = yk−j(d) > D. Using this, hypothesis (H2a), and that yk(d) ≤ DMj+1

is fulfilled by assumption, we infer

yk+1(d) ≤ yk(d)M−j ≤ yk(d) ≤ DMj+1,

a contradiction to yk+1(d) > DMj+1. This proves the claim.

Combining the above claim with (3.2) and (1.2) we infer by induction that

yk ∈ (0, DMj+1]d+1 ∩ Id+1 (3.3)

holds for all k ≥ k1 + d. Keeping this in mind, either yk1+d(d) ≤ D, and then yk1+d ∈ Ã0 ⊆ A,
or yk1+d+j(d− j) = yk1+d(d) > D holds true.

In the latter case, as we have yk1+d+j(d) ≤ DMj+1 by (3.3), the application of assumption
(H2a) to equation (1.2) (with k = k1 + d + j) yields that

yk1+d+j+1(d) ≤
yk1+d+j(d)

Mj ≤ DMj+1

Mj = DM.

This together with (3.3) means that yk1+d+j+1 ∈ Ã0 ∪ A0 ⊆ A.

All in all, by (3.1) we have

k1 + d + j + 1− k0 ≤ k0 + l1(j + 1) + d + (j + 1)− k0

= (l1 + 1)(j + 1) + d,
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thus the choice
N := N(B) := (l1 + 1)(j + 1) + d

is appropriate, i.e. the above argument proves that ϕ(k; k− n, ξ) ∈ A holds for all k ∈ Z, ξ ∈ B
and n ≥ N, and thus A is pullback absorbing.

Consequently, as a superset of A, (0, C]d+1 ∩ Id+1 (with C := DMj+1) is also pullback
absorbing.

Finally, the last statement of the theorem follows directly from [3, Theorem 3.6] and the
fact that A is pullback absorbing.

The next theorem gives sufficient conditions on the uniform persistence of equation (1.2).

Theorem 3.2. Assume that hypotheses (H1) and (H3) are fulfilled with absorbing set A and positive
numbers a, ε, M > 1 and m ∈ (0, 1). Then for all ξ ∈ Id+1, there exists n0 = n0(ξ) ∈ Z≥0, such that
ϕ(k; k− n, ξ) ∈ [c, ∞)d+1 ∩ A holds for all k ∈ Z and n ∈ Z≥n0 , where ϕ denotes the general solution
to (1.2) and

c := a min
{

1
Md+1 , md+1

}
. (3.4)

Proof. Let us again temporarily fix arbitrary k0 ∈ Z and ξ ∈ A, and in order to shorten
notations, introduce yk := ϕ(k; k0, ξ) for k ∈ Z≥k0 . Note also that c < a trivially holds by
definition (3.4).

As A is pullback absorbing by assumption (H3), we may assume that yk ∈ A for all
k ∈ Z≥k0 , and moreover, it is sufficient to show, that there exists n0 ∈ Z≥0, independent of k0,
such that yk ∈ [c, ∞)d+1 ∩ A holds for all k ∈ Z≥k0+n0 . We do this in two steps: first we show
that the sequence yk meets the set [c, a]d+1 ⊆ [c, ∞)d+1, then in Step 2 we prove that from that
point, the solution will not leave the set [c, ∞)d+1.

Step 1. Suppose that there exists k′ ∈ Z≥k0+2d, such that yk′ /∈ [c, ∞)d+1, i.e. there exists an
l ∈ {0, . . . , d}, such that yk′(d− l) < c. Note that if such a k′ does not exist, then the statement
of the theorem holds here with n0 = 2d.

Since yk′−l(d) = yk′(d− l), hence yk′′(d) < c holds for k′′ := k′ − l ≥ k0 + d. Then equation
(1.2) and i times application of (H3a) yield that

yk′′(d) ≥ miyk′′−i(d) = miyk′′(d− i)

holds for all i ∈ {0, . . . , d}. Using this, yk′′(d) < c, definition (3.4), and m < 1, respectively, we
obtain that the inequalities

yk′′(d− i) ≤ yk′′(d)
mi <

c
mi ≤ amd−i+1 < a

hold true for i ∈ {0, . . . , d}, i.e. yk′′ ∈ (0, a]d+1 and yk′′(d) < c hold.

Observe that from equations (1.2) and (H3b) it is clear, that from now on (i.e. for k ≥ k′′),
yk+1(d) ≥ (1 + ε)yk(d) and yk ∈ (0, a]d+1 will be fulfilled as long as yk(d) ≤ a.

Consequently, there exists a smallest k1 > k′′ such that yk1(d) ≥ c. As yk1−1(d) < c, hence
c ≤ yk1(d) < cM holds by (H1). This implies in particular that yk1 ∈ (0, a]d+1 is satisfied, as
cM ≤ aM−d ≤ a holds by (3.4).

Now, applying (d− i) times hypothesis (H1), one gets from yk1(d) < cM, that

yk1+d−i(d) ≤ yk1(d)Md−i < cMd−i+1 ≤ a (3.5)
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holds for all i ∈ {0, . . . , d}. Thus, in the light of the above observation, (H3b) can also be
applied (d− i) times to c ≤ yk1(d) to obtain that

yk1+d−i(d) ≥ yk1(d)(1 + ε)d−i ≥ c(1 + ε)d−i (3.6)

holds for all all i ∈ {0, . . . , d}.
Inequalities (3.5) and (3.6) combined with yk1+d(d− i) = yk+d−i(d) yield that

yk1+d ∈ [c, a]d+1 ∩ A ⊆ [c, ∞)d+1 ∩ A.

Step 2. We claim that yk stays in [c, ∞)d+1 ∩ A for all k ≥ k1 + d. Otherwise there is a smallest
k2 > k1 + d, such that yk2 /∈ [c, ∞)d+1 ∩ A, for which yk2(d) < c must hold. But then, applying
(i + 1) times inequality (H3a), one gets that

yk2(d) ≥ mi+1yk2−i−1(d)

holds for all i ∈ {0, . . . , d}. From this, and making use of inequality yk2(d) < c and (3.4),
respectively, we deduce that

yk2−1(d− i) = yk2−i−1(d) ≤
yk2(d)
mi+1 <

c
mi+1 ≤ amd−i

holds for all i ∈ {0, . . . , d}, which implies in particular that yk2−1 ∈ (0, a]d+1 ∩ A.
On the other hand, the definition of k2 guarantees that yk2−1 ∈ [c, ∞)d+1 ∩ A, which in

turn yields yk2−1 ∈ [c, a]d+1 ∩ A. However, this contradicts to yk2(d) < c combined with (H3b),
which concludes the proof of the claim, and ensures that yk ∈ [c, ∞)d+1 ∩ A holds for all
k ≥ k1 + d.

This proves that n0 = k1 + d− k0 is appropriate, i.e. ϕ(k; k− n, ξ) ∈ [c, ∞)d+1 ∩ A holds for
all k ∈ Z and n ∈ Z≥n0 .

4 Examples

For the first two examples let us define the coefficient functions αk,i : Id+1 → [ai, bi] for all
k ∈ Z and indices i ∈ {0, 1, . . . , d}, where 0 ≤ ai ≤ bi < ∞ are constant bounds, such that
∑d

i=0 ai 6= 0. We emphasize that the coefficient functions can be both discontinuous and non-
monotone. To simplify notations, let J denote the set of indices j ∈ {0, 1, . . . , d}, such that
aj > 0.

Example 4.1 (Generalized Ricker equation). Let us consider positive solutions of the equation

xk+1 = xk exp
(

1−
d

∑
i=0

αk,i(xk−d, . . . , xk−1, xk) xk−i

)
, k ∈ Z.

Then the corresponding d + 1 dimensional equation (1.2) is defined by fk : (0, ∞)d+1 → (0, ∞),

fk(y) = exp
(

1−
d

∑
i=0

αk,i(y) y(d− i)
)

for all k ∈ Z.

Then
fk(y) ≤ exp(1− ajy(d− j)) (4.1)
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holds on (0, ∞)d+1 for all k ∈ Z and j ∈ J, so (H1) is satisfied with M = e. We also need to
find D with which (H2) is fulfilled, too. As the right-hand side of (4.1) is strictly monotone
decreasing in y(d− j), then by virtue of Remark 1.1, D := D(j) defined by exp(1− ajD) =

M−j = e−j gives an appropriate choice. This yields

D = D(j) =
1 + j

aj
.

Therefore, Theorem 3.1 can be applied to obtain that the corresponding set A, defined in
the theorem, is positive invariant and pullback absorbing for equation (1.2) for any j ∈ J and
D = D(j), and in particular the set (0, C]d+1 is pullback absorbing with

C := min
j∈J

{
(1 + j)ej+1

aj

}
.

Moreover, if the coefficient functions are continuous, then there exists a global pullback at-
tractor A ⊆ Z× (0, C]d+1.

Now set m := exp
(
1− C ∑d

i=0 bi
)

and fix a <
(

∑d
i=0 bi

)−1. Then it is easy to see that m < 1
and (H3a) hold, and moreover, there exists ε = ε(a) > 0, such that (H3b) is also fulfilled. Thus
Theorem 3.2 can be applied to obtain that with

c := a min{e−d−1, md+1},

for all ξ ∈ (0, ∞)d+1 there exist n0 = n0(ξ) ∈ Z≥0, such that ϕ(k; k− n, ξ) ∈ [c, C]d+1 holds for
all k ∈ Z and n ∈ Z≥n0 .

As the size of the absorbing set can be important in certain applications, we note that
even for the constant-coefficient and autonomous case (1.3), our theorem may provide better
bounds, than the one given by Sun and Li [8, Theorem 3.1]. Their proof shows that eventually
every solution will be below ed+1/(∑d

i=0 αi), which gives better bounds in case αd > 0 and
every other αi vanishes, but it can be worse than ours otherwise. Both our and their lower
bound depend on the upper bound C, and similarly, it depends on the concrete parameters,
which result gives a better lower bound.

Example 4.2 (Generalized Pielou equation). Let us consider now positive solutions of the
equation

xk+1 =
xkλk(xk−d, . . . , xk−1, xk)

1 + ∑d
i=0 αk,i(xk−d, . . . , xk−1, xk) xk−i

, k ∈ Z.

Then the corresponding d + 1 dimensional equation (1.2) is defined by fk : (0, ∞)d+1 → (0, ∞),

fk(y) =
λk(y)

1 + ∑d
i=0 αk,i(y) y(d− i)

for all k ∈ Z,

where coefficient functions λk map also (0, ∞)d+1 to some common interval [λ−, λ+] ⊂ (1, ∞)

for all k ∈ Z.
Then the estimate

fk(y) ≤
λ+

1 + ajy(d− j)
(4.2)

holds for all y ∈ (0, ∞)d+1 and j ∈ J. One can already see that with M := λ+, (H1) is
fulfilled. Moreover, as the right-hand side of (4.2) is strictly monotone decreasing, we obtain
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from Remark 1.1, that (H2) is also satisfied with

D := D(j) :=
λ

j+1
+ − 1

aj
,

which is deduced from λ+
1+ajD

= M−j = λ
−j
+ .

Thus the assumptions of Theorem 3.1 are satisfied for any j ∈ J, and in particular (0, C]d+1

is a pullback absorbing set for the equation (1.2) for

C = min
j∈J

{
λ

j+1
+

(
λ

j+1
+ − 1

)
aj

}
. (4.3)

Moreover, if the coefficient functions are continuous, then there exists a global pullback at-
tractor A ⊆ Z× (0, C]d+1.

Furthermore, by setting

m :=
λ−

1 + C ∑d
i=0 bi

and fixing a <
λ− − 1

∑d
i=0 bi

,

it is not hard to see that m < 1 and (H3a) hold, and if ε > 0 is small enough, then (H3b)
is also satisfied. Therefore, Theorem 3.2 yields that with c := a min{λ−d−1

+ , md+1}, for all
ξ ∈ (0, ∞)d+1 there exists n0 = n0(ξ) ∈ Z≥0, such that ϕ(k; k− n, ξ) ∈ [c, C]d+1 holds for all
k ∈ Z and n ∈ Z≥n0 .

Our last example concerns a general Clark type equation, which covers some famous pop-
ulation dynamical models, e.g. non-autonomous, discrete time versions of Lasota–Wazewska
or Mackey–Glass equations.

Example 4.3 (Generalized Clark type equation). Consider equation

zk+1 = λzk + gk(zk−d, . . . , zk−1, zk), (4.4)

where λ ∈ (0, 1), and gk maps [0, ∞)d+1 into [0, ∞) for all k ∈ Z, and there exist K > 0 and
β0 ∈ [0, 1− λ), such that

gk(y) < β0y(d) + K (4.5)

holds for all y ∈ [0, ∞)d+1 and for all k ∈ Z. Without further assumptions on the feedback
functions gk, persistence clearly does not hold, so our aim here is to make use of Theorem 3.1
in order to obtain an absorbing set.

Applying the transformation xk := exp(zk), we get an equation of the form (1.1) with
fk : [1, ∞)d+1 → [1, ∞), fk(y) = y(d)−(1−λ) exp

(
gk(ln(y(0)), . . . , ln(y(d)))

)
, for all k ∈ Z and

y ∈ [1, ∞)d+1. By assumption (4.5) one infers that

fk(y) ≤ eKy(d)λ+β0−1

holds on [1, ∞)d+1 for all k ∈ Z.
Since λ + β0 − 1 < 0, on the one hand, fk(y) ≤ eK holds for all y ∈ [1, ∞]d+1, and on the

other hand, fk(y) is estimated from above by a strictly monotone decreasing function of y(d).
Hence, (H1) is satisfied with M = eK, and due to Remark 1.1, (H2) is also fulfilled with j = 0
and

D := exp
(

K
1− λ− β0

)
,
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where D is deduced from eKDλ+β0−1 = M−j = 1.
Thus Theorem 3.1 yields the pullback absorbing set [1, C]d+1 for

C = exp
(

K(2− λ− β0)

1− λ− β0

)
.

For the original equation (4.4) – more precisely, for the corresponding d + 1 dimensional
equation – this means that A := [0, C′]d+1 is a pullback absorbing set with

C′ :=
K(2− λ− β0)

1− λ− β0
,

and if the right-hand side is continuous, then the global pullback attractor A exists and is
contained in Z× A.

We note that for the frequently studied special case, when functions gk in (4.4) are uni-
formly bounded by some K > 0, i.e. β0 = 0, then Proposition 3.2 (a) of [7] provides a smaller
upper bound for the size of the absorbing set, namely, [0, R+]d+1 is pullback absorbing for any
R+ > K

1−λ .
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