Electronic Journal of Qualitative Theory of Differential Equations
2020, No. 8, 1-14; https://doi.org/10.14232/ejqtde.2020.1.8 www.math.u-szeged.hu/ejqtde/

On a class of difference equations involving a linear
map with two dimensional kernel

Luis Ferreira! and Luis Sanchez™?

L2 Departamento de Matematica, Faculdade de Ciéncias da Universidade de Lisboa,
Campo Grande, 1749-016 Lisboa, Portugal
2 CMAFcIO - Centro de Matematica, Aplicacdes Fundamentais e Investigacio Operacional,
Campo Grande, 1749-016 Lisboa, Portugal

Received 26 July 2019, appeared 27 January 2020

Communicated by Christian Pdtzsche

Abstract. We establish necessary and sufficient conditions for the existence of peri-
odic solutions to second-order nonlinear difference equations of the form A%x; + Axj +
Af(x;) =e;, i € N, and for a simpler equation with difference-free nonlinearity.
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1 Introduction

The problem of finding periodic solutions for discrete semilinear systems has been studied
in recent years by many authors, with emphasis in a variety of features and with recourse
to several techniques. Among the extensive literature on this kind of problems, let us men-
tion a selection of papers (see also their references) which display also a variety of methods
used: Lyapunov-Schmidt reduction, Brouwer fixed point theorem [1,11,12], minimax meth-
ods, critical point theory, Morse theory [3, 8,10, 13, 15], upper and lower solutions [2, 4, 5].
See also [14] for the analysis of linear eigenvalue theory.

If one considers, in particular, second order scalar difference equations, it turns out that
an interesting feature of periodic problems is that they provide resonance models that may
involve a linear operator whose kernel has dimension one or two. Both settings have been
considered in some of the above mentioned articles. An illustration of peculiarities of such
problems can found in [11].

Our purpose in this paper is to study a problem where, on one hand, we have to deal
with a two-dimensional kernel and, on the other hand, the nonlinear part involves first order
differences. Our motivation goes back to the paper of A. C. Lazer [9], where the existence of
2m-periodic solutions to the resonant problem

u’ +u+ (F(u)) = e(t) (1.1)
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is studied. Here e is continuous, 27t-periodic, and F is ct Necessary and sufficient conditions
for existence are found, in terms of the size of the projection of e onto the kernel of the
linear part: namely, if asint + b cost appears in the Fourier series of e, then the condition for
existence is found to be

7\ a? + b2 < 2(F(o0) — F(—00)). (1.2)
We propose to consider the difference equation whose structure is reminiscent of (1.1). Specif-

ically, we want to give criteria for the existence of N-periodic solutions to the second-order
nonlinear difference equation

N?x; 4+ Axi + Af(x;) = e, ieN, (1.3)
where, considering the jump h = %7, we define the difference operators as

1
Nx; = ﬁ(xiﬂ — 2x; + xi-1)

and

Af(xi) = - (f(xi) — f(xi1))-

Il e

In addition, f : R — R is a given function, A = N2 gin2

e & is the smallest positive eigenvalue

of —A? with N-periodic conditions (which approaches 1 as N grows larger) and e = (¢;) is a
N-periodic vector.

Therefore, the underlying linear operator in our discrete system has in fact two-dimen-

sional kernel; on the other hand the nonlinear term contains first order differences. However,

because it appears as a by-product of the method, we deal also with the (simpler) version in

which the nonlinearity is difference-free
A*xi+ Axi+ f(x;)) =e;, i€N. (1.4)

It is our purpose to relate the existence of periodic solutions to (1.3) — or (1.4) — to some
relationship between f, e and the kernel of the linear operator A% + A acting on N-periodic
vectors.

We shall proceed by rephrasing the Poincaré-Miranda theorem in appropriate form, so
that it can be used to recover results that correspond to those given by Lazer in [9]. Our
necessary or sufficient conditions for existence are a little more complicated than those in [9]
because the discretization does not allow a sharp statement; they are close to the conditions
in [9] when N is large, but it will be seen that we need to introduce “correcting terms” in the
corresponding inequalities.

Since N-periodic sequences can be identified with vectors in RN, we henceforth identify
the elements of RN with such sequences, that may be indexed in Z. It will be convenient to
consider the following norm and the associated inner product in N-dimensional space:

It is easy to see that the kernel of the operator A? + A is 2-dimensional and is spanned by

s and ¢, with
. i
sj = sin(2N7T]> and ¢ = cos<£]>.



Difference equations involving a two dimensional kernel 3

With the previous definition in mind, we have that s and ¢ are orthogonal and ||s|* =

le|f? = 7
Another useful observation is that the linear operator A? acting on periodic vectors is
symmetric. That is, we can write it in matrix form as the N x N symmetric matrix

-2 1 0 --- 1 7
5 1 -2 1 -+ 0
Nlo 1 =2 ... 0
4772 )
. 1 0 O -2
Hence, setting
A= N+,

we have

N
(A%a; 4+ Aaj)b; = (Aa) -b=a- (Ab) = Y a;(Ab; + Aby).

i=1 i=1

=

From this, it also follows that the kernel and the image of the operator A are orthogonal
(Im(A) = Ker(A)1) and any x € RN can be written uniquely as x = as + fc + w, for some
a,p € Rand w € M :=Im(A).

As already stated, we think of e and the solution x as N-periodic vectors, which are iden-
tified with elements of RN. We consider the orthogonal projection of e on Ker(.A), denoted

by

As + Bc
meaning that
N - N ]

T N S e 15

We also set
f(-o0) = Jim f(1),  fleo) = lim f(1
and
m = sup £(1)]. (16)
teR

Before stating the main results, further notation must be introduced. For § € R consider
the N-periodic vector 0j = 0;(6) = sin (6 + 2—]7\;]) Let x* = max{x, 0}. We introduce the num-

bers ay, Bn by

N N
= min h + = h * 1.7
ay = min ]X; o, pn = max ]Z; o; (1.7)
and we also set 5
ay = 2cos% cos Wn (1.8)

It is easily seen that the sequences ay, fn and a)y have limit 2 as N — co.
In order to simplify the statements and proofs, we shall take N to be a multiple of 4.
This assumption will not appear in the statements.
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Theorem 1.1. Let {¢;};cn be N-periodic and f : R — R be a continuous function such that f(oo)
and f(—oo) are finite. Then with the notation of (1.5), (1.6) and (1.8):

(i) Suppose that Vx € R, f(—oc0) < f(x) < f(co). Then if the equation (1.3) has a N-periodic
solution, the condition
TV A2+ B2 <2(f(e0) - f(—e0))
is satisfied.
(i) Assume that -
7t\/A2+B2+4msinN < ay(f(00) — f(—00)). (1.9)
Then equation (1.3) has a N-periodic solution.

Theorem 1.2. Let {e;};en be N-periodic and f : R — R be a continuous function such that f(oo)
and f(—oo) are finite. With the notation of (1.5), (1.6) and (1.7):

(i) Suppose that Vx € R, f(—oc0) < f(x) < f(c0). Then if the equation (1.4) has a N-periodic
solution, the condition

v A2+ B? < ﬁN(f(oo) —f(—oo)) (1.10)
holds.
(i) Assume that
7T\ A2+ B2+ 8mm? /N? < an(f(e0) — f(—o0)). (1.11)

Then equation (1.4) has a N-periodic solution.

Remark 1.3. In the above conditions (1.9), (1.10), (1.11), we must use the approximations ay;,
Bn, ay, rather than the constant 2 (the integral of sin® over a period) that appears in [9].
Moreover, we add “correcting terms” that behave as O(1/N) and O(1/N?), respectively, and
are not needed when one deals with a differential equation. Our conditions make sense for
large values of N.

2 Auxiliary results

We shall use the following elementary formula for “summing by parts”.

Lemma 2.1. Let a; and b; be two N-periodic vectors. Setting Aa; = a; — a;_q we have:

N
Aaibi = — Z ai; Abi+1.
i=1 i=1

™=z

Let us recall the Poincaré—Miranda’s theorem, stated as follows.

Theorem 2.2. Let L; >0, i=1,...,N, Q= {x eRN: |xi| < L, izl,...,N} and f:Q — RN
be continuous satisfying:

fi(-xler/-~~/xi—1/_Li1xi+1/'~~/xN) > 0 fOT’]. < i < N/

fi(x1/x2/~~-/xi71/+Lirxi+1r~--/xN) S 0 forl S l S N.

Then, f(x) = 0 has a solution in Q).
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We need slight variations of this statement, where the vector field is defined on a product
of intervals with a ball. Although such versions may be related to the approach of [7], we
include simple proofs for completeness.

In what follows we shall denote by <y the orthogonal projection of RN = R¥N=2 x R? onto
the second factor R2.

Proposition 2.3. Let L; (i=1,...,N) and R be positive numbers. Let QO = {x € RN : |x;| < L;,
N-2 —

i=1,...,N—=2, x%\]_l—i—xlz\, ng} = q[—Li,Li] X BR CRN2xR? and f:Q — RN bea
1=

continuous function satisfying:

fi(xl,xz,...,xi_l,—Li,xi+1,...,xN) <0 fOTlSiSN—Z,
fi(x1, %2, ..., xiz1,+Li, Xit1,...,xn) >0 for1 <i< N -2

and N_2
Vx € [][—Li Li] x 9Bg, f(x)-yx > 0.
i=1

Then there exists x* € Q such that f(x*) = 0.

Proof. We use a standard compactness argument to show that there exists ¢ > 0 such that the
mapping x — x — ef (x) maps Q) into Q). The conclusion follows from Brouwer’s fixed point
theorem. In fact, if the claim is not true, we find €, | 0 and x,, € Q such that x,, — &, f (x,) & Q.
Then, considering subsequences if necessary, either there exists i € {1,...,n — 2} such that,
say
Xni — €nfi(xn) > Li

or

[v2n — enyf (xn) || > R%.
We may suppose that x, — x. In the first case we obtain x; > L;, that is, x; = L;, and then,
by the continuity of f and the assumption on f;, the first inequality gives a contradiction for
large n. In the second case, setting M = max;cq ||f(z)]|, we have

||’yxn]|2 —2€nyXn - Yf(xn) + Mzefl > R2.

The previous argument then gives ||yx|| = R and, since by the assumptions lim, o Yy -
vf(xn) > 0, again a contradiction for large n is obtained. O

Proposition 2.3 is a very natural generalization of Poincaré-Miranda’s theorem, as the
dot product condition gives a reasonable notion of the vector field “to point outside” of the
domain. Finally, we state a last version of the result, with a variation of the dot product
condition.

Proposition 2.4. Let Q) be as in the preceding proposition and f : O — RN be a continuous function
satisfying:
ﬁ(xl,xz,. ce,Xio1, —Li, xigq, - .,XN) <0 fO?’ 1<i<N-2,
fi(x1, %2, ..., xiz1,+Li, Xig1,...,xn) >0 for1 <i< N -2
and
N-2 o
Vx € (H [—L;, Li]> X 0Bg, f(x)-p(yx) >0,
i=1
where p denotes a rotation of angle 7§ in the plane R?.
Then there exists x* € Q such that f(x*) = 0.
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Proof. Define g: Q) — RN by g(x) = f(x — (x),p ' (7(x))). Then g satisfies the conditions
of the previous proposition. The conclusion follows. O

Now let Q,P: RN — RN be the orthogonal projections onto Ker(A) and M = Ker(A)+,
respectively. Let K : M — M be defined by

-1
<= (a,)"

We now write problem (1.3) in operator form as
Ax+G(x) =e

where G : RV — RV is the nonlinear map whose i-th component is %( flx)—f (xi_l)).
Using the orthogonal decomposition x = u + v, with u € Ker(.A) and v € M, we obtain

Ax+G(x)=e <— Av+Gu+v)=e
or equivalently
v — K(—PG(u+v) + Pe) =0, QG(u+v) — Qe=0. (2.1)
We can then define V : M x Ker(A) — M x Ker(A) by:
V(v,u) = (v — K(—=PG(u+v) + Pe), QG(u +v) — Q€>,
and conclude that:

Proposition 2.5. The periodic problem (1.3) has a solution if and only if there is a solution to
V(v,u) =0.

3 Proof of Theorem 1.2

We start with some simple remarks and notation. Recall the meaning of the expression

0; = 0;(t) = sin t+2—m
T — Vi - N
and set
St={i:0;>0,i=1,...,N}, S ={i:0;<0,i=1,...,N}.

Since N is even, there is at most an index ix € ST such that 0 < ¢;, < sin %+ In such case,
there exists a (unique) j* € S~ with [0j.| = 07, < sin §. In fact it is easy to see that, assuming
without loss of generality that —37 < t < 0, we have i*x = 1 or i* = 5. Let us then define

STk = ST\ ix, STk = ST\ jx.
Otherwise, if 0; > sin £ for all i € S*, put

St = ST, Sx=5".
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We are now ready to present the proof for the case of a difference-free nonlinearity.
The abstract approach is very similar to the one described above, where we replace G with
F : RN — RN which is defined component-wise as Fj(x) = f(x;). Hence we consider the
operator problem

Ax + F(x) =e.

As before, finding a periodic solution to (1.2) is equivalent to solving
W(o,u) = (v — K(—PF(u+v) + Pe), QF (u +v) — Qe) =0.
Proof. (i) Let x be a solution of (1.4) and consider the orthogonal splitting of e,
e=As+ Bc+w,
where A, B € R and w € M. The inner product of equation (1.4) with z = As + Bc yields
F(x)-z=e-z=|z|* = n(A> + B?).

On the other hand N

F(x)-z=h)_ f(xi)z

i=1

and there exists ¢ € R such that z; = vV A% + B?sin(¢ + %) Hence summing separately over
the sets of indices where the z; are positive and where the z; are negative and using the
definition of By and the assumption of (i) we obtain

(A + B?) < PV A2 + B2 (f(00) — f(—o0)).

(ii) We have to prove that W(v,u) = 0 has a solution, using the analogue of Proposi-
tion 2.5. Suppose that (1.11) holds.
First, we want to show that there exists an L > 0 such that

(x) Ifv; =L, then W;(v,u) > 0 (respectively if v; = —L, then W;(v,u) < 0),for1 <i < N—-2.
Here of course the v; are coordinates with respect to some basis of M.

To this purpose it suffices to prove that K(—PF (u + v) 4 Pe) is bounded.
Since K is linear there is a constant C such that:

IKx|| <Cllx|l,  VxeRN.
Since f is bounded, so is F and we have
| = F(u+0)+e|| <C* forsome C* € R.
Since P is an orthogonal projection, it follows then that

|K(=PF(u+0v)+e)|| < C||P(=F(u+0)+e)
< CC*.

Therefore we can pick up a positive number L with the property (x).
Now fix € such that

T/ A2 + B2 + 8mm® /N* < an(f(o0) — f(—o0) — 2¢).
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Consider a ball in Ker(.A) with radius R. Let u be on the boundary of the ball, with
u = as + Pc. There exists t € R so that we can write

i
u=/a>+p?o, U'i:Sin<Z7\7—|—t>.

In particular R = /7t(a? + B2). Let v € M with |v;| < L. Then, with the notation introduced
in the beginning of this section

Q(F(u+v)—e)-u=F(u+v)-u—e-u
N

> h) f(ui+vi)u; — mV/ A2+ B2 /a2 + B2

i=1
R R R
=h ( O‘—G-U)(T'—i-h (U-*+U'*)a-*
IGXS;r*f \/} 1 1 \/E 1 f \/E 1 1 \/E 1
R R R
+ h f( a—i—v)a'—khf(a‘*%—v'*)a‘*
&S\ GR ) M Gm ) m
— VAT B \Ju2 + B
where the summands that contain f ( i +vi.) and hf ( =0}, + vj.) appear only if i* and

j* exist.
Let R be so large that

where T is such that
f(x) > f(+o0) —e Vx>T, f(x) < f(—o0) +e Vx<-—T.

Hence, using symmetry, in any case the above expression is greater than

\Rf<(f(-|-oo)—s)h Y oi— (f(— )+£h2|m|—2hm—7t\/A2+B2>
T i€Stx i€S™*
> \Rf ((f(+oo)—f(— )—2¢e)h Y o — mz—nvAz—kBZ)
Tt ieStx
T 2
> \j% ((f(+oo) — f(—o0) — 2¢) (oq\,—hN>—4mN2 - 7T\/A2+BZ>
R
NG

((7040) = f-00) ~ 26) a7y /715 ) > 0

N

By Proposition 2.3, it follows that there is a solution to W(v,u) = 0 and, consequently,
a solution to the periodic problem (1.2). O
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4 Proof of the main result
First we list some elementary facts to be used in the sequel.

Lemma 4.1. If 0;(t) > sin g, then o1 (t +5) < oi(t + 5). If 0 < 0oy (t) < sin gy then

Uk+1<t+7zr> —Uk<t+72r)‘ §25in%.

Proof. It suffices to remark that o1 (f + ) — 0i(t+ %) = —2 sin & sin(&% + T +#). O

N
Lemma 4.2. Y (0i1(t) — 03(t)) " < 2.
i=1

T \ ) 271 T
L 4.3. vi({t+ ) —olt+ =+ >2 -— T
emma ieg* ((Tl+1< + 2) 0‘1< + 2)) > 2 cos N cosN

Proof. Suppose first that i exists, and to fix ideas ix=1. Then we may take ST+*={2, ..., N/2}
and —%% <t < —Z (so thatin fact 0 < 2% +t < Z). Then, writing N = 4p and using the el-
ementary formula for sin x — siny,

) (aiﬂ <t+72T> —m<t+;>>_:%[sin<w+t> —sin<27T(iZ\;Lp)+t>

ieStx i=2

_ sin<2”(2 +p) t> B Sin(zn(fzV Pl t)

N N
= Sil’1<4n }an + t) - sin(Nﬂ + 2;]1 2y + t)

= 2cos 3—7T+t cosE
o N N’

Since % +te [%, %”], the inequality follows.

Now suppose that S*+ = S*. Then either ST+ = {1,...,N/2} with t = — or ST =
{1,...,N/2 — 1} with t = 0. In the first case the sum is 2 — 2(1 — cos %) =2cos 3. In the
second case the sum is equal to 2 — (1 — cos &%) = 1+ cos 2. In both cases the result is greater

271 T
than 2 cos N €OS 3 O

Remark 4.4. The fact that N is a multiple of 4 yields a simple formulation and proof of the
above lemma.

We now prove Theorem 1.1.
Proof. (i) Let x be a solution to (1.1) and consider again the orthogonal splitting of e,
e = As+ Bc+w,
where A, B € R and w € M. The inner product of equation (1.3) with z = As + Bc yields

G(x)-z=e-z=|z||* = n(A® + B?).
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On the other hand, by Lemma 2.1,

G(0y5 - f HE G =2)

There exists ¢ € R such that z; = VA% + B?sin(¢ + %) Hence splitting the sum into

N

N
- Zf(xi) (ziy1 —zi) "+ ;f(xi) (zig1 —zi)~

i=1

and using the assumptions and Lemma 4.2 we obtain
(A + B) < 2V A? 4 B2 (f(x0) — f(~0)).

(ii) By Proposition 2.5, we only need to prove that V(v,u) = 0 has a solution, which we
do using Proposition 2.4. Suppose that (1.9) holds.

First, we want to show that there exists an L such that if v; = L, then V;(v,u) >0
(respectively if v; = —L, then V;(v,u) <0), for 1 <i < N — 2. It suffices then to prove that
K(—PG(u + v) + Pe) is bounded, and this is done the same way as given in the proof of
Theorem 2.2 (note that G is bounded as well).

Let ¢ > 0 be such that

(ﬂ+wy—ﬂ—w)—2@&&—4mﬁn%f—nMA2+Bz>0
and fix T > 0 such that
f(x) > f(+o0) —e Vx>T, f(x) < f(—o0) +e Vx<—T.

Consider now a ball in Ker(A? + A) with radius R so that % sing —L>T. Let u be

on the boundary of the ball, with u = as + B¢, meaning that R = /7t(a? + ?). Consider the
rotation p of angle 71/2 in this two-dimensional subspace, given by

p(u) = —ps +ac.
It is easily seen that, if u; = % sin(Z¢ +t), then p(u); = % sin(%% + ¢ + Z). Then we com-
pute, with |v;| < L:

Q(G(u+v) —e)-p(u) = Gu+0) p(u) —e-p(u)
hﬁAf(uiJrUi)P(u)i - N\/m\/m
i=1

N

=2 fui+ i) (p(w)isa — p(u)i) — TV A% + B2y fa? + p2.

i=1

v

Noticing that the 0; and the differences p(u);+1 — p(u); have opposite signs (as they lie in
sine graphs misaligned by a translation of 7) we may write

N
— Y fui+0i) (p(u)iz1 — p(u);)
i=1
= ¥ f( o) (i —p0) = T 7Tzt o) (i —pw)"

ieSt ieS—
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Hence

Q(G(u+v) —e) p(u)
> ) f(\Rf ) (e(W)it1 —p(w)i) — Y, f<\j% o + Ui) (o(u)is1 —p(u))) "

zeS** €57
— m(p(w)isr —p(w)i) —m(p(w)jer — p(w)) " — mV/A2+ B2\ a2 + 2.

By Lemmas 4.1 and 4.3 and the definition of &\, we obtain

R
Q(G(u+v)—e) p(u) > — ((f(+oo) — f(—o0) —2¢&)ay — 4msin * — 1y A2+Bz> > 0.
& N
We then conclude that there exists a solution to V(v,u) = 0 and therefore there exists a
periodic solution to (1.3). O

A final remark is in order. The estimates for L and R obtained in the proof of Theorem 1.1
depend on N. However under natural assumptions we can show that norms of the solutions
are kept below some constant. This is so because there exist a priori bounds for the solutions
of (1.3) which do not depend on N. To see this, suppose that e = ey is defined for all N and
that

E :=sup |len]| < oo.
N

Keeping the notation introduced in section 2, consider a solution x = v 4 u. Let us decom-
pose v into
v={(cc...,c)+w

where ¢ € R and w is orthogonal to (1,1,...,1) (and, of course, to s and ¢ as well). The inner
product of (1.3) with (c,c,...,c) yields

Ale| < E.
The next step consists in proving that w is bounded. In fact the inner product of (1.3) with w

gives

N
(wip1w; — 2w? + wi_qw;) = Aljwl|* + Y flui +v) (wipr — wi) — e - w+ 27 Acl|w]|.
i=1

M=

1
x

Il
A

Hence

N N ) ) N
N5 s = w0 < Al + Cllwl | N Y- (i1 -
i=1 i=1

1

where C is a constant independent of N. Recall that A = Ay stays close to 1 for large N.
Now we claim that for all w orthogonal to (1,1,...,1), s and ¢ we have

u 2 . 9 27 Al 2
g(wiﬂ —w;)” > 4sin N lel 4.1)
1= 1=

Combining this with the previous inequality we conclude that the quantity

N
Z w1 — wj
i=1
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is bounded independently of N and therefore (using the fact that w has components with both
signs) it follows that there is a constant L such that, for all N,

lw;| <L, Vi=1,...,N.

Finally we consider the boundedness of the component u. Assume in addition that there
exists § > 0 such that

TV A2+ B2 46 < 2(f(e0) — f(—00))

for all sufficiently large N (recall that A = Ax and B = By although we omit the subscript).
If the components of u are u; = Rsin(t + &%), we consider # with #; = Rsin(t + Z + %), The
inner product of the second equation in (2.1) with i gives

N
Zﬂ”i + ;) (i1 — i1;) = Qe - il
i=1
or equivalently
N o .~ . .
; (Rsin(t—i— 17\?) +0i |2 sin% sin<l7\;Z + % + t) - hge,‘sin(t—i— g n 17\']cz>,
which implies

2 Y 27t 27t
ENWH Zf(R sin(t—i—;\?) +vi> sin<m+”+t> < /A2 1 B

= N N
where ¢y — 1 as N — oo. Given the boundedness of the v; it is not difficult to see that,

for all large N and R sufficiently large, the left-hand side becomes arbitrarily close to
2(f(o0) — f(—00)), a contradiction with the assumption.

For completeness, we provide a

Proof of (4.1). We compute the minimum of the quadratic form YN, (w;,; — w;)? in the unit
sphere (for the standard norm of RYN) of the subspace M’ consisting of vectors orthogonal to
(1,1,...,1), s and c. Since in the unit sphere

N

N
Y (wip1 —wi)* =2-2) " (wi1w;)
i=1 i=1

we have only to compute the maximum of 2N, (w;w;) in the sphere. Now the matrix of
this quadratic form

0 1 0 0 17
101 0 0
010 0 0
100 -~ 1 0|

is symmetric and circulant, hence it shares the same eigenvectors of the matrix for A2,
By elementary properties of circulant matrices (see e.g. [6]), the eigenvalues corresponding
to eigenvectors in M’ are the numbers 2 cos%r, j=4,..., 5 — 1. The greatest of them is

2 cos % =2 — 4 sin? ZW” This completes the proof. O
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