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1 Introduction

In this paper we consider a neutral functional differential equation with state-dependent de-
lays (SD-NFDEs) of the form

J'c(t):f(t,xt,x(t—T(t,xt,g)),fc(t—y(t)),x(t—p(t,xt,A)),0>, ae.t>0. (L1

Here x; denotes the solution segment function defined by x;({) = x(t + ) for { € [-r,0],
where r > 0 is a fixed finite constant. { € &, A € A and 6 € © represent parameters
in the formula of 7, p and f, respectively. The parameter spaces E, A and O are finite or
infinite dimensional normed linear spaces. The dependence of f on the second argument
represent delay terms which are not state-dependent (since we will assume differentiability of
the function f with respect to its second argument). Also, the fourth argument of f contains
a neutral term with a time-dependent delay. The terms in the third and fifth arguments are
delayed terms of x and x with explicitly given state-dependent delays. For the simplicity of
the presentation only single explicit state-dependent delays in the retarded and neutral terms,
and a single time-dependent delay in the neutral term assumed to be present in the equation.

Differential equations with state-dependent delays (SD-DDEs) are studied intensively in
the last decades (see, e.g., [3,9,11,23,27-29,33, 35, 36,42] for some recent work and a survey
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for SD-DDEs). SD-NFDEs received much less attention in the literature (see, e.g., [1,2,7,8,12,
13,16,21,22]). Walther in [39-41] studied a class of neutral equations of the form

x(t) = g(9xt, xt)

under conditions which allow state-dependent delays both in the retarded and in the neutral
terms. Here g: C x Clo>W —> R", Wis open, and 0 : C! — C denotes the continuous
linear operator of differentiation (see Section 2 for definition of the function spaces). Using
the state-space of continuously differentiable functions, he proved the existence of continuous
semiflows corresponding to certain subsets of initial functions, and a principle of linear sta-
bility. For well-posedness results corresponding to a class of NFDEs (without state-dependent
delays) of the form x(t) = f(t, x, %;) we refer to [32]. Here the existence of solutions is proved
using a variant of the Krasnoselskii fixed point theorem, and W'* with finite p is used as the
state-space of the solutions. Note that for the case of state-dependent delays in the neutral
term the conditions of [32] are not applicable to prove the existence of solutions since x; is
assumed to be only an LP-function.

In this paper we discuss differentiability of solutions with respect to (wrt) parameters,
including the initial function. Differentiability of solutions wrt parameters in equations of the
form

i(t) = f(t,x(t),x(t _ r(t,xt,@),e)

was first proved in [14,24], and differentiability wrt parameters including the initial time for
a slightly more general equations of the form

(1) = f(t,xt,x(t - T(t,xt,é')),())

was proved later in [17,20]. In [5] and [19], beside of the second order differentiability, the
first order differentiability was also proved. Note that in [19] the conditions assumed for the
first order differentiability are weaker than the conditions assumed in earlier papers.

In [14] the differentiability of the map (¢,¢,0) — x:(-, ¢, ¢, 0) is proved for a fixed t, where
the C-norm is used on the state-space of the solutions, and here ¢ is the initial function
associated to the equation. The key assumption was that the parameters and the continuously
differentiable initial function ¢ satisfy the compatibility condition

9(0-) = £(0.9(0),9(~7(0,9,0)),6).

This condition together with the continuity of f and T imply that the solution x corresponding
to the parameters (¢, ¢, 0) is differentiable wrt the parameters at a fixed parameter value where
the compatibility condition is satisfied. Walther in [37,38] proved the existence of C!-smooth
solution semiflow for retarded functional differential equations containing large classes of SD-
DDE:s restricting the set of initial functions to those which satisfy the compatibility condition.
A different assumption and a different technique was used in [24] to prove differentiabiliy
of the map (¢,¢,0) — x:(-, 9,&,0). It was assumed that (¢, ,0) are parameters such that the
corresponding solution x generates a strictly monotone time lag function, more precisely,

. .d
etses[ol,il]f% (t —1(t, xt,(',‘))> >0

for some « > 0. Here W7 (with finite p) was used as the state-space of the solutions, but
the initial functions are assumed to belong to W*. Such monotonicity assumption was also
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used in [5,17]. In [19,20] the strict monotonicity was relaxed to the assumption that the time
lag function is piecewise monotone. Note that in [19] an example is given to demonstrate that
in the case when the time lag function is constant on a time interval, the solution may not be
differentiable wrt parameters.

Differentiability wrt parameters for “implicit” SD-NFDEs of the form

2 (x(0) — s(t,x(t = (1)) = £ (630, x(¢ ~ (6, 2,0)),0)

was discussed in [15], and of the form

jt(xm — gt x(t—p(tx,20),A) ) = (b, x(t = T(t,x,0)),6)

in [18]. In both manuscripts differentiability results was proved at parameter values where a
compatibility condition is satisfied, the C-norm is used on the state-space of the solutions and
the Wh®-norm is used for the initial functions. Note that a similar compatibility condition
was used in [30] for NFDEs in order to guarantee the existence of a continuous semiflow on
a subset of C!. Another important assumption used in both papers is that the delay functions
n and p in the neutral term is bounded below by a positive constant. Similar condition was
used in [26,34,39-41].

The structure of the paper is the following: In Section 2 we introduce some notations
and preliminary results. In Section 3 we give conditions which imply the well-posedness
of the initial value problem (IVP) associated to the “explicit” SD-NFDE (1.1). By a solution
of Equation (1.1) we mean an absolutely continuous function x which satisfies (1.1) for a.e.
t € [0,a] for some a« > 0, and x(t) = ¢(t) for t € [—r,0] with some associated initial function
@. We assume ¢ € W throughout this paper. Then ¥ in (1.1) is defined only for a.e. t, so
a condition is needed for the measurability of the composite function %(t — u(t)). A simple
way to guarantee it is to assume that the function t — p(t) is strictly monotone increasing. For
the same reason, we will pose conditions which imply that the solution generates a strictly
monotone time lag function in the neutral term with state-dependent delay. We show the
existence and uniqueness of the solutions in a small neighbourhood P of a fixed parameter
(¢,¢,A,0) € M, where M is a special parameter set. In the definition of M (see details in
Section 3 below) we assume that ¢ € W>*®, the parameters satisfy a compatibility condition,
and a condition which implies that the time lag function t — t — p(t,x;,A) of the second
neutral term is strictly monotone increasing, more precisely,

. d
etses[ollil]fa (t —p(t, x, (j))) >0

for some & > 0. We show that W'® and W2 initial functions in P generate W%* and W2
solution segment functions, respectively, and the segment functions are uniformly bounded
in the respective norms on [0,a] wrt the parameters from P. The solutions are Lipschitz
continuous wrt parameters in the W*-norm (in a restricted sense) with a Lipschitz constant
independent of the selection of the parameters from P. Note that the proof uses standard
techniques, but it is presented for completeness, and since the uniform estimates mentioned
above are important for the proofs of Section 4.

In Section 4 we prove the differentiability of the solutions wrt parameters in a pointwise
sense, i.e., differentiability of the function (¢, ¢, A, 0) — x(t, ¢,&, A, 0) for any fixed t € [0, «],
and the differentiability of the function (¢, ¢, A,0) — x¢(-, ¢, ¢, A, 0), where we use the C-norm
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on the solution segments. In both cases the differentiability result is proved at parameter
values which belong to M N P, the initial functions are restricted to W>*-functions, and we
use the W*-norm for the initial functions. See Theorem 4.3 below for the precise formulation
of the statement.

2 Notations and preliminaries

A fixed norm on R" and the corresponding matrix norm on R"*" are both denoted by | - |.
The open ball in a normed linear space (X, | - |x) around a point xo with radius R is denoted
by Bx(xo;R), i.e., Bx(xp;R) := {x € X : |x —x0|x < R}, and the corresponding closed ball
by Bx(xo; R). The space of bounded linear operators between normed linear spaces X and Y
is denoted by £(X,Y), and the norm on itis by | - |z (x y)-

The derivative of a single variable function v(t) wrt f is denoted by v. Note that all deriva-
tives we use in this paper are Fréchet derivatives. Suppose the function F(xy,...,X,) takes
values in R". The partial derivatives of F wrt its first, second, etc. arguments are denoted by
D1 F, DyF, etc. In the case when the argument x; of F is real, we simply write D1 F(x1, ..., Xy)
instead of the more precise notation D1F(x1,...,Xy)1, i.e., here D1 F denotes the vector in R”"
instead of the linear operator £(IR,R"). In the case when, let say, x, € R", then we identify
the linear operator D,F(x1,...,x,) € L(R",R") by an n X n matrix.

The spaces of continuous and continuously differentiable functions from [—r,0] to R" are
denoted by C and C!, respectively, where the norms are defined by |i|c := max{|y(Z)] :
¢ € [-r,0]} and || := max{|¢|c, |$|c}. The L®-norm of an essentially bounded Lebesgue
measurable function ¢ : [—7,0] — R" is defined by |¢|1~ := esssup{|p({)| : ¢ € [-r,0]}.
WP (1 < p < o) and W'™ denote the spaces of absolutely continuous functions
[—7,0] — R" of finite norm [ |1, := (LLOr lp(s)|P + |g(s)|? ds)l/p, 1< p<oo,and [¢h|pyre =
max{||c, |¢|.~}, respectively. We note that p € W*, if and only if ¢ is Lipschitz continuous.
W2 is the space of continuously differentiable functions from [—r,0] to R” with Lipschitz
continuous first derivative. The norm on W2 is defined by |¢| 2« := max{|¢|c, |¥|c, [|1=]}-
For a given 0 < ry < r, the space of continuous functions x: [—r, —r9] — R" is denoted by
Cr,, and the norm is [x|c, := max{[x({)|: ¢ € [-r,—7o]}. Similarly, we use the notation

Ly == L=([=r,—7o],R"), and |x|rz := esssup{[x(Z)| : { € [-7, —ro}.
The following version of the well-known Gronwall’s lemma is used in the manuscript.

Lemma 2.1. Suppose u: [a —r,b] — [0, 00) is continuous,

t
Mﬂ§A+B/|%k%, te[a,b), 2.1)
a
and
luq|c < A. (2.2)
Then
u(t) < |ugle < AeBE-), t € [a,b]. (2.3)

Proof. Tt is easy to see that (2.1) and (2.2) imply that the function v(t) := |u;|c satisfies
t
m0§A+B/MQ%, t € [a,b),
a

which yields (2.3). O
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The Mean Value Theorem will be used in the following form througout the manuscript.

Lemma 2.2. Suppose € WY ([a,b],R"). Then

[p(t1) = Y(t2) | < [P[ro(ap)r [T — t2l, ti, tr € [a,b].

The following lemma from [4] is a key result to prove Lemma 2.4.
Lemma 2.3 ([4]). Let p € [1,00), g € LP([—1,a],R"), € > 0, and u € A(e), where
Ale) == {v € W'([0,a],[~7,&]) : 0(s) > eforae. s € [0,a]}. (2.4)

[ lsw@rras << [ i0s)7ds.

Moreover, if the sequence u* € A(e) is such that |u* — u| c(joar) = 0ask — oo, then

Then

o

g(1*(s)) — g(u(s))| ds =0.

lim
k—00 JO

Next we recall the following estimate from [17].

Lemma 24. Let y € WY®([—r,a],R"), and let wy € (0,00) (k € IN) be a sequence satisfying
wy — 0ask — co. Let e > 0, A(e) be defined by (2.4), and p, p* € A(e) be such that

P = pleoar) < we k€N 2.5)

Then
y(P*(s)) = y(p(s)) — v(p(s))(P"(s) — p(s))| ds = 0. (2.6)

The following result is a simplified version of Lemma 2.5 from [19].

Lemma 2.5. Suppose g € L®([c,d],R), and u: [a,b] — |[c,d] is an absolutely continuous function,
and

essinfii(s) > 0. (2.7)
s€la,b]

Then the composite function g ou € L([a,b], R), and | o u|s((ap,R) < 18]1=([c.d),R)-

3 Well-posedness and continuous dependence on parameters
Consider the SD-NFDE
i(t) = f(t, x,x(t— Tt x, E)), %(t — u(t)), %(t — p(t, xt,/\)),(?), ae.te[0,T], (3.1)

where T > 0 is finite or T = oo, in which case [0, T| denotes the interval [0, c0).
We associate the initial condition

x(t) = @(t), t e [-r,0]. (3.2)

Next we list our assumptions on the SD-NFDE (3.1) which are used throughout this paper.
Let ©, E and A be normed linear spaces with norms | - ]@, |- |z and | - |, respectively, and let
MCC ML CR, QB CR", (W CR", Qs CO, 0 CE andﬂy C A be open subsets of the
respective spaces. Let 0 < rg < r be fixed constants. We assume:
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(A1) () f: RXxCXxR"XR"XR"x0® D0, T] x M x Oy x O3 x Qg x Q5 — R” is locally
Lipschitz continuous in the following sense: for every finite « € (0, T], for every
closed subset M; C Q) of C which is also a bounded subset of W, compact
subset M; C Q); (j = 2,3,4) of R", and closed and bounded subset M5 C ()5 of O,
there exists a constant Ly = Ly (a, My, My, M3, M4, M5) such that

|f(t,,u,0,w,0)— f(F,P,4,0,,0)]
<Ly (|t =T+ ¢ = fle+ [u— |+ [o = o] + [ — @] + |0 — o),

fort,f€[0,a], ¥, € My, u,ii € My, v,0 € M3, w,® € My and 0,0 € Ms;

(ii) f is differentiable wrt its second, third, fourth, fifth and sixth variables, and the
functions

RXxCxR"XxR"XR"x® D0, T] x Q1 x Oy x O3 x Ay x Qs — X,
(t/ 17171 u,o,w, 9) — D]f(t, l)b, u,o,w, 9)

are continuous for j = 2,3,4,5,6, where X, := L(C,R"), X3 := X4 := X5 := R"*",
and X4 := L(O,R");

(A2) (i) T: RxCxEDI0,T] x O x Qs — R satisfies
0<7t(ty,¢)<r, forte[0,T], p € O and € Q,

and it is locally Lipschitz continuous in the following sense: for every finite & €
(0, T], closed subset M; C O of C which is also a bounded subset of W»*, and
closed and bounded subset Mg C () of E there exists a constant Ly, = Ly («, My, Ms)
such that

T(t,9,¢) — (£, )] < Lz(\t—ﬂ +lp—Plc+g-¢
fort,f € [0,a], ¥, € My and &, ¢ € Ms;

(ii) T is differentiable wrt its second and third variables, and the maps

RxCxEDI[0,T| x M xQs =Y, (t,¢) v Dit(t,¥,Q)
are continuous for j = 2,3, where Y, := £(C,R) and Y3 := L(E,R);

(A3) u: [0, T] — [ro,r] is a contraction on any finite time interval, i.e., for every finite a € (0, T]
there exists L3 = L3(«) < 1 such that

u(t) —pu())] < Lslt — £,  tE€0,a];
(A4) () p: RxCxADI[0,T] x Q1 x Oy — R satisfies
0<ro<p(tyAr)<r, te[0,T], pey, AeQy,

and it is locally Lipschitz continuous in the following sense: for every finite & €
(0, T], closed subset M; C O of C which is also a bounded subset of W»*, and
bounded and closed subset My C Q)7 of A there exists Ly = L4(«, M1, M7) such that

o, A) = p(E§,A)] < La(Jt =+ max [$(0) = $(&)| + 2 = Ala)

ée[—f',—i’o]

P,
fort,f€[0,a], ¥, € My, and A, A € My;
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(ii) p is continuously differentiable, i.e., p is differentiable wrt all its variables, and the
maps
IRXCXAD[O,T]X01XQ7—>Z', (t,lﬁ,A)l—)D]‘p(f,lP,A)

are continuous for j = 1,2,3, where Z; := R, Z; := L(C,R) and Z3 := L(A,R).

(iii) The partial derivatives D1p and Dp are uniformly continuous on the sets [0, a] X
My x My C [0,T] x O3 x Q7 such that « > 0 is finite, M; is a closed subset of C
which is also a bounded subset of WY, and My is a bounded and closed subset
of A.

Remark 3.1. It follows from (A4) (i), (ii) that p(¢,, A) depends only on the restriction of ¢ to
the interval [—r, —r¢], since if ¢({) = ¢({) for { € [—r, —ro], then p(t, P, A) = p(t, P, A) and

Djo(t,,A) = Djp(t, %, ),  j=1,2,3. (3.3)
Moreover,
Dap(t, 4 A < 1D2p(t M) cicmy  max, [H(E)] G4
—r,—1

fort € [0,T),p €M, A€ Qyand h € C.

We prove (3.3) for j = 2. The proofs for j = 1 and j = 3 are similar. Let & € C be a non-zero

function, and define the sequence 77 := 1h for k € IN. We have |5jx|c — 0 as k — oo, and

|[Dap(t, ¢, A) = Dop(t, p, M)Ih| _ [[Dap(t, 3, A) — Dap(t, i, A) e

Ldfs |77klc
< o+ A) —p(t 9, A) = Dop(t, i, A1yl
- 1klc
Lot A) — p(|t, JJ’,?\) — Dap(t, , M)l
Mklc

Since the right-hand side goes to 0 as k — oo, we get (3.3) with j = 2.
To prove (3.4), fix h € C such that & is nonconstant on [—rg, 0]. Define

R - h(Z), —r << —ro,
k(=) <<,
and the sequence of functions x; := 1(h — ). Then I, xx € C, |xk|lc # 0 for all k € N, and
|xx|c — 0 as k — co. Therefore,

hm ‘p(t1¢+Xk’/\) _p(t/l/]’/\) B DZP(t’l/J’/\>Xk’ — O
k—rc0 | Xklc

On the other hand, since xx({) = 0 for —r < { < —rp, we have for k € N

ot ¥ +xiA) = p(t 9, A) = Dap(t, , Ml _ [Dap(t, 9, Ml _ [Dap(t, 9, A)(h=B)| _
| Xklc |xxlc |h —h|c

Therefore, Dop(t, P, A)h = Dop(t, 9, A)h, so

Dap(t, 4, A)h| = |D2p(t, , Mh| < [Dap(t, 9, M)l g r) e = D2t M)leemy, max  [H(E)],

[_71_70]

which proves (3.4).
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Note that assumptions (Al) and (A2) are very similar to those used in [24] for SD-DDEs.
The key assumptions in this paper are that p and u are bounded below by ry > 0 (see (A3) and
(A4) (i), and p(t, ¢, A) depends only on the restriction of ¥ to the interval [—r, —r¢]. Similar
assumption is used for SD-NFDEs in [15], see condition (g1) in [39], [41], and for PDEs with
state-dependent delays in [34].

Assumptions (A1), (A2) and (A4) are naturally satisfied for the case when the parame-
ter spaces 5, A and © are finite dimensional. Another typical situation when the assumed
Lipschitz continuity conditions can be satisfied is the case when the parameters are functions.
For example, we can consider the example when A = W*([0, T],R), and p has the form

—T

—r

Pt 1) = (9= ),y ), [ B DR )

where t € [0,T], ¥ € C, A € A. It is easy to formulate natural assumptions on p, vi vt
and B which guarantee (A4). Similar specific examples can be given for the parameters 0
and ¢, and for the particular form of f and p when conditions (A1) and (A2) hold naturally.
See Lemma 3.4 in [18] for such related results. We comment that the Arzela—Ascoli Theorem
yields that closed subsets of C which are bounded in W' are compact in C.

For the rest of the manuscript we will denote the restriction of a function ¢: [—r,0] — R”"
to the interval [—r, —7¢] by

P(lp) = lP’ [=r,—710]*

For a function ¢ € C its continuous extension to the interval (0,c0) by a constant value will
be denoted by

_ {1/1(1‘), t e [-r,0], (3.5)

yi = $(0), t>0.

Assume a1 > 0 is such that & < min{ry, T}, and consider the IVP (3.1)—(3.2) on the small
time interval [0, aq]. Since ay < 1y, it follows

x(0) =x(t+0) =t +0) =t +0) = ¢1(0),  te[0m], {€[-r o],
therefore (A3) and (A4) (i) yield
t—u(t) <0 and t—p(t,x,A) =t—p(t @i, A) <0, t € [0,a]. (3.6)

Hence, on [0, a1], Equation (3.1) is equivalent to the SD-DDE

£(1) = Ft,x,x(t—T(t,2,0)), 9t — p(t), ¢t —p(L, 7, 1),0),  aeteOm],  (37)

where ¢ is the initial function from (3.2). It is known (see, e.g., [6,14]) that the initial function
must be Lipschitz continuous in order to guarantee the uniqueness of the solutions of (3.7).
But then ¢ is only almost everywhere differentiable, and we need to ensure that ¢(t — u(t))
and ¢(t — p(t, ¢:,A)) are both defined for a.e. t € [0,a1]. An easy way to guarantee it is to
use the condition formulated in Lemma 2.5, where it is assumed that the essential infimum
of the time derivative of the inner function is positive, therefore the inner function is strictly
monotone increasing. Note that an other (more technical) assumption could be to assume
piecewise monotonicity of the inner function (see [19] for precise definition and for more
details). In this manuscript we will assume conditions which imply that the inner functions
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in the neutral terms in (3.1) (and the arguments of ¢ in (3.7)) are strictly monotone increasing
in the sense of (2.7).

Note that (A3) implies ji(t) < L3(«), and so %(t —u(t)) >1—Ls(a) >0 forae. t €0,
on any finite interval [0,a]. For the reason described above, we will restrict the parameter A
and the initial function ¢ so that

?zes[soﬁ]f % (t —p(t, ¢, /\)) >0 (3.8)
with some 0 < a1 < 7.

The parameter space is defined as I' := W'® x E x A x @, and we use the short no-
tation v = (¢,&A,0) or v = (v?,7°,7*,7%) as a parameter vector, and the product norm
[7Ir == |@lwie + |Elz + |A|A + |0]o is used as the norm on I'. We introduce the set of feasible
parameters

I1:= {((p,g,A,e) ET: ge O, ¢(—1(0,9,8) €, Qs Qs A€ 07}.
Next define the special parameter set
M = {(qv,m,@) €Il g e W, Dip(0,¢,A) + Dap(0,9,A)¢p <1,
¢(—=p(0)) € O3, @(=p(0,9,1)) € O,
9(0-) = £(0,0,9(=7(0,9,8)), (~1(0)), 9(—p(0, @, 2)),0) }.

As an example, let A = C!([0, T],R), and suppose p has the form p(t,¢,A) = p(y(0),A(t))
for some function p € C!(R" x R,R). Then for ¢ € C! it follows

D1p(0, ¢, A) + D2p(0, ¢, A)¢ = D2p((0), A(0))A(0) + D15(¢(0), A(0))9(0).

Clearly, if A(0) = 0 = ¢(0), then condition D;p(0, ¢, A) + D20(0,9,A)¢ < 1 holds for any
p. It also holds for the special case when A(0) = 0 and D1p(¢(0),A(0))¢(0) < 1. It is easy
to satisfy the compatibility condition in the case when the parameter 6, or part of it appears
in an additive way in the formula of f. Suppose, e.g., @ = C!([0, T],R%) x C'([0, T], R"),
6 = (61,6,) € O, and f has the form f(t,,u,v,w,0) = f(t, ¢, u,0,w,0.(t)) + 02(t). If
62(0) = ¢(0—) = (0,9, 9(=7(0,9,£)), 9(—1(0)), (—p(0, ¢, 1)), 61(0)), then the compatibil-
ity condition in M holds. The above simple examples demonstrate that the conditions in M
can be satisfied for certain classes of f, T and p. We assume in this manuscript that f, T and p

are such that the set M is non-empty.

In the proof of Theorem 3.3 we will need the following result. We show that if a fixed
parameter ¢ belongs to M, in particular, if § € W>* and D;p(0, §,A) + Dop(0,p,A)p < 1,
then there exists &; > 0 such that (3.8) holds for ¢ and A close to ¢ and A. Note that the
method of the proof is similar to that of Lemma 5.2 from [24].

Lemma 3.2. Suppose p satisfies (A4), and let p € W>® N Q) and A € Q7 be such that

D1p(0,3,A) + D2p(0,3,A)p < 1.
Then there exist finite constants 0 < o] < min{rg, T}, 0 < € < 1and 6* > 0 such that ¢; € Oy for
t € [0,a7], and

d ~ -
a(t —p(t, (pt,}t)) >e*, aetel0al], @€ Buy(§;0%), A€ Br(AdY). (3.9)
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Proof. We note that ¢ € C! by the assumption ¢ € W>®. Let ¢}, be such that 0 < ¢} < 1/2 and
D1p(0, ¢, A) + D2p(0, ¢, A)p < 1 — 2. (3.10)

Let m] > 0 be fixed. The openness of ()1 and ()7, and the assumed continuity of D;p and D;p
and Remark 3.1 yield that there exist finite constants 0 < T} < T, k] > 0, ¢] > 0 and 7 > 0
such that Be(@; ) C O, Ba(A;67) C Q7, and

‘sz(t, ¥,A) — Dap(0, 3, 1) ‘L(C o < ' (3.11)

and
[Dip(t9,A) + Dap(t, 1, A)f = D1p(0, @, A) = Dap(0, ¢, )| < e (3.12)

for t € [0, Ty], ¢ € Be(@;xi), A € Ba(A;67) and x € C' satisfying [P (%) — P(¢)lc, < €.

Define the constant m* := |Dyp(0, ,A)| cery t mj. Combining the definition of m* with
(3.11), and (3.10) with (3.12) we get

Dap(t,9,2)], o < (3.13)

and
Dip(t, 1, A) + Dap(t, p, A)x < 1—¢; (3.14)

fort € [0, Tf], ¢ € Be(@;x}), A € BA(A;6;) and x € C! satisfying |P(X) — P(9)lc, <&
Define the constant

min{ KA ,To,Tl*}, [§lL> # 0, [@lcr #0,

\4_’|*C1’ rans
= dmind P T}, (fle =0, (9l £0
min {ro, T} }, |Plcr =0,

and introduce the extension of ¢ € C! to [—r,0) by

o(t) = P te -0, (3.15)
p(0—)t+¢(0), t>0.
Then @ is continuously differentiable on [—r, c0). Since a] < ry, we have
o) =t +0) =t +) =@t +{) =d(0), (e[-r,—nl tc[0a7], (316)

so Remark 3.1 yields
o(t, ¢, A) = p(t, D1, A),  te[0,af].

The definitions of @, 5, «; and the Mean Value Theorem imply
[P — @lc = max |[(t+7) —P(0)| < [plaag <x7,  tE[0a7],
—r<¢<0
¢t — plc = max [¢(t+0) = ¢(Q)| < |plaai <xj,  te[0,a7].
—r<g<0
Hence ®; € ) and ¢; € () for t € [0, ], and

[P(®) =P(§)lc, = sup [¢(t+0) —¢(0)| < [Plivaj <],  t€[0,a]].

—r<{<-rp
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Therefore, it follows from (3.14) that
Di1p(t, @4, A) + Dap(t, 1, A) Dy < 1 — ¢}, t €10,a;], A € BA(A;07), (3.17)

SO
d . d .
S (E=p(t3,0)) = 2 (E=p(,®1, 1)) = 1= Dip(t, @1, A) = Dap(t, 1, NP1 > e,

for t € [0,af] and A € Ba(A;6}). Next we show that a similar lower estimate can be obtained
in a small neighbourhood of ¢.

The set {@,: t € [0,a}]} C () is a compact subset of C, since the map [0,a;] >t — ¢, € C
is continuous. Then there exists 0 < J; < J; such that its closed neighbourhood with radius
5 belongs to 0. Define the set M := {¢;: t € [0,a]],|@ — @|wie < I} U{P;: t € [0,a]]}.
Then M} C (), since |¢: — @;|c < |9 — §|c < & for t € [0,a]] and ¢ € By~ (§;63). It is
easy to check that M7 is closed in C and it is bounded in W, so it is a compact subset of C.
Define the closed ball M7 := Ba(A; 03). Since d5 < 07, it follows M5 C Q.

We introduce the notation

wp (£, t,9,A) = p(t, g, A) — p(F,,A) — Dip(E,p, A)(t — ) — Dop(E, 9, A) ( — )

fort,t € [0,af], ¥, % € Mj and A € M3. Since p is continuously Fréchet differentiable, we have

wpE )= [ {[Do(F+vle=B6+ v - §).0) - Dipli. 3,
+ [Dap(F+v(t =), §+v(p —§),1)) — Dap(Eh, A

Define the function

p(8) := sup{max(|D1p(t, g, A) = Dip(E,f, A)l, IDap(t, 1, ) = Dap(E, §, M)l e(cemy )

Lie(0,ai], $peMi, Ae M, [t +|p—Plc <o)

for 6 > 0. Since M is closed in C and it is bounded in Wl and My is a closed and
bounded subset of A, assumption (A4) (iii) yields that D;p and Dp are uniformly continuous
on [0, a}] x M} x M5, therefore

0,(6) -0, asd—0+. (3.19)

Relation (3.18) implies

wp (ot p, M) < O (1= F+ [ = dle) (16— 1+ 1w — i) (3.20)
for t,f € [0,a}], ¢, P € M}, A € M.
Fix 0 < €' < g. Relation

—d;| -0, ash—0

‘ Dy — Dy
C

h

uniformly on [0, ;] implies that there exists v; > 0 such that

Dy — Py
h

m*

— &,

<eg—¢, 0<|h| <v, tt+hel0a]l]
c
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Then (3.13) and (3.17) yield

O, — D
Dlp(t/ q)t/)\) + sz(t/th/A)%
. O, — D .
< Dip(t, @i, A) + Dap(t, @i, A) Dt + m* % — &
C
<1-¢, 0<|hl <v, tt+hel0,a]], AeM;. (3.21)

It is easy to check that t — t — p(t, ¢4, A) is Lipschitz continuous on [0, a}] for ¢ € By (§;5)
and A € M, hence the map is a.e. differentiable on [0, a]].
Fix 0 < ¢* < €. To show (3.9), it is enough to find 0 < §* < 45 and v > 0 such that

1 ~ ~
E(‘O(t +h, @A) —p(t, q)t,/\)) <1-—¢, t,t+he|0,a]], 0< |k <v, (3.22)

for all ¢ € By (§;6%), A € M.
Simple manipulations, (3.3) and (3.16) yield

o(t+h, Prin, A) — p(t, @1, A)
= Dip(t, pr, A)h+ Dap(t, ¢1, A)(@rin — @) + wy (8, @t t + 1, Pron, A)

= Dip(t, D1, A+ Dap(t, @y, A) (Brsp — Br) + (Dlp(t, #:,A) — Dip(t, (I)t,A))h
+ (Dap(t, 3, A) = Dap(t, @1, 1) ) (G101 — 1)
+ Dap(t, &1, A) <€5t+h — ¢t — Ppip + q)t) +w(t, @t +h, @i, A)
= Dip(t, @y, A)h + Dop(t, 1, A) (@1 — @) + (Diplt, @1, 4) — Dap(t, 3, A) )
+ (Dap(t,§1,A) = Dap(t, 5, 1) ) (e — 1)
+ Dap(t, @1, A) (%h — Gt — Dy + q>f) + @ Pt T, Frin L) (3.23)
The Mean Value Theorem yields
|@tn — Pl < [@[i=lh| < (|plc+63)|h|,  tt+he[0,a1], ¢ € Byus(p;03).  (3.24)
Then, using (3.20) and (3.24), we get

@3 (8, @it + I, G M)
n

< N*QP<N*]h|>, Lt+he[0,a]], ¢ € Byie(d;03), A € M;

(3.25)
with N* := 1+ |¢|c + J5. Let v; be the corresponding constant from (3.21). Then it follows
from (3.4), (3.13), (3.21), (3.23), (3.24), (3.25) and the definition of O, for t,t +h € [0,4a]],
@ € By (¢;05),A € M3 and 0 < 1| <1y

p(t+h, @rin,A) —p(t, @, A)
h

<1-¢+ (19— Filc) + (191 = Filc) (1lc +5)

m* ~ « x
+ TP @ren = @ = (= @), + N0, (NJ4])

<1-¢+ N*Qp(|g0 - ¢|C> @ — Pl + N*QP<N*\h|). (3.26)
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Let 0 < 6* < 45 be such that N*Q,(6*) + m*6* < (¢ —¢*)/2, and 0 < v < v be such
that N*Q), (N *1/) < (¢ —¢€*)/2. Then (3.26) implies (3.22). This completes the proof of the
lemma. O

Next we show that, under the assumptions listed at the beginning of this section, the
IVP (3.1)—(3.2) has a unique solution. The solution of the IVP (3.1)—(3.2) corresponding to a
parameter 7y and its segment function at ¢ are denoted by x(t,y) and x;(-,y), respectively.

Note that on a small time interval [0,a1] with 0 < a7 < min{ry, T} the existence of a
unique solution can be easily obtained using Equation (3.7) with fixed parameters, and apply
known existence and uniqueness results for SD-DDEs with Carathéodory type of conditions
(see, e.g., [25]). Since for the proof of differentiability wrt parameters we need the Lipschitz
continuity of the solutions wrt parameters in a restricted sense (when one of the parameters
belong to M), and other special estimates of the solutions (see parts (iii)—(v) in Theorem 3.3
below) uniformly in a neighbourhood P of a fixed special parameter, we will present the
detailed proof. Also, we show that the solutions can be extended to larger interval [0, «], with
possibly « > rp, independent of the selection of the parameters from P so that the uniform
estimates presented in (iii)—(v) are preserved.

Theorem 3.3. Assume f, T, yu and p satisfy (A1) (i), (A2) (i), (A3) and (A4) (i)—(iii), respectively, and
let ¥ € M. Then there exist a radius 6 > 0 and a finite time 0 < « < T such that

(i) P:= Br(¥;6) C IL, and there exist € > 0 and 0 < a; < min{ry, a} such that ¢; € Q4 for
t €10, a1], and

d _ .. ) _
S(t=pt @) 2 el pt—p(t) €Oy and G(t—p(L, g 1) €Qy  (327)
forae. t € [0,a1] and v € P;
(ii) the IVP (3.1)=(3.2) has a unique solution x(t,7y) on [—r,a| for all y € P;

(iii) there exist a closed subset My C C which is also a bounded and convex subset of WL and
M; C Q; (i = 2,3,4) compact and convex subsets of R", and ¢* > 0 such that x(t) := x(t,y)

satisfies
xr € My, x(t—1t(t,x,&)) € My, te0,al, (3.28)
d .
a(t —pl(t, xt,/\)) >¢", ae te|0al (3.29)
and
x(t—u(t)) € M3, x(t—p(t,x;,A)) € My, ae te|0,a] (3.30)

for v = (9, &,1,0) € P;

(iv) x:(-,7v) € WY for t € [0,a], v € P. Moreover, there exist nonnegative constants N = N(«,d)
and L = L(a, ) such that

(-, Y)lwe <N, t€[0,a], YEP, (3.31)
and

|xe (-, ) — x¢ (4, ) [wee < Ly —Flr, tel0,a], y€P, 4€MNP. (3.32)
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(v) For every v € M NP the function x(-,y) : [—r,a] — R" is continuously differentiable.
Moreover, for every v € M N P there exists L* = L*(vy) such that

[x(t,y) —x(E) < Lt—F,  tE€[0,a] (3.33)
and, in particular, x;(-,7y) € W»* for t € [0,a] and v € M N P.

Proof. (1) First we prove part (i) of the statement of the theorem. Moreover, we show some
relations which will be used later in the proof.

Let 7 := (¢, A,0) € M be fixed. Let af, 67 and ¢} be the corresponding constants
from Lemma 3.2 for which (3.9) holds. Note that Lemma 3.2 implies By~ ($;d7) C Q. We
note that the definition of M yields ¢ € C!. We introduce the vectors iy := (p( 7(0,,¢)),
01 := ¢(—p(0)) and @; := ¢(—p(0,$, A)). Note that the definitions of IT and M yield ¢ € O,
i € My, 01 € 03,0, € Oy, 0 € Q5,8 € Qg and A € Q. Since O, ..., Q)7 are open subsets of
their respective spaces, there exist positive constants «}, ) and ] such that Bc(¢;x;) C Q,
BRn<L_l1;£/l) C )y, g]Rn(le;E/l) C Q3, E]Rn(u‘)l;s’l) C Qy, E@(Q_,(Si) C Qs, E(C (S/) C Q¢ and
Ba(A;67) C Qy, respectively.

Fix m; > 0. The assumed continuity of f yields that there exist finite constants 0 < T; < T,
0 <« <x},0<e <& and 0 < 8/ < 4] such that

|f(t, ¥, u,0,w,0) — £(0,p,i1,01,@1,0)| <my (3.34)

fort € [0, T;], ¢ € Bc(@;x), u € Bru(ily;€1), v € Bre(01;€1), w € Bre(@1;€1), 0 € Bo(8;6).
For ¢ € Oy, ¢ € Qg and t € [0, T] it follows

lp(=7(t, 9,0)) — | < lop(=7(t,9,0)) = p(=7(t, 9, 0)) [ + |#(=7(t, ¢, &) — #(=7(0,§,5))|
<lp—ole+19(=7(t ¢,8)) — (=7(0, ¢, ).

Let ¢ € O; N WV, Then Lemma 2.5 and the monotonicity of t — y(t) implied by assump-
tion (A3) yield ¢(t — u(t)) exists for a.e. t € [0, 7], and

|¢(t = () =] <[t = p(t)) = ¢t = u(®)) [+ |@(t = u(t)) = §(=p(0))|
< |9 = @lwie +[9(t = p()) = p(=p(0))], ae. tel0,r).

Suppose ¢ € By (§;07) C Q1 and A € B(A;6*) C Qy. Then Lemma 2.5 and Lemma 3.2
imply that ¢(t — p(t, q)t,)t)) is defined for a.e. t € [0,a]], and

|9t = p(t, 1, A)) —@1| < [¢(t —p(t, §1, A)) — ¢(t = p(t, ¢1, 1))
+19(t —p(t, 91, A)) — ¢(=p(0, ¢, A))|
<@ = plwis +19(t = p(t, 91, 1)) = §(=p(0,9,A))[, £ [0,a1].
The continuity of ¢, ¢, T, p and p and the above inequalities yield that there exist 0 < x; <
k{,0 < T1 <min{T}, a7} and 0 < 8{" < min{d;,6*} such that

lp(—t(t,9,8)) —m| <er, t€[0,Ti], ¢ € Be(g;x1), § € B(S:61"), (3.35)
lp(t — u(t)) — 1| < &, ae. t€[0,T1], ¢ € Byie(d;67"), (3.36)

and

|§0(t — p(t, (ﬁt,)\)) — ZD1| <¢g, ae.te [0, T]], Q< Bc(qﬁ;Kl) N Bwl,w(¢;5/ ) A€ BA(/\ (SW).
(3.37)



Differentiability of solutions with respect to parameters in SD-NFDEs 15

Let o e
5 —mm{ L 5”’}.

Then we get that Br(y;J) C IT and (3.27) hold with any 0 < &3 < T; and 0 < § < 45.

(2) Next we show the existence of a unique solution of IVP (3.1)-(3.2) on a small time
interval [—r,a1] for some 0 < a; < 7, and we also prove part (iii) and the first relation of part
(iv) of the statement on [0, a1].

With the help of the notations introduced in part (1) of the proof, we define the following
constants and sets

K1

Pr= 3,
a := |Plc1 + 61,
a1 := max{ao, |f(0, ¢, it1, 71, @1,0)| +m1},
M= {p € W g — glc <xi, [§lis < m},
M, = E]Rn(fﬂ;Sl),
M3 := B (01;€1),

M, = Bre(01;€1),

Ms = Bg(0;61),
M6 :EE((: 51) and
M7 :EA(/\ (51).

Then M, is a closed and bounded subsets of (); for j = 2,...,7 since 0 < §; < d} and
0 < &1 < €}. Moreover, the set M; ; is closed in C and it is bounded in WL We further define

,31 K1
a1 = min ,T1, 70 ¢,
Ell 35!0

Ey:i={y € C([=r,a1],R"): y(s) =0, s € [-r,0 and |y(s)| < B, 5 € [0,a]}.

We show that the IVP (3.1)-(3.2) corresponding to v € Br(;d1) has a solution x on the
interval [0,a1]. Since a; < rp, we have that (3.6) holds, so Lemma 2.5 and Lemma 3.2 yield
that ¢(t — u(t)) and ¢(t — p(t, ¢, A)) are defined for a.e. t € [0,a1]. Hence, using the initial
condition (3.2), on the interval [0, #1] and for oy € P, Equation (3.1) can be replaced with (3.7),
or with the integral equation

t
x(t) = ¢(0) +/0 fls,xs,x(s — (s, %5,)), ¢(s — p(s)), @(s — p(s, s, A)), 0) ds, £ € [0, 1]
(3.38)
We have |¢[1~ < [@|wie < |@|c1 + |¢ — §lwro < ag for ¢ € Byiw(¢;61), and therefore
By (@;61) C Myy. Then fory € Ei, ¢ € By (§;61), t € [0,a1] and { € [—r,0] we get

vt +0) +9t+0) — o) < [yt + D[+ ot +2) — o0+ [9(5) — 9(2)]
<,31+zx1a0+51
< K1,

and hence
i+ @t —@lc <x1,  y€E, ¢ € By(P;01), t €[0,a1], (3.39)
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ie, yi+ @ € Be(@;x1) fory € Ey, ¢ € Byie(p;61) and t € [0,a1]. Note that the above
inequalities also give

‘at - (P’C < K1, Q< BWLoo(gb,' (51), t e [0, 061]. (340)

Relations 0 < a1 < 1y, 0 < &1 < 8", (3.35), (3.37), (3.39) and (3.40) yield for y € E; and
= (¢,¢,A,0) € Br(y;61) that

(vt + o) (—T(t,yt + ¢1,¢)) —ia| <e,  te€[0,a] (3.41)
and
lp(t —p(t, @i, A)) — 1| < &1, ae. te]0,a], (3.42)
and so
(e + @) (—t(bye + ¢1,8)) € Mo, te[0,a1],  @(t—p(t, ¢, A)) € My, ae. te0,u]

Note that (3.36) implies ¢(t — u(t)) € M for a.e. t € [0, a1].
The above observations and relations 0 < «; < x{, 0 < & < 6] and (3.34) imply that

(6 + Go e+ G (=T (b y + 31,0)), @t = (1)), $(t = p(1, 31, 1)), 0)|
< |f(0.¢,m,51,91,8)
(w4 @0 -+ G (—Tlby+ 500, ot = w(0), 9t~ p(t,§1,1)),0)

- f(O/ (/_)/ ﬂllﬁllwllé)‘

S ‘f(ol q_)llzll?jllwll é)‘ +m1
<a;, ae. te [0, [Xl]

fOI'y € Eyq, Q< Bwl,oo(qb;(sl), A€ BA(}L;(Sl) and é,r S 83(5,(51)
We introduce the new variable y(t) := x(t) — ¢(t), and we define the operator

Ty, 7))

/Otf<sr]/s + @s, (Ys + @5)(=T(s,ys + 95, ), ¢(s — pu(s)), ¢(s — p(s, (?S,A)),G)ds,
= t e [O,ocl],
0, t e [—r,0].

Then, on the interval [—7, a1], the IVP (3.1)—(3.2) is equivalent to the fixed point problem
y=T' (7).

We have |7 (y,v)(t)] < aja; < By for t € [0,a1], and ‘ Ty, 7)(t )‘ < ay for ae. t €

[0,1], hence T(-,v) maps the closed, bounded and convex subset E; of C into E; for all
v € Br(9;61), and T'(Ey, ) is relatively compact. Therefore, it follows from the Schauder’s
Fixed Point Theorem that the operator 7 (-,7y) has a fixed point y = y(-,7), and therefore,
the IVP (3.1)-(3.2) has a solution x = x(,y) = y(,77) + ¢ on the interval [—r,a;]. It satisfies
|%(t)] = |y(t)] < ay for a.e. t € [0,a1], and |x(t)| = |¢(t)| < ap < a; for a.e. t € [—7,0].
It follows from (3.39) that |x(t)| < |@|c +x1, t € [—r,a1], hence x; € WV and |x¢|py10 <
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max{|@|c +x1,a1}, t € [0,a1]. Moreover, x; € My, x(t — T(t,x1,)) € My, hold for t € [0,a],
and x(t — u(t)) € Mz and x(t — p(t,x¢,A)) € My for a.e. t € [0,a1], and (3.6) and (3.9) yield
(3.29) with « = a1 and " = 7.

Since on the interval [0, a1] the initial condition (3.2) yields that Equation (3.1) reduces to
(3.7), the assumed Lipschitz continuity of f, T and ¢ and standard results of SD-DDEs (see,
e.g., [25]) give the uniqueness of the solution.

(3) Next we prove that any solution x(-,) obtained in part (2) of the proof satisfies part
(v) of the theorem on the interval [0, a].

Let ¥ € MNP, and let x denote any solution of the IVP (3.1)-(3.2) on [0, &3] corresponding
to 7 obtained in part (1) of the proof. The continuity of f, T, u, p and ¢ yields that the
function t — f(t, x;, x(t — T(t,x4,8)), ¢(t — u(t)), p(t — p(t, g1, A)),0) is continuous on [0, a1].
Then ¢ € C!, (3.7) and the compatibility condition in the definition of M imply that x is
continuously differentiable on the interval [—r, a1].

Next we show that % is Lipschitz continuous on [—r,a1]. Since ¢ € W2® it is enough to
show that x is Lipschitz continuous on [0,a;]. Define the Lipschitz constants from (Al) (i),
(A2) (i), (A3) and (A4) (i) corresponding to the time 0 < a7 < T and the sets introduced above:

Ly := Ly(a1, My,1, Mz, M3, My, Ms)
L1 = La(a1, My,1, M)

L1 := La(aq)

Ly := Ly(a1, My1, My).

Let t,f € [0, a1]. We have

() = £(D)] = | f(t 31, x(t = T(8,2,)), @t = p(£)), $(t = p(t, 31, 1)), 6)
— f(E 0, x(F = 7(E,%0,0), 9T — u(B), ¢(F = p(E, 31, 1)), 0)
< Laa (|6 = 1+ [ = xrle + [x(t = T(t,x,8)) = x(F—7(,x3,8))|
+1g(t = u(t) = ¢ (F— u(B))]
+ 19 (t = ot §1, A)) — ¢ (F = p(F, 1, 1)) )
< L (1 +an)t =7 +a (| = + |7t x0,8) — T(F %0, 0)])
1§l (14 Lan) = + |l (1= B+ o(t, @1, A) = p(F G5, A)) )
< Laa (1 + 20|t = F + Lo ([t = F| + 2 — xc)
 1§li= (2 + Lot = F + [ lomLa (1t = 7 + g = Gilc) )
< Lit—1, (3.43)

where L; :=max{Li1(1+a1(2+ Ly1(1+a1)) + |@|1~(24 L31 + La1(1 +a1))), | §|r~ }. We get
that x; € W»® and |#|.~ < L} for t € [0,a1] and v € M N P.

(4) Next we show the special Lipschitz continuity property (3.32) of the solutions on the
interval [0, a].

Let v = (¢,¢,A,0) € Pand § = ((p,cf,i\,é) e MNP, letx =x(-,v) and £ = x(+,¥) be the
solution of the IVP (3.1)—(3.2) on the interval [—7,a1] corresponding to 7 and 4, respectively.
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Then part (2) of the proof yields

xt,a?t S Ml,l/ x(t — T(t,xt,g)),f(t — T(t,ft,é)) c Mz, fort € [0,0(1]
and

x(t—u(t), 2(t —u(t)) € M3, X(t—p(t,x;,A)), 2(t —p(t, 2, 1)) € My forae. t € [0,a].

Integrating (3.7) from 0 to ¢ and using the Lipschitz continuity of f, we get for t € [0, a1]

x(t) = 2(t)| < [@(0) — ¢(0)| + /Ot‘f(sr X5, x(s = T(s,%5,8)), ¢(s — u(s)), ¢(s — p(s, ¢s, 1)), 0)
— f(s, %6, 2(s = T(s,%5,€)), ¢(s — (s)), §(s — p(s, ¢, A)), 6) | ds
<l|p—¢lc+Lia /Ot(|xs — Rslc + [x(s — (s, %5, 8)) — (s — 1(s, %5, §))]|

16— §lim + [9(s = p(s, @5, 1)) = $(s = pls, §, 1)) + 16 = Ol ) ds.

Using estimate |%;|;~ < a; for t € [0,a1] and (A2) (ii) we get

|x(s — T(s,%5,§)) — (s — T(s, 25, §))|
< |x(s = 7(s,%5,)) — £(s — T(5,%5,8))| + [2(s — (5, %5,)) — £(s — 7(s, %5, §))|
< |xs — Xs|c +a1|t(s, x5, C) — T(Srfs/é”
< xs — &s|c +ar1log(|xs — Zslc + &~ E|z), s €10,aq]. (3.44)

Similarly, (A4) (i) yields

¢(s — p(s, §s, A)) — ¢(s — p(s, §o, A))|
< g(s —p(s, §s, 1)) — Pls — p(s, @5, )| + [§(s — p(s, §5, 1)) — p(s — p(s, ¢, A))|
<9 = Plwre + | Plwaslo(s, §s, A) — p(s, @y, A
< |¢ — Plwre + |@waee Lo (|@s — §735|c + A= Ala)
<19 = Plwre + PlwaLai (|9 — Plynes + A = Ala), ae.s € [0,a1). (3.45)

Then, combining the above inequalities, we get

x(t) — 2(£)] < (1+2a1L11)|@ — Pl + t1L1ga1 Lo | — &z

t
+a1L11La1|Plwes (|@ — Pl +[A = A[a) + Ll,l/o (2+a1Ly1)|xs — %s[c ds

t
§K1,1|7—’?\F+K2,1/(] |xs — %s|c ds, t € [0,aq],

where Kl,l =14+ 2&1[_,1,1 + DC1L1,1511L2,1 + lX1L1’1L4,1 ’¢)|W2,oo and K2,1 = L1,1 (2 + ﬂle,l). Since
Kiq > 1, it follows from Gronwall’s Lemma that

[x(t) = 2(t)| < [xt — Rtlc < Kzaly —9lr,  t€[0,m], (3.46)
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where K31 := K1,16K2’1"‘1. Assumption (A1) (i), (3.44), (3.45) and (3.46) yield

() = £(0)] < | F(t w0, x(t = T(8,2,0)), @t = p(£)), §(t — p(t, 31, 1)), 6)
— flt = 20— (6, %,8), $( = (D), $(t = p(t,§,, 1)), 0)
< Lo (| = Sl + |x(t = T(t,x1,8)) — 2(t = 7(t, %,8)|
+ 19— 9lum + 19(t = p(t, §1,2)) = $(t = p(t, B, 1)) +10 — Ol )
z)

+ 2|9 — ¢lwis + |Plwes Lat(|1§r — §ylc + [A = Ala) + 16 — 9!@>
< Kg1|ly —9lr, ae. te€]0,q]

<Lig (2\3& —&lc+amLog(|x — 2|+ & — ¢

Wlth K4,1 = L1,1 (21(3]1 + (11L2,1 (K3,1 + 1) + 2 —+4 |(p‘w2/ooL4,1 + 1) .
Therefore we get

xt — 2|y < LWy —4lr,  te[0,m)], 7€ Br(9:0), (3.47)

where L) := max{K31,Ky1} > 1. This concludes the proof of (3.32) on [0, ay].

(5) Next we show that there exists 0 < 6, < é; and 0 < Axy < rp such that for every param-
eter value v € Br(7;d2) the corresponding solution of the IVP (3.1)-(3.2) can be extended to
the interval [aq, a1 + Awy], and the solution satisfies claims (ii)-(v) of the theorem with & = a5.

Let x(-, ) be the solution of (3.1)-(3.2) on [—7,&1], 0 := x4, (-, ) and & := x4, (-, 7). Note
that & € C! since 4 € M N P. Consider the equation

x(t) = f(t +oag, x, x(F—T(t+aq, x4, 8)),0(t—u(t+ar)),0(t —p(t+a1,01, 7)), 9>

for a.e. t € [0,Aay], where 0 < Aa, < ry will be specified later, and the associated initial
condition

x(t) =o(t), t e [—r,0].

Relation (3.39) yields |0 — ¢|c < 3. Therefore, there exists 0 < ), < x; such that
Bc(7;15) C Be(@;x1). Define the vectors iy := (—1(a1,7,¢)), 02 := &(—u(a1)) and @, :=
o(—p(a1,0,A)). It follows from (3.41), (3.36) and (3.42), respectively, that |ip — 11| < e,
|0, — 01| < €1 and |, — @1| < €1, hence there exists 0 < €, < € such that Br«(iip;€)) C
Bre(ii1;€1), Bre(02;€5) C Bre(71;€1) and Bre (2;€5) C Bre(@1;¢€1). It follows from part (2)
of the proof that (3.29) holds for t = a1 and v = 4, as well, hence

Dip(a1,7,A) 4+ Dop(ag,d,A)0 < 1.
We apply Lemma 3.2 with p(2)(t, P,A) = p(t+a1,P,A), ¢ = 7, and let a;, €5, &5 be the
corresponding constants. Note that we may assume that 5 < ¢]. Fix a constant my, > 0.

Then there exist constants 0 < ) < x5, 0 < ¢, < min{d1,d5}, 0 < &2 < &), 0 < T} <
min{ry, T — a1, a3}, such that

\f(t+ay,0,u,0,w,0)— f(ay, 7,1y, 0y, W,,0)| < my,



20 F. Hartung

fort € [0, TZ/]’ s Ec(a',' Ké’), uc E]Rn (122,'82), V€ B]Rn(ﬁz,fz), w e E]Rn ('(D2,' 82), 0 e E@(Q_;éé)
and x € C! satisfying |P(X) — P(0)|c,, < ¢2. Similarly to (3.35) and (3.37) we have that there
exist constants 0 < xp < x5, 0 < 8} <), 0 < T, < T}, such that

IX(=T(t+a,x,8) — 2| < |x —Flc+[o(—T(t+a,x,E) —o(—7(a1,7,8))| < &2
fort € [0, ], x € Bc(0;%2), & € Ba(E;6Y), and
X(t—p(t+ a1, Xi,A) — 02| < |x = Flwre + [0(t = p(t + a1, X1, A)) — G (—p(a1,5,4))| < €2

forae.t € [0, Tz], X € Bc(ﬁ’;Kz) N Bwl,m(ﬁ,‘ 5&’), A€ BA(}\,‘ 5&’).
We define the constants and sets

5y = . Ky €2 (Sél Ko

S AT ION
K

,32 = ?21

ap := max{ay, |f(a1,7, iz, Ty, Wo,0)| + m2},
My = {p € W | — plc <1, |9]1o < a2},

. [ B2 2
ADCQ = mln{az, g, Tz, 1’0},
1

ap = a1 + Aay,
Ezi= {y € C([=r, A0, R"): y(s) = 0, s € [~1,0] and |y(s)| < B2, s € [0, Anz] }.
Relation (3.47) and the definition of J, yield
o= 0w = [y (1) = %a () lwree < LOJy = Flr < LWG <63,
and
o = lc = |xa (1) = %a, (5 Dle < LOy =Flr < LYo <k

for v € Br(y;2).
Then, it is easy to check that for each v € Br(-y;6,) the operator T2(-,7) defined by

/Otf<s + a1, ys + 05, (s + 05) (—T(s + a1, ys + 05, 8)),
T2y, 7)(t) = o(s—u(s+ay)),o(s—p(s+ 0%'@,)\)),9) ds, te€][0,An)],
0, t e [—r,0].

maps E; into E, therefore Schauder’s fixed point theorem yield the existence of a solution of
the equation

y=Ty,7).

But then the function x(f + a1) := y(t) + 0(t) is an extension of the solution x(-,7) to the
interval [, a2]. Note that a; < ay, therefore M1 C Mj, and x; € My, x(t — T(t, x4, ) € Ma
and |x¢|pwre < max{|P|c + d1,a2} for t € [0, az], and X(t — u(t)) € Mz and x(t — p(t, x¢, 1)) €
M, for a.e. t € [0, az]. Moreover, similarly to the proof given in part (5) of the proof, it can be
shown that there exists a constant L(2) > L() such that |x(-,7); — x(-, )t |wie < L@ |y — F|r
for t € [0, a2]. We can show that (3.29) is satisfied with &« = a, and &* = ¢3.



Differentiability of solutions with respect to parameters in SD-NFDEs 21

Suppose v € M NP. As in part (3) of the proof, we can easily check that the corresponding
solution x = x(-,7) is continuously differentiable on [—r, &3], and x; € M for all t € [0, ay].
Introduce the Lipschitz constants Li, := Lq(ap, M12, M3, M4, Ms), Lao := Lp(az, M12, Ms),
L3,2 = L3(lX2), and L4,2 = L4(a2, Ml,Z/ M7) defined by (Al) (i), (AZ) (i), (A3) and (A4) (i),
respectively. Similarly to estimate (3.43) it is easy to show that the constant L} := max{ L1, (1+
a2(2 + Lop(1 4+ a2)) + L5 (2 + Lo + Lap(1 + a2))), L} } satisfies |x(t) — x2(F)| < Lj|t — f| for
t,f € [t1,t2]. Therefore, we get that x; € W2® and |%;|;~ < L} for t € [0,a] and for v € M NP.

(6) Finally, we show that the extension procedure described in part (5) of the proof can be
repeated arbitrary many times, so the solutions can be extended to a ”large” finite interval
[—7, a] so that parts (ii)—(v) of the theorem hold.

If the solution is defined on the interval [—r, ;] and «; < T, then we can again repeat the
method described in part (5) of the proof, and get an extension of the solution to a larger
interval [—r,a;11]. Suppose we repeated the extension procedure described above k times.
Then we defined a sequence of radii §; > 6, > --- > 4§ > 0, a sequence of time values
0 <ap <ap <--- < g, asequence of upper estimates of the L*-norm of the derivative of the
solutions a1 < ap < --- < g, a nested sequence of sets M1 C My, C --- C Mjy, a sequence
of Lipschitz constants LW < L@ <. < L(k), and a sequence ¢] > ¢; > --- > gf > 0. Then
statement (i) of the theorem holds with ¢ := §;, the IVP (3.1)-(3.2) has a unique solution on
the interval [—7,a] with & := &y, statement (iii) holds with M; := M; x, €* = ¢}, statement (iv)
holds with N := max{|@|c + d1,a;} and L := L&), Also, for y € Br(;8) N M we can find a
sequence of Lipschitz constants L < --- < L} of X, and statement (v) holds with L* := L;. [

We note that if a« < rp, then the compatibility condition is not used to prove (3.33).

Remark 3.4. It follows from the proof of Theorem 3.3 that the set M; defined by the theorem
has the form M; = {y € WY : |p — §|c < x1, ||~ < a} for some positive constants
k1 and a. The proof implies a slightly stronger versions of (3.28) and (3.30) too: for ¢ =
(¢,&,A,0) € P the solution x(t) = x(t,) satisfies x; € {p € Wh*: | — @|c < k1, ||~ < a},
x(t—t(t,xt,&)) € int(My) for t € [0,a], and %(t — u(t)) € int(Ms), x(t — p(t, xt,A)) € int(My)
for a.e. t € [0,a]; moreover, { € int(Ms), A € int(Ms) and 6 € int(My), where int(M;) is the
interior of the set M, j =2,...,7.

4 Differentiability wrt parameters

In this section we study differentiability of solutions of the IVP (3.1)—(3.2) wrt the initial func-
tion, ¢, and the parameters ¢, A and 6 of the functions 7, p and f, respectively.

Fix ¥ := (¢,¢,A,0) € M. Let the positive constants « and J, the parameter set P :=
Er(’?;é), and the compact and convex sets M, My, M3 and M, be defined by Theorem 3.3,
and let

Ms := Be(0;6), Me:=Bz(¢5), and My := Ba(A;9), (4.1)

as in the proof of Theorem 3.3.
First we define a few notations will be used throughout this section. We introduce the
space
X=RxCxR"xR"xR"x0,

and for a vector x := (t,9,u,v,w,0) € X its norm is defined by

Ix|x = [t| + [¥|c + |u] + o] + |w| + |0]e-
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Fix a vector x := (£,9,1,0,@,0) € [0,a] x M x My X M3 x Mg x Ms C X. We define the
notation

wp(%,x) == f(x) = f(i) Daf (x)(¢ — ) — D3f (x)(u — 1) — Daf (%) (0 — 0)
— Dsf(x)(w — @) — Def (x) (6 — 0)

for x := (L, u,v,w,0) € [0,a] x O x N x Q3 x Oy x Q5 C X. Note that the first com-
ponents of x and x are identical. Assumption (A1) (ii) yields the function (¢, u,v,w,0) —
(£, u,0,w,0) is continuously differentiable on (1 x )y x Q3 x g x 5, and in particular,
it is differentiable at (¢, 1,9, @, 0). Hence

wp(x,x)]|
|X—)_(’X

Let L1 = Ly(a, M3, Mo, M3, M4, M5) be defined by (A1) (i). Then it follows from (A1) (i) that

|wr(xx)| < [f(x) = FE)]+ [D2f (%) (¢ = P)| + |Daf (%) (u — #)[ + [Daf (X) (v — )]
+[Dsf (%) (w — @)| + |Def (x)(6 — )]

< (1 max DLy, ) x - xlx @3)

-0, as |x —x|x — 0. 4.2)

for x := (E, ¢, u,v,w,0) € [0,a] x My X My X M3 x My x Ms C X. Note here Xp,..., X5 are
defined in assumption (A1) (ii).
Similarly, we define the normed linear space

A=RxCxE, laja == [t| + |¢|c + |¢|lz for a:= (t,,{) € A

We fix a:= (£,¢,¢) € [0,a] x M; X Mg C A. Introduce the notation

w(a,a) :=7(a) — 7(a) — Do7(a)(p — P) — D37(a)(¢ — ¢)
fora:= (£, ¢9,{) € [0,a] x Q1 x Q¢ C A. Let Ly = Ly(a, My, Mg) be defined by (A2) (i). Then,
similarly to (4.2) and (4.3), we get

|we(a,a)|

- — 0, as|la—alp—0, (4.4)
la—ala

and

lw=(a,a)]
’a—ﬁ’A

where Y; and Y3 are defined in (A2) (ii).
We also define

<L —|—max\DT( )]y, a#a, a:= Ly, e(0,a] xM xMgCA, (45)

B:=R xCxA, |blg := [t| + [¢|c + |A|a for b:=(t,p,A) €B
Fix a vector b := (£,9,A) € [0,a] x M; x My C B. We define

wy(b,b) := p(b) — p(b) — Dop(b)(y — §) — D3p(b)(A - A)

forb:= (f,,A) € [0,a] x 1 x Q7 C B. Let Ly = Ly(a, M1, M7) be defined by (A4) (i). Then
we can obtain

|wp (b, b)]

0, b—Dblg — 0, 4.6
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and
w,(b,b _ _ _
||bp<—5\]:| < L4 +§2§”§ IDjo(b)|z;, b#b, b:=(fypA)e[0,a] xM; xM;CB, (47)

where 7, and Zj3 are defined in (A4) (ii).
Let x: [—r,a] — R" be continuously differentiable. We have

Ix(f) — x(F) t—t]—‘/ ) du
Q: (|t =)t -1, t,fe[-ra, (4.8)

where
Ou(e) = sup{ [x(t) = #(P)]: [t—F| <e, T € [—r,zx]}.

Note that the uniform continuity of ¥ on [—r, a] implies Q¢ (¢) — 0 as € — 0.
It is easy to show (see [14] or [23]) that the partial derivatives of a function of the form
F: [0,a] x W' x E — R", F(t,¢,¢) := ¢(—7(t,,&)) are given by

DzP(t, ¥, g’f)u = —l/J(—T(t, ¥, g))DzT(t, ¥, g)u + ”(_T(tl ¥, é’))l ue Wl/oo/
DsF(t,9,8)0 = —p(=1(t,¢,8))Dst(t, ,8)v,  veE
for t € [0,a], ¥ € C! and ¢ € E. Using these relations, we can formulate the linear variational
equation corresponding to Equation (3.1) in the following way. (See also [14,15,18] for the
form of the variational equations associated to other classes of SD-DDEs.)
Let v = (¢,¢,A,0) € MNP be fixed, and x(t) := x(t,y) be the corresponding solution of

the IVP (3.1)—~(3.2) on [, «]. Note that Theorem 3.3 yields that x is continuously differentiable
on [—r,a]. We will use the short vector notation

X(t) = (b xe, x(E = T(t,x0,8)), £t = (1), 3(E = p(t, 31, 1)), 0)
for the argument of f in Equation (3.1), and the vectors
a(t) := (t,xt,(f) and b(t) := (t,xf,/\>

for the arguments of T and p, respectively.
Fix h = (h?,h¢, k", h?) € T, and consider the variational equation

£(t) = Daf (x(1))z1
+ Dsf (x(1)) |=x(t = 7(a())){ D27 (a(t))z: + Dst(a(t)) i } +2(t = v(a(£))) |
+ Daf (x(£))2(t < >>
+ Dsf(x(1)) [—5(t = p(b(£))){ Dap(b(1))z: + Dap(b())i} +2(t — p(b(1))) |
+Def(x(1))h?,  ae. te]0,a], (4.9)
Z(t) =h9(t),  te[-r0 (4.10)

This is an inhomogeneous linear time-dependent but state-independent NFDE for z. Note that
for v € M NP the term ¥(t — p(b(t))) is defined only for a.e. t € [0, a]. Since the neutral terms
on the right-hand side of (4.9) do not depend on values of z on the interval (¢ — ry, t], it is easy
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to prove using the method of steps with the intervals [irg, (i + 1)r], that the IVP (4.9)—(4.10)
has a unique solution, z(t) = z(t,, h), which depends linearly on /. The boundedness of the
map I' = R", h +— z(t, 7, h) for each t € [0, a] follows from Lemma 4.1 below.

We introduce the following notation

L(, ) (1, 1)
= Daf (x(1))y
+ Dsf (x(1)) | =3(t = T(a(1))){ Dt (a(t)) + Dst(a())hf } + p(~(a(t))) |
+ Daf (x()§(—n (1))
+ Dsf (x(1)) |[=E(t = p(b(£))){ D2p(b(£)) + Dap(b(t))i* } + §(—p(b(1))]
+ De f (x(t))H° (4.11)

forae. t € [0,a], y € MNPand p € WL, e €8, k' € A, h’ € ®. With this notation (4.9)
can be rewritten as
z(t) = L(t, ) (zi, 6, 0, 1%),  ae. t€0,al (4.12)

We introduce the Lipschitz constants L1 = Lq(«, M1, Ma, M3, Ma, M5), Ly = La(a, M1, Ms),
Ls := L3(«) and Ly = Ls4(a, My, My) from (A1) (i), (A2) (i), (A3) and (A4) (i), respectively. Let
N and L* = L*(vy) be defined by (3.31) and (3.33), respectively. Then (A1), (A2), (A4) and
Remarks 3.1 and 3.4 yield

D)l <L, IDst@(®)y < Lo, [Dap(b(D)lz, SLs,  te[oal, j=3,456,

(4.13)
where X3, X4, X5, X6, Y3 and Z3 are defined in (A1) (ii), (A2) (ii) and (A4) (ii), respectively. We
claim

ID2f (x()y] < Lillc, [Dat(a(t)g| < Lalylc, [Dap(b(t)y] < Lalgplc, ¥ € W', t € [0,4]
(4.14)
for t € [0, «]. We show only the first estimate, the proofs of the second and third relations are
similar. Let y € WY, |¢p|c # 0 and t € [0,4] be fixed. Let A := (0,1,0,0,0,0) € X (here the
0-s are the zero vectors of the respective spaces). It follows from Remark 3.4 that x; € M;, and
for large enough k € IN we have x; + %(p € M. Then assumption (A1) (1) implies for such k

Daf (x()))9l _ IDaf (x(t)) ¥

[¥lc x¥lc
< [f(x(t) + £A) — fF(x(1))] n [f(x(t) + £A) — f(x(t)) — Daf (x(t)) 39|
B |#¢lc [£¢lc
<L+ f(x(t) + §A) _f(1X(t)) — DZf(X(f))%ll’”
[x¥lc

which yields the first estimate of (4.14) as k — co.
Then, combining (3.31), (3.33), (4.13) and (4.14) with (4.11), we get

LG 1) (9, 1 B K] < Laliple + Ly (NLa(ple + ) + [plc ) + Lil P () s
+ La (L La(glc + B 2) + 1P(@)]iz ) + LAl

< No([9lc + [P(§)liz + [z + [ + [1]o) (4.15)
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forae. t € [0,a], p € WV, h¢ € B, W € A, h® € ©, where Ny := L{(NLy + L*Ly +2).

The next lemma shows that the linear maps I' > h — z(t,y,h) € R"and T > h —
z(t,v,h) € R" are bounded for t € [—r,a] and for a.e. t € [—r,a], respectively, and for
v € M N P. We also prove that Z satisfies a certain special inequality, which will be important
in the proof of Lemma 4.2 below.

Lemma 4.1. Assume (A1)-(A4), let « > 0 and P C II be defined by Theorem 3.3. Then for every
¥ € MNP there exist constants Ny > 0 and Np > 0 such that the solution of the IVP (4.9)—(4.10)
satisfies
|z(t,v,h)| < Ni|h|r, tel-ra], heT, (4.16)
|Z(t,7v,h)| < Nalhr, ae t€|—ral, heTl. (4.17)

Moreover, for every v € M N P there exist constants N3 > 0, Ny > 0, N5 > 0, N¢ > 0 and a
monotone increasing function Q: [0,a] — [0, co) with the property Q(e) — 0 as € — 0+ such that

2(t, 7, 1) — 2(F, 7, 1) < Nalt = [l -+ NaO(|t — F]) ]
+ Nsl(t = p(b(t))) — £(F — p(b(D))||hlr
+ No ([0t = p(8), 7, 1) = 2(F = p(F), 7, )
+ [t = p(b(8), 1 1) —2(F = p(b(D), 7, W))  (*18)
forae. t,F €[0,a], h €T.

Proof. Let v € M N P be fixed. For simplicity we use the notations h = (h?, e, he,h/\) er,
x(t) := x(t,v) and z(t) := z(t,7v,h). Let 6, M1, Mo, M3 and M, be defined by Theorem 3.3,
Ms, Mg and My be defined by (4.1), Ly, ..., Ly be the corresponding Lipschitz constants from
(Al)-(A4), and let L* = L*(-y) and Ny = Ny(7y) be defined by (3.33) and (4.15), respectively.
Let m := [a/r0] (here [-] denotes the greatest integer part), t; := jro for j = 0,1,...,m
tme1 := o, and let t € [to, 11]. Integrating (4.12) from O to ¢, and using estimate (4.15) we get

4

z()] < |h*(0)] +/Ot IL(s,7) (zs, B, 1", h°) | ds

< |h?|c + Noro(

t
2+ 1+ [1]0) + No [ (e + P (2:)|15)ds

= |h?|c 4 Noro(

a+|hA!A+|h9\@)+No/ (I2slc + esssup [2(s + £)|)ds

—r<{<—19

= |h?|c + Noro(|hé|z + [h*|a + |h9|®)+No/ (|zs|c + esssup |[h?(s +)|)ds

—r<{<—1g
< (14 Noro)|h|r + No /Ot \zslcds, € [to,h].
Note that |zo|c < (1 + Noro)|h|r, hence Gronwall’s inequality yields
1z(t)] < colhlr, t € [to, t],
where ¢g := (1+ Noro)eNOrO. Since ¢y > 1, it follows that

|z(t)] < colh]r, te[—r bl
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Using Equation (4.12) and relation (4.15) we get
2(8)] < No(lztle + [P (E)lis + K]z + 15 + 1o
< No(eolhlr + ]y + K]+ 15 +[]o )
< dg|hlr, a.e. t € [ty 1],
where dp := max{Np(cp +1),1}. Then dy > 1 yields
1z(t)| < do|hlr, ae.t € [—rt].

Suppose we have already defined constants ¢ < --- < ¢j_1 and dp < --- < d;_; such that
|Z(i’)’ < C]',l‘]’l’r fort € [—1", t]'] and |Z(t)’ < dj,1’h|r forae. t € [—7’, tj]. Then for t € [i’]‘, t]'+1] it
follows

t
2] < 2] + [ 1L(5,7) (2o, 12, 10)] ds
]

:mw+mmm+mj

t
(‘Zs’C + esssup |z(s+ C)\)ds

j —r<f<-rp

t
< (C]',1 + Norg + NO”Odjfl)‘hh" + Ny /t |zs|c ds, t e [t]', tj+1].
j

Therefore Gronwall’s inequality implies
z()] < cjlhlr,  tE [t tial,
where c¢; := (cj_1 + Noro + Norod]-,l)eNOrO. Note that ¢;_; < ¢; holds. We have
2(8)] < No(|zele + [P () 1z + [ [= + B2 + K] )
< No(cjlhlr +dj-1 [hlr + 1|z + 1] s + 1o
<di|hlr, ae.t€ [t ti],

where d; := max{No(cj +dj_1+ 1), d]-_l}. Repeating these estimates for j = 0,1,...,m, we get
Ni := ¢y and Np := d,, satisfy (4.16) and (4.17), respectively.
For t,f € [0, a] such that z(t) and z(f) exist consider

|2(8) — (D)

+ [ Dsf(x(t)[~x(t = 7(a(t))){ Da(a(t)z: + Dar(a(®)i } +2(t — T(a(t)))]

— Daf (x(F) [~(F — 7(a(P)) { Da7(a(D)z; + Dst(a(D)f } +2(F - 7(a(P))] |
+ [ Daf(x(1)2(t = (1)) = Daf (x(D)2(F — (D))
+ [ Dsf(x() [ =t = p(b(1))) { D20 (b(1))z: + Dap(b(#)* } +2(t — p(b(1)))]

— Dsf(x(F)) [~#(F — p(b(1))){ D2p(b(1))2: + Dap (b(D)Ii* } +2(F — p(b(7))] |
+ D f (x())H = Def (x(D)) ]
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< [(Daf (x(t)) = Daf (x(F))ze| + | Daf (x() (21 — z0)|

+ |(Daf (x(£)) = Daf (x(D))) | (¢ = T(a(1))){ D27 (a())z: + Dav(a(t) 4 }
+2(t—(a())]|

+ [ Dsf (x(E) [~ (#(t = T(a(1))) — #(F ~ T(a(D)) ) { Par(a(t))z: + Dar(a(t) }] |
+ | Daf (x(B) | —x(F = T(a(D)){ (D27 (a(t)) = Da7(a(F)) )z + Da(a(D)) (21 — z0)

+ [Dsf(x(D) [~ (2t = p(b(£))) = £(F — p(b(D)) ) { D20(b(1)z: + Dap(b())1 } ]|
+ D3 (x(B)[~2(F — p(bE){ (Dap(b(t)) = Dap(B(E)) )21 + Dap(b(F)) (21 — 21

+ [ Dsf (x(D) [=2(F = p(b() (2(t = p(b(1))) — 2( — p(b())) )|
+ | (Def (x(1)) = Def (x(H) ) 1. (4.19)
We define the monotone increasing functions

Qpyle) = jg?)fé“Djf(x(s)) —Dif(x(8))|x;: 5,5 € [0,a], |s —3] < e},

Ope(e) := max{ ID;7(a(s)) — Dj7(a(®)) Iy 5,5 € [0,a], Is 5] < e},

Qpy(e) = ﬁ%{mjp(b(s)) —Djp(b(s))lz: 5,5 € [0,a], [s—5 < e}

for € € [0,a], where X, ..., Xs, Y2, Y3 and Z;, Z3 are defined in (A1) (ii), (A2) (ii) and (A4) (ii),
respectively.
Using (A2) (i), (A4) (i), (3.31) and (3.33) we have

x(t) = x(B)[x = [t = | + [x: = xglc + [x(t — T(a(t))) — x(F — T(a(F)))]
(= p () = 2(E = p(0)] + [2(t = p(b(t))) = 2(E = p(b()))]
< Jt— B+ NJt= B+ N(|t =+ [T(a(t) - T(a(B)])
+ L (It =1+ lu() = u(®1) + L (It = 7 + o (b (1) — p(b()] )
<|t—FH+N|t—TF +N(|t — B+ Lot — B + |x — x;|c)> +L*(1+ La)|t — |
+ L7 (Jt =T+ La(lt = Bl + |x — xlc) )
<Kslt—1|, tEel0q] (4.20)



28 F. Hartung

with and appropriate constant Ks. Similarly,
la(t) —a(t)|a = |b(t) —b(f)|p < |t —t| + |x: — x7|c < Ke|t — 1, t,te0,al], (4.21)

where Ky := 1+ N. Then (4.13), (4.14), (4.16), (4.17), (4.19), (4.20), (4.21) and the definitions of
Qpy, Qpr and Qp, yield
[2(t) = 2(F)| < Qug(|t — F)Nlh|r + LNt = [l + Qs ([t = F) (NLa(Ny + 1) + Ny ) [l
+ L1 L*(1 + LoKe) |t — F|Lo(Ny + 1) ||p
+ LN (Qpe (|t = F)Ni[hlr + LoNo|t = B[l + Qe (|t — ) |A]r)
+ L1Na(1 4 LK) |t — E[|h|r
+ Qpy(|t = F)Nalh|r + Luf2(t = pu(t)) = 2(F = p(D))|
+ Qpy(|t = 1) (L*La(Ny + 1) hle + Nalhlr)
+ Lal3(t = p(b(£))) — £(F = p(b()))|La(Ny + 1)y
+ L1L* (Qup (|t = F) Ny [hlr + LaNa|t — F[R|r + Qi (|t = )l )
2(t—p(b(1))) — 2(— p(b(D)))|
+Qps(t—H)|hlr, ae t,Fe[0,a]. (4.22)

+ LlL*

We define Q(e) := max{Qpy(e), Qpr(e), Qp,(e) }. Clearly, Q) is monotone increasing on [0, &].
The functions D;f(x(s)) for j = 2,...,6 are continuous, and therefore uniformly continuous
on [0,a]. Hence (A1) (ii) and the definition of Qp¢(e) yield Qps(e) — 0 as e — 0+. Similarly,
Op:(e) — 0 and Qp,y(e) — 0, hence O(e) — 0 as ¢ — 0+. Therefore, it follows from
(4.22) that there exist nonnegative constants N3, Ny, N5 and Ng such that (4.18) holds for a.e.
t,Fe[0,al O

The next estimate is the key step of the proof of our main result, Theorem 4.3 below. In its
proof we need a weak version of Lipschitz continuity of Z(t, y, h), wrt t. In order to obtain such
a result we apply estimate (4.18), but we also need more smoothness for the first component
of h = (h?,h¢, h*, h?). We introduce the parameter space 'y := W?® x & x A x @, and a norm
by ||, := |h?|y2e + |hé |z + [BY| A + |H®|@. We note that M C T, and the [;-norm is stronger
than the I'-norm on I';.

Lemma 4.2. Suppose (A1)-(A4), let « > 0 and P C I1 be defined by Theorem 3.3, and let v =
(9,&A,0) € MOP, by = (hf, k¢, 1}, k) € Ta be such that v + hy € P for k € N and |hy|r, — 0
as k — oo. Let x(t) := x(t, ), x¥(t) := x(t, v + i), 25(t) := z(t, 7, hy) and

X(t) = (0, x(t = T(t,x,8)), 2t = (1), 3(E = p(t,x1,4)),0),
x5 () = (t, ok, 3K (F— (k2 &+ HE)), 2 (E — p(t)), ¥ (t — p(t, x5, A + 1)), 0 + hg).
Then there exist nonnegative constants N7, Ng, and a sequence of nonnegative functions gx: [0, a] —
0, 00) satisfying

4
lim — / qi(s)ds =0 (4.23)
k—roc0 |hk‘1"2
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such that
[F((s)) = F(x(5)) = Lis, 7) (2 g, I )|
< gk(s) + Ny|xk — xs — 2 c + NS‘P(X’; — % —2F) o, oaese(0a], ke N. (424)

0

Proof. Let o, M1, My, M3 and My be defined by Theorem 3.3, M5, Mg and My be defined by
(4.1), and Ly, ..., L4 be the corresponding Lipschitz constants from (A1)-(A4), and let L* =
L*(y) and Ny = No(7y) be defined by (3.33) and (4.15), respectively. We use the short vector
notations

a(s):= (s, g+ ) and Bi(s) = (s,hA+h), kel
The definitions of L(s,7), w, wr and w, yield for a.e. s € [0, ]
FE()) = FIx()) = L(s,7) (25, B, i 1)
= wp(x(5),X"(s)) + Daf (x(s)) [k — s — 2]
+ Daf (x(s){ (s = 7(a*(s))) — x(s = 7(a"(s))) — (s — 7(a"(s)))
+x(s = 7(a"(s))) — (s = T(a(s))) + (s — T(a(s))) ((a*(5)) ~ T(a(s)))
— (s — 7(a(s)))wr(a(s),a(s)) — (s — T(a(s)))Dat(s, %, ) [k — x; — 2]

+ (s = p(b5(s))) = #(s — p(b(5))) + £(s — p(b(5))) ((B*(5)) — p(b(s)))
— (s = p(b(5)))wp(b(s), b¥(5)) = (s — p(b(5))) Dapl(s, x5, A) [ 3k = x, — 2]
+25(s = p(b¥(s))) = (s — p(b(s))) }- (425)

Using (3.32) and estimates similar to (3.44) and (3.45), we have that

X5(5) = x(5)|x = |2k = xs|c + [xF(s — T(ak(s))) — x(s — T(a(s)))|
+ |2 (s — p(s)) — k(s — pu(s))] + |k (s — p(b¥(s))) — x(s — p(b(s)))| + |f]e
< 20 — xg|c + LoN(|af — x|c + [ |=)
—I—2|x Xs| e + LgL* (|x —xs|c—|—|h)‘|,\)+ |h lo
< Ky|hg|lr, ae.s€[0,a], keN, (4.26)

with some constant K7. Similarly, (3.32) yields
|ak(s) —a(s)|a = [ —xslc + K|z < (L4+1D)|iklr, se[0a], keN, (4.27)
and

Ib*(s) —b(s)|p = |x¥ —xs|c + |} A < (L+1)|lilr, s€0,a], ke€N. (4.28)
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Using (A2) (ii) and (3.32), we get
[7(a"(s)) = 7(a(s))| < Lo (| — xle + =) < La(L+1)liulr, s€[0,a], kEN,  (429)
and therefore (4.8) and (4.17) yield

[x(s = 7(a"(s))) — x(s — T(a(s))) + *(s — 7(a(s))) (7(a"(s)) — 7(a(s)))]
< O (La(L 4+ 1)l ) La (L + 1) e, (4.30)

and
|25(s — 7(a"(s))) — 2" (s — 7(a(s)))| < Na|t(a"(s)) — T(a(s))||hg|r < NaLo(L +1)|Iff (4.31)

for s € [0,a] and k € IN. Therefore, combining the above estimates and (3.31), (3.33), (4.3),
(4.4), (4.6), (4.13), (4.14), (4.26)~(4.31), we get from (4.25)

FO()) = £ (x(5)) = Lls, v) (2, I )|
< Jwp(x(s), x5 ())| + Ly { o — % = 2K
+ [5(s = T(@*(5))) — x(s = T(@"(s))) — #(s — T(a"(5))
+ O (La(L + Dlile ) La(L 4 1) Ielr + Nleoe (a(s), a*(5))]
+ NL|x§ — x; — z8|c + NoLo(L + 1) [
+ [¥5(s = pu(s)) = (s — p(s)) = 25 = p(s))
+ |E(s = p(BH()) — (s — p(b(5))) — (5 — p(b*(5)))
+ (s = p(b5(5))) — (s — p(b())) + (s — p(b(5))) (p(B*(s)) — p(b(5)))
+ L |y (b(s), B ()| + L*Lalxf — x, = 2Ec
+ |7+(s = p(B5(5))) = 25(s — p(b(s)))] }
< Cilhi|r + 8r1(s) + gra(s) + 8ka(s)
+ Ny k +N8‘73(3é’;—x5—2"5)

*lc

k
Xg — X5 — 2

(4.32)

L7

for a.e. s € [0,a], where Gy := LiNaLo(L + 1)|he|r + LiLa(L + 1)Qx(L2(L + 1)yhkyr), Ny =
L1(2 + NL, + L*L4), Ng := 214,

8e1(s) = |wp(x(s),x(s))| + LiN|wr (a(s), a"(s))| + L1L"|ewp(b(s), b (s))],
8ka(s) = )X(S—P(bk(S))) — (s = p(b(s))) +%(s — p(b(s))) (p(b"(s)) —P(b(s)))’/

and

gia(s) = La|25(s — p(b¥(5))) = (s — p(b(5)) |-

For s € [0,a] such that x(s) # xf(s), a(s) # af(s) and b(s) # bF(s) using relations
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“’lk’r < ‘hk’rz, (4.26), (4.27) and (4.28), we have

86a(5)] _ lwp(x(s), X ()] [x5(s) = x(5)[x .+ |we(a(s), a*(s))] [a5(s) — a(s)]a
il = W —x®lx n N k) —as)a
|wp(b(s),5(5))] [b(s) — b(s)]s
TR —be)s i
wy(x(s), x(5))| wra(s) ] | op gy (B PO
KT e ek TENET DS e T E Y e ) — )

Then (4.2), (4.4), (4.6), (4.26), (4.27) and (4.28) imply 84 — 0 as k — oo for s € [0,a]. The
2

continuity of the partial derivatives yield that the functions s — |D;f(x(s))|x; (j = 2,...,5),
s — |Djt(a(s))]y, j = 2,3) and s — [Djp(b(s))|z (j = 2,3) are bounded on [0, a]. Therefore,

(4.3), (4.5) and (4.7) show that |5|2;‘11|( )| is bounded on [0, «] with a constant independent of k.

Therefore, the Lebesgue’s Dominated Convergence theorem yields

lim / s)ds = 0. 433
k—o0 |hk|l"2 gk 1 ( )

Assumption (A4) (ii), (4.28) and |hk|r < |h|r, imply
p(b"(s)) = p(b(s))| < Kslhlr,, s € [0,a], kEN. (434)

with Kg := Ly(L + 1). Then Lemma 2.4 with y = %, p(s) = s — p(b(s)), p*(s) = s — p(b¥(s))
and wy = Kgl|hi|r, gives

lim / s)ds = 0. 435
e ’hkh"z ng ( )

In the remaining part of the proof we show

lim / s)ds = 0. 436
soo ’hk’rz 8k, 3 ( )

We introduce the functions

u(t) i {t—u(t), teloul {t—p(b(t)), te0,a]
—u(0), t <0, —p(b(0)), t<0,

and for k € N

_ Jt=p®t(®),  teoa]
)= {—P(bk(o)), t < 0.

Note that 1, v and vy are strictly monotone increasing functions on [0, «]. Assumptions (A3)
and (A4) (i) imply

—r<u(t) <t—ry, —r<o(t)<t—ryg and —r<uo(t) <t—rp, te€0,a], k€ N.
(4.37)
Define the constant Ko := max{1 + L3, 1 + L4Kg}. Then it is easy to check that

lu(t) —u(f)] < Kolt —f| and |ov(t) —ov(F)| < Ko|t — |, tte[-rual (4.38)
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Also, (A3) and (3.29) yield

essinfu(f) >0 and  essinfo(t) >0,
te(0,a] te[0,a]

hence the constant

* 1= mi inf 1 (¢ info(t 4.
m mm{etzs[ol,% 1( ),etses[ol,% o( )} (4.39)

is positive. Then the Mean Value Theorem implies
lu(t) —u(f)| >m*|t—1f and |ov(t) —o(F)| > m*|t -1, t,tel0al] (4.40)

For k € N we define Ay := Kg|hi|r,. It follows from (4.37) that v(0) < 0. We consider the
cases v(«) < 0 and v(«) > 0 separately.

(1) First suppose v(a) < 0.

We have —rp < v(0) < v(a). So we can suppose that k is large enough that v(a) — Ay >
0v(0). Then i, := v (v(a) — Ay) € (0,a) is well-defined. For s € [0,a] the monotonicity
of v yields v(s) < v(a) < 0. Moreover, since |vx(s) — v(s)| < Ax by (4.34), we have vi(s) =
0(s) +ok(s) —v(s) < ov(n;y) + Ak = v(a) — A+ Ap < 0 for s € [0,77 . Since v(a) —v(1,) =
Ak = KS’hk|F2/ (4.40) yields

. K
&= 1go < mfi%ﬂh- (4.41)

Then the Mean Value Theorem, (4.17), (4.34) and (4.41) imply

o 17;'0 o
/ Qk3(s)ds = / Sk3(s)ds +/ Sk3(s)ds
0 0 ’7;?,0

<L /O”k'o |h}ip(vk(s)) —h-,f( (s ))|ds+L1/

o

2L1N2K8 ’hk’%
2

(I (@els))] + I(o(s))] ) ds

Mo
<Ly [ fouls) — o) sl ds + =122

2L1N2K8)

<L1K81X + ’hk’rz.

This proves the limit relation (4.36) in case (1).

(2) Next suppose v(a) > 0.

Since v(0) < 0 < v(a), it follows that v=1(0) is well-defined, and 0 < v~ 1(0) < a. We
suppose that k is large enough that v(0) < —A; < 0 < A < v(a). Then the constants
Mo = v~ (=Ay) and 17, := v (Ax) are well-defined, and 0 < Mo < v 1(0) < 1y < a. Then
it is easy to check that v(s), v(s) < 0 for s € [0, Mol Since v(i7y) — o1 ) = 24k = 2Ks| I,
it follows

2K
Moo — Mo < mif’hkh“z' (4.42)
Therefore, using (4.34) and (4.42), we get

« Ui U
/o gk,3(5)d5:/0k08k,3(5)ds+ ,kogk,3(5)d5+ gk3( ) ds

Mo ’7k0

< (Liksa + P gy / 1 (oels) — 2+(o(s)) | ds.  (449)
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On the interval [17;, ] both v and vy take positive values. Therefore, we can use (4.18) to
estimate the last integral of (4.43).

/gks s)ds < (Lle w + i,

+L1/1 (N3|vk() o(s)| Il + NaQ (Jox(s) = o(s)] ) elr ) ds

4L1N2K8 >

Lo [, Nol#(o(oc(s))) — #(0(o() el ) ds

k0

L, No(I2H(u(2e(5))) = 2 (u(0(5)) |+ 10 (0x(s))) — 2 (o(0(5)) ) s

k0

4L1N>K
m*

< <L1K8(X + 8 + L1N3K8(X) |hk|1“2 + L1 NgaQ) (Kg“flk‘rz) |hk|F2

+ LiNslilr, [ 1%(0(0x(6)) = £(0(0(6)) | ds
#LiNe [ [ZHu(er(s)) - (u(o(s) | ds

M0

+ L1N6/ |zK(v(vr(s))) — 2(v(v(s)))]| ds. (4.44)

’7k0

Clearly, the first term of the right-hand side of last inequality is of order o(|h|r,). Since
Q(e) — 0 as e — 0+, the second term of the right-hand side of last inequality is also of order
o(|hk|r,). We have |v(vi(s)) — v(v(s))| < Ko|vk(s) — v(s)| < KoKg|hk|r,, s € [0,«]. Therefore
Lemma 2.4 with y = &, p(s) = v(v(s)), p*(s) = v(vi(s)) and wy = KoKg|ht|r, yields that the
third term is also of order o(|hg|r,). We need to show that the last two integrals of (4.44) are
also of order o(|l|r,), ie.,

lim
k— 00 ’hk|l"2

o . .
/ |ZF(w(vg(s))) — 2K (w(v(s)))|ds = 0, for w € {u,v}. (4.45)
Mo

Next the function w can be substituted with the functions u# or v. Note that both u and v
are strictly monotone increasing on [0, «], both are Lipschitz continuous with the Lipschitz
constant Ko, and the essential infimum of # and v are bounded below by the positive constant
m*. So the estimates we present below work for both functions. Next we show relation (4.45)

for w = u and w = v. We consider two subcases (similarly to cases (1) and (2)): either
w(v(a)) < 0orw(v(a)) > 0.

(2.1) Suppose v(a) > 0 and w(v(a)) < 0.

We can suppose that k is large enough that Ay < v(a) — Ar. We recall that 0 < 1y < a,
and v(s) > 0 for s € [i/y,a]. Then 7}, = v~ (v(a) — A) € (), a) is well-defined. The
monotonicity of w and v for nonnegative arguments yields w(v(s)) < w(v(«x)) < 0 for s €
[0, ). Moreover, since |vx(s) — v(s)| < Ag by (4.34), we have w(vi(s)) = w(v(s) + vk(s) —
v(s)) < w(v(ng,) + M) = w(o(a) — A+ Ar) < 0 for s € 17y, 75 4] Since

(m*)? (= 11¢1) < m*(v(a) —o(y)) < wlo®)) = w(v(;,)) < Ko(o(a) = v(51)) = KoAy,

it follows KoK
&=y < ¢ N )8 |- (4.46)
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Then the Mean Value Theorem, (4.17) and (4.46) yield

_ ,77;1 |2zF(w(vy(s))) — zF(w(v(s)))| ds + ; |2 (w(ox(s))) — 28 (w(o(s)))| ds
- /’71(1 W7 (w0 (vi(5))) — KO (w(o(s)))| ds + ; <|Zk(w(vk(5)))| + Izk(w(v(S)))D ds
< <K9Kstx + 21;55;58) |hk|%z 4

This implies (4.45) in this subcase.

(2.2) Suppose v(a) > 0 and w(v(a)) > 0.

Recall from case (2) that k is such that v(0) < —Ay < Ay < v(a) and 17 := v~ 1(Ay) . Since
in this case w(0) < 0 < w(v(a)), and so 0 < w~1(0) < v(a), we can further assume that k is
large enough that 0 < Ay <w™1(0) — Ay <w™(0) + Ar < v(a). Let 15, == v (w 1(0) — Ay)
and 1/ := v~ (w™(0) + Ay). Note that 17;, and 77;/; depend on the selection of the function
w, but this dependence is omitted in the notation. Then it is easy to check that 17/, < 77, <
o Y w™1(0)) < ¢, <, and w(v(s)), w(vk(s)) < 0fors € (57,11 ) and w(v(s)), w(ve(s)) > 0
for s € [/}, al. Since w(o(ny) —w(v(ny,)) < 2KoAy = 2K91,<8]hk,|r2, it follows

2KoKg
’71/</,1 - 771/<,1 < W’hk’rz' (4.48)

Therefore, using (4.18), (4.34) and (4.48), we get

/q " 2K (@w(oi(s))) — 2+ (w(o(s)))| ds

= [ Bk (w(or(s))) — 2t (w(v(s))) [ ds+ [

/
M0 Mk

2K (w(ve(s))) — 2 (w((s)))| ds

+ Ne / 2% (v(w(vk(s)))) — 2 (0(w(v(s))))| ds
1
4N, KoK
(m*)?
+ N5|hk\r2/0 |%(0(w(vr(s)))) = £(o(w(o(s))))| ds

< <K9K806 + + N3K9K804> |e|f, + Naa Q) <K9K8!hk|r2) |hiIr,
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+N6/)7 |2k (u(w(ox(s)))) — 2 (u(w(o(s))))| ds

k1

+Né/;7 |2k (0(w(ok(5)))) — 2 (0(w((s))))| ds. (4.49)

We have |v(w(vg
p(s) = o(w(v g )

order o(|h|r,

(s))) o(w(v(s)))| < K2Kg|hg|r,, s € [0,a]. Hence Lemma 2.4 with y = #,
), P*(s) = v(w(vk(s))) and wy = K2Ks|h|r, yields that the second term is of
herefore we need to show that

/’; |2 (wy (w1 (v (s)))) — 2K (wo (wr (v(s))))| ds = o(|hk|r,), for wy,wy € {u,v}. (4.50)

k1
As before, we consider two cases.

(2.2.1) v(a) > 0, wi(v(a)) > 0 and wy (w1 (v(a))) <0
In this case we have wy (w1 (v(s))) < 0 for s € [r7;/;,a], and, similarly to the estimates used
in cases (1) and (2.1), it is easy to see that (4.50) holds.

(2.2.2) v(a) > 0, wy (v ( )) > 0 and wa(ws (v(a ))) > 0.

Recall that 1}/, = v~ (Ak) and 17,’(/1 = v Hw;'(0) + Ap), and 77y < 7y < a. From the
assumption it follows w; 1(0) < w; ! (w5 '(0)) < v(«). We assume that k is large enough that
0(0) < —A < A < wH(0) — Ay < wy (0) + Ay < wy (wzl(o)) — A < wy Hwy 1(0)) + A <
v(a). Then we define 1 , := v~ ! (wy 1(w2 L)) — Ap) and Mo i= o~ (wy (w5 1(0)) + Ay). The
above inequalities yield 7/, < 1/, < 1., < 17/, < &. Then, similarly to (4.49), we can obtain
an estimate of (4.50) where on the righ—fland side we have integrals of the form

/}7“ |%(0(wa (w1 (0k(s))))) — £(v(wa(wi(v(s))))) | hlr, ds (4.51)

k2

and

o . .

/,, |2 (ws (w2 (wi (0k(s))))) — 2*(ws (w2 (w1 (v(s))))) | ds (4.52)

M2
where w3, wy, w1 € {u,v}. Lemma 2.4 yields that the integral in (4.51) is of order o(||r,). If
ws(wz(wi(v(a)))) < 0, we get an explicit estimate of the integral in (4.52), and it is of order
o(|hk|r,). But if ws(wa(wi(v(a)))) > 0, we can continue the recursive estimating described
above. Clearly, this recursion will end, since

Wi (- - (w3(wa(wi(v(w)))))---) <a—(m+1)ry <0, w1, W, ..., Wy € {u,v}.

Hence, after no more than m number of iterations, the above described iterative procedure
ends. Note, that in each step of the second case, we may double the number of integrals
similar to (4.52) used in the estimate. But, since we may have only finitely many terms,
and each terms have order o(|l|r,), this completes the proof of (4.36). Hence C; — 0 as
k — oo, and relations (4.32), (4.33), (4.35) and (4.36) prove the statement of the lemma with

8k(8) := Cilhe|r + 8x1(s) + k2(5) + gk 3(s). O

Next we prove differentiability of the functions x(t,y) and x;(-, y) wrt 7y using the I';-norm
on the parameter set. We denote this differentiation by Dx. We note that the differentiability
is proved at a parameter value v which belongs to M N P, i.e., where the compatibility con-
dition is satisfied. But in computing the partial derivative we use solutions corresponding to
parameter values y + &, h € I'; with small norm, hence these solutions x(-,y + ), in general,
do not satisfy the compatibility condition.
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Theorem 4.3. Assume (A1)—(A4). Let ¥ € M, and let 6 > 0, P := Br(7;9), and a > 0 be defined
by Theorem 3.3, and x(t;y) be the solution of the IVP (3.1)—(3.2) on [—r,a] for v € P. Then the map

Ir,>PNI, - RY, v — x(t,7)
is differentiable at every vy € MNP and t € [0,a], and
Dox(t,y)h = z(t,v,h), hel, te[0,a], yeMNP,

where z is the solution of the IVP (4.9)—(4.10).
Moreover, the map
In>DPNI, —C, v x(, )t

is also differentiable at v € M NP and t € [0,«|, and its derivative is given by
Doxi(-,v)h = ze(-, v, h), hel, tel0a], y€MNP.

Proof. Let v+ € MNP be fixed, and let I = (h,f, h,‘%, h?,hg) € I'; be a sequence such that
|hg|r, — 0ask — oo and 7y + hy € P for k € IN. For brevity, we use the notations x(t) := x(t, ),
xM(t) == x(t, v + hy), Z5(t) := z(t, v, hy), and

x(t) = (b, x(t = T(t,2,8)), %( = (1)), £(t = p(t, 1, 1)), 0)
X (t) = (t, b, 3k (F— (K, &+ HE)), X6(t — pu(t)), XK(t — p(t, x5, A+ 1)), 0 + hg).
Define the function w*(t) := x¥(t) — x(t) — z*(t). Equations (3.1) and (4.12) imply
wk(t) = F(XF(1)) — F(x(t)) — L(t ) (=, h,"z,h/\,hg), ae. t€l0,al (4.53)
Then Lemma 4.2 yields
[wk(£)] < gk(t) + Ny[wf|c + Ns|P(wh) |1z, ae te[0,a], (4.54)
where Ny, Ng > 0, and the nonnegative function g satisfies (4.23). Let m := [a/ro] (here [ -]

denotes the greatest integer part), t; := irg for i = 0,1, ..,m, t,,11 := a. Integrating (4.53) from
t; to t and using inequality (4.54) we have

)] < Wk + [ s+ [ (lele + NeIP() g s, re [t bl (455
Then, using that w*(s) = 0 for s € [—r,0], we get
@l < [Cads+ [ Nofubleds,  te ltot)
hence Gronwall’s lemma implies
Wh(t)| <ag,  teltoh], keN,

where af := ( J t);l <k(s) ds) eN70. Note that (4.23) yields

lim —i— =0 (4.56)
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for i = 0. Since w*(t) = 0 for t € [—r,0], we get from (4.54) that
[wk(t)] < ge(t) + b, ae. t € [to,t],

with b’é = N7a’(§. We note that (4.56) with i = 0 yields

k

lim
k—oc0 |]’lk|r2

=0 (4.57)

for i = 0. Suppose
Wk (t)| < a¥, telttipa], and  |wk(f)] < g(t) + 15, ae te [t ti]

fori =0,1,...,j with some j < m, moreover, “0 < a]{ < ... < a}‘, blé < b’lf < ... < b;-(, and ai-‘
and bf satisfy (4.56) and (4.57), respectively, for i = 0,1,...,j. Then (4.55) implies

tiva t .
(0] < k() |+ [ guls) s+ [ (Npfookle + NolP (@), ) ds
]+1 ]+1

<a; —|—/ gk dS+N8bkrO+/ N7|w |CdS t e [tj+1,tj+2],
tita

]+1

hence an application of Gronwall’s lemma gives
@O <aji,  EE [l

where a;-‘ﬂ = (a + ftﬁz s)ds + Ngbkro) N7ro We observe that a}ﬂrl > a;?, and a;‘ﬂ also
satisfies (4.56). Then (4. 54) 1mp11es

[k ()] < gi(t) + b;-‘ﬂ, ae. t € [t ti2)

with b}‘ = Nya}‘ T Ngb;.‘. Therefore, the constants ai-‘ and bi-‘ can be defined for i =
0,1,...,m, so that a’é <. < a’,‘n hold, and (4.56) is satisfied for i = m too. Then we get

K (1) — x(t) — 25(0)| < |xF — 2 — 2F| e < A, te[0,a], ke, (4.58)
and both claims of the theorem follow from (4.56) with i = m. O

We note that the results of this manuscript can be extended to the case of more explicit
state-dependent delays in the equation.

Acknowledgements

This research was supported by the Hungarian National Foundation for Scientific Research
Grant No. K120186 and the TKP2020-IKA-07 project financed under the 2020-4.1.1-TKP2020
Thematic Excellence Programme by the National Research, Development and Innovation Fund
of Hungary.



38 F. Hartung

References

[1] M. V. BARBAROSSA, K. P. HADELER, C. KUTTLER, State-dependent neutral delay equations
from population dynamics, |. Math. Biol. 69(2014) No. 4, 1027-1056. https://doi.org/
10.1007/s00285-014-0821-8

[2] M. V. BarBAROssA, H.-O. WALTHER, Linearized stability for a new class of neutral
equations with state-dependent delay, Differ. Equ. Dyn. Syst. 24(2016) No. 1, 63-79.
https://doi.org/10.1007/s12591-014-0204-z

[3] E. A. BartHA, T. Kr1szriN, Global stability in a system using echo for position con-
trol, Electron. ]. Qual. Theory Differ. Equ. 2018, No. 40, 1-16. https://doi.org/10.14232/
ejqtde.2018.1.40

[4] M. BrokaTtg, F. CoLoN1US, Linearizing equations with state-dependent delays, Appl. Math.
Optim. 21(1990) 45-52. https://doi.org/10.1007/BF01445156

[5] Y. CrEN, Q. Hu, J. Wu, Second-order differentiability with respect to parameters for
differential equations with adaptive delays, Front. Math. China 5(2010) No. 2, 221-286.
https://doi.org/10.1007/s11464-010-0005-9

[6] R. D. Driver, Existence theory for a delay-differential system, Contrib. Diff. Eqs. 1(1963),
317-336. MR150421

[7] R.D. Driver, A functional-differential system of neutral type arising in a two-body prob-
lem of classical electrodynamics, in: J. LaSalle, S. Lefschetz (Eds.), International Symposium
on Nonlinear Differential Equations and Nonlinear Mechanics, Academic Press, New York,
1963, pp. 474-484. MR0146486

[8] R. D. Driver, A neutral system with state-dependent delay, |. Differential Equations
54(1984), 73-86. https://doi.org/10.1016/0022-0396 (84)90143-8

[9] C. Er1a, I. MaroTo, C. NUNEZ, R. OBAYa, Existence of global attractor for a nonau-
tonomous state-dependent delay differential equation of neuronal type, Commun. Nonlin-
ear Sci. Numer. Simul. 78(2019), 104874. https://doi.org/10.1016/j.cnsns.2019.104874

[10] G. Fusco, N. GuGLIELMI, A regularization for discontinuous differential equations with
application to state-dependent delay differential equations of neutral type, . Differential
Equations 250(2011) No 7, 3230-3279. https://doi.org/10.1016/j.jde.2010.12.013

[11] P. GETTO, M. GYLLENBERG, Y. NAKATA, F. SCARABEL, Stability analysis of a state-dependent
delay differential equation for cell maturation: analytical and numerical methods, J. Math.
Biol. 79(2019) No. 1, 281-328. https://doi.org/10.1007/s00285-019-01357-0

[12] L. J. Grimm, Existence and continuous dependence for a class of nonlinear neutral-
differential equations, Proc. Amer. Math. Soc. 29(1971), 467—473. https://doi.org/10.
1090/S0002-9939-1971-0287117-1

[13] N. GucLieLmy, E. HAIRER, Numerical approaches for state-dependent neutral delay equa-
tions with discontinuities, Math. Comput. Simulation 95(2014), 2-12. https://doi.org/10.
1016/j.matcom.2011.11.002


https://doi.org/10.1007/s00285-014-0821-8
https://doi.org/10.1007/s00285-014-0821-8
https://doi.org/10.1007/s12591-014-0204-z
https://doi.org/10.14232/ejqtde.2018.1.40
https://doi.org/10.14232/ejqtde.2018.1.40
https://doi.org/10.1007/BF01445156
https://doi.org/10.1007/s11464-010-0005-9
https://www.ams.org/mathscinet-getitem?mr=150421
https://www.ams.org/mathscinet-getitem?mr=0146486
https://doi.org/10.1016/0022-0396(84)90143-8
https://doi.org/10.1016/j.cnsns.2019.104874
https://doi.org/10.1016/j.jde.2010.12.013
https://doi.org/10.1007/s00285-019-01357-0
https://doi.org/10.1090/S0002-9939-1971-0287117-1
https://doi.org/10.1090/S0002-9939-1971-0287117-1
https://doi.org/10.1016/j.matcom.2011.11.002
https://doi.org/10.1016/j.matcom.2011.11.002

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

Differentiability of solutions with respect to parameters in SD-NFDEs 39

E. HArRTUNG, On differentiability of solutions with respect to parameters in a class of
functional differential equations, Funct. Differ. Equ. 4(1997), No. 1-2, 65-79. MR1491790

FE. HArTUNG, On differentiability of solutions with respect to parameters in neutral dif-
ferential equations with state-dependent delays, J. Math. Anal. Appl. 324(2006), No. 11,
504-524. https://doi.org/10.1016/j. jmaa.2005.12.025

F. HARTUNG, Linearized stability for a class of neutral functional differential equations
with state-dependent delays, Nonlinear Anal. 69(2008) No. 5-6, 1629-1643. https://doi.
org/10.1016/3.na.2007.07.004

F. HArRTUNG, Differentiability of solutions with respect to the initial data in differential
equations with state-dependent delays, . Dynam. Differential Equations 23(2011), No. 4,
843-884. https://doi.org/10.1007/s10884-011-9218-1

FE. HArRTUNG, On differentiability of solutions with respect to parameters in neutral dif-
ferential equations with state-dependent delays, Ann. Mat. Pura Appl. 192(2013), No. 1,
17-47. https://doi.org/10.1007/s10231-011-0210-5

F. HARTUNG, On second-order differentiability with respect to parameters for differential
equations with state-dependent delays, J. Dynam. Differential Equations 25(2013), 1089-
1138. https://doi.org/10.1007/s10884-013-9330-5

F. HARTUNG, Nonlinear variation of constants formula for differential equations with
state-dependent delays, |. Dynam. Differential Equations, 28(2016), No. 3-4, 1187-1213.
https://doi.org/10.1007/s10884-015-9445-y

E. HarTUNG, T. L. HERDMAN, ]J. TURI, On existence, uniqueness and numerical approxi-
mation for neutral equations with state-dependent delays, Appl. Numer. Math. 24(1997),
No. 2-3, 393—-409. https://doi.org/10.1016/50168-9274(97)00035-4

F. HarTUNG, T. L. HERDMAN, J. TURI, Parameter identifications in classes of neutral
differential equations with state-dependent delays, Nonlinear Anal. 39(2000), 305-325.
https://doi.org/10.1016/50362-546X(98)00169-2

F. HarTUNG, T. Kr15ZTIN, H.-O. WALTHER, ]. WU, Functional differential equations with
state-dependent delays: theory and applications, in: A. Canada, P. Drabek, A. Fonda
(Eds.), Handbook of differential equations: ordinary differential equations. Vol. III, Handb.
Differ. Equ., Elsevier, North-Holland, 2006, pp. 435-545. https://doi.org/10.1016/
$1874-5725(06)80009-X

FE. HARTUNG, ]. Turi, On differentiability of solutions with respect to parameters in state-
dependent delay equations, J. Differential Equations. 135(1997), No. 2, 192-237. https:
//doi.org/10.1006/jdeq.1996.3238

K. Ito, F. KarreL, Approximation of semilinear Cauchy problems, Nonlinear Anal.
24(1995), 51-80. https://doi.org/10.1016/0362-546X (94)E0022-9

Z. Jackiewicz, Existence and uniqueness of solutions of neutral delay-differential equa-
tions with state-dependent delays, Funkcial. Ekvac. 30(1987), 9-17. MR915257


https://www.ams.org/mathscinet-getitem?mr=1491790
https://doi.org/10.1016/j.jmaa.2005.12.025
https://doi.org/10.1016/j.na.2007.07.004
https://doi.org/10.1016/j.na.2007.07.004
https://doi.org/10.1007/s10884-011-9218-1
https://doi.org/10.1007/s10231-011-0210-5
https://doi.org/10.1007/s10884-013-9330-5
https://doi.org/10.1007/s10884-015-9445-y
https://doi.org/10.1016/S0168-9274(97)00035-4
https://doi.org/10.1016/S0362-546X(98)00169-2
https://doi.org/10.1016/S1874-5725(06)80009-X
https://doi.org/10.1016/S1874-5725(06)80009-X
https://doi.org/10.1006/jdeq.1996.3238
https://doi.org/10.1006/jdeq.1996.3238
https://doi.org/10.1016/0362-546X(94)E0022-9
https://www.ams.org/mathscinet-getitem?mr=915257

40

[27]

[29]

[31]

[32]

(33]

[34]

[38]

F. Hartung

B. KenNEDY, The Poincaré—Bendixson theorem for a class of delay equations with state-
dependent delay and monotonic feedback, J. Differential Equations 266(2019) No. 4, 1865-
1898. https://doi.org/10.1016/j.jde.2018.08.012

B. KENNEDY, Y. Mao, E. L. WENDT, A state-dependent delay equation with chaotic solu-
tions, Electron. J. Qual. Theory Differ. Equ. 2019, No. 22, 1-20. https://doi.org/10.14232/
ejqtde.2019.1.22

T. Krisztin, H.-O. WALTHER, Smoothness issues in differential equations with state-
dependent delay, Rend. Istit. Mat. Univ. Trieste 49(2017) 95-112. https://doi.org/10.
13137/2464-8728/16207

T. KriszTiN, J. Wu, Monotone semiflows generated by neutral equations with different
delays in neutral and retarded parts, Acta Math. Univ. Comenian. (N.S.) 63(1994), 207-220.
MR1319440

Y. L1, L. Zrao, Positive periodic solutions for a neutral Lotka—Volterra system with
state dependent delays, Commun. Nonlinear Sci. Numer. Simul. 14(2009) No. 4, 1561-1569.
https://doi.org/10.1016/j.cnsns.2008.03.004

W. R. MELVIN, A class of neutral functional differential equations, J. Differential Equations
12(1972), 524-543. https://doi.org/10.1016/0022-0396 (72)90023-X

T. G. MoOLNAR, T. INSPERGER, G. STEPAN, State-dependent distributed-delay model of
orthogonal cutting, Nonlinear Dynam. 84(2016), No. 3, 1147-1156. https://doi.org/10.
1007/s11071-015-2559-2

A. V. REzouNENKoO, Differential equations with discrete state-dependent delay: unique-
ness and well-posedness in the space of continuous functions, Nonlinear Anal. 70(2009),
No. 11, 3978-3986. https://doi.org/10.1016/j.na.2008.08.006

A. V. REzouNENKO, Viral infection model with diffusion and state-dependent delay: sta-
bility of classical solutions, Discrete Contin. Dyn. Syst. Ser. B 23(2018) No. 3, 1091-1105.
https://doi.org/10.3934/dcdsb.2018143

E. StumrF, Local stability analysis of differential equations with state-dependent delay.
Discrete Contin. Dyn. Syst. 36(2016) No. 6, 3445-3461. https://doi.org/10.3934/dcds.
2016.36.3445

H.-O. WALTHER, The solution manifold and C!-smoothness of solution operators for dif-
ferential equations with state dependent delay, J. Differential Equations 195(2003), 46—65.
https://doi.org/10.1007/s10884-018-9655-1

H.-O. WALTHER, Smoothness properties of semiflows for differential equations with state
dependent delays (in Russian), in: Proceedings of the International Conference on Differential
and Functional Differential Equations, Moscow, 2002, Vol. 1, Moscow State Aviation Institute
(MAI), Moscow 2003, pp. 40-55. English version: J. Math. Sci. (N. Y.). 124(2004), 5193—
5207. https://doi.org/10.1023/B:JOTH.0000047253.23098.12; MR2129126

H.-O. WALTHER, Linearized stability for semiflows generated by a class of neutral
equations, with applications to state-dependent delays. J. Dynam. Differential Equations
22(2021), No. 3, 439-462. https://doi.org/10.1007/s10884-010-9168-z


https://doi.org/10.1016/j.jde.2018.08.012
https://doi.org/10.14232/ejqtde.2019.1.22
https://doi.org/10.14232/ejqtde.2019.1.22
https://doi.org/10.13137/2464-8728/16207
https://doi.org/10.13137/2464-8728/16207
https://www.ams.org/mathscinet-getitem?mr=1319440
https://doi.org/10.1016/j.cnsns.2008.03.004
https://doi.org/10.1016/0022-0396(72)90023-X
https://doi.org/10.1007/s11071-015-2559-2
https://doi.org/10.1007/s11071-015-2559-2
https://doi.org/10.1016/j.na.2008.08.006
https://doi.org/10.3934/dcdsb.2018143
https://doi.org/10.3934/dcds.2016.36.3445
https://doi.org/10.3934/dcds.2016.36.3445
https://doi.org/10.1007/s10884-018-9655-1
https://doi.org/10.1023/B:JOTH.0000047253.23098.12
https://www.ams.org/mathscinet-getitem?mr=2129126
https://doi.org/10.1007/s10884-010-9168-z

Differentiability of solutions with respect to parameters in SD-NFDEs 41

[40] H.-O. WALTHER, More on linearized stability for neutral equations with state-dependent
delays. Differ. Equ. Dyn. Syst. 19(2011) No. 4, 315-333. https://doi.org/10.1007/
512591-011-0093-3

[41] H.-O. WALTHER, Semiflows for neutral equations with state-dependent delays, Fields Inst.
Commun. 64(2013) 211-267. https://doi.org/10.1007/978-1-4614-4523-4_9

[42] H.-O. WALTHER, A delay differential equation with a solution whose shortened segments
are dense, |. Dynam. Differential Equations 31(2019) No. 3, 1495-1523. https://doi.org/
10.1007/s10884-018-9655-1


https://doi.org/10.1007/s12591-011-0093-3
https://doi.org/10.1007/s12591-011-0093-3
https://doi.org/10.1007/978-1-4614-4523-4_9
https://doi.org/10.1007/s10884-018-9655-1
https://doi.org/10.1007/s10884-018-9655-1

	Introduction
	Notations and preliminaries
	Well-posedness and continuous dependence on parameters
	Differentiability wrt parameters

