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Abstract. Oscillation of solutions of even order half-linear differential equations of the

form
D(an,...,a1)x+q(t)|x|Psgnx =0, t>a>0, (1.1)

where «;, 1 <i <n,and B are positive constants, g is a continuous function from [4, c0)
to (0,00) and the differential operator D(ay, . ..,«1) is defined by

d o

D(ay)x = = (|x[*1 sgnx)

dt

and
d « ‘
D(a;,...,a1)x = E(|D(o¢,«,1,. ,aq)x|%sgnD(a;_q,...,01)x), i=2,...,n,

is proved in the case where a7 - - - &, = f through reduction to the problem of oscillation
of solutions of some lower order differential equations associated with (1.1).
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1 Introduction

Consider differential equations of the form

D(ay,...,00)x 4 q(t)|x|Psgnx =0, t>a>0, (1.1)

where n > 2 is an even integer, aq,ay,...,&, and P are positive constants, g : [a,00) —
(0,00), a > 0, is a continuous function and the differential operator D(ay, ..., &1)x is defined
recursively by

D(ap)x = ;t(|x\“1 sgnx)
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and

d

D(zxi,...,le)x:a(

|D(aj—1,...,a1)x|" sgn D(a;_1,...,01)x), i=2,...,1.
It is convenient to denote by C (ucj, ...,01)[tp,00),1 < j < n, the set of continuous functions
X : [to,00) — R such that D(«a;,...,a1)x, i =1,...,], exist and are continuous on [y, o).

A function x(t) from C(ay, ..., aq)[to, o0) is called a solution of equation (1.1) on [to, c0) if it
satisfies (1.1) at each t € [ty, 00). We restrict our consideration to the so called proper solutions
of (1.1), i.e., solutions which are not trivial in any neighborhood of infinity. Such a solution is
called oscillatory if it has an unbounded set of zeros, and it is called nonoscillatory otherwise.

It is known that for any nonoscillatory solution x(t) of (1.1) there exist a fp > a and an odd
integer [, 1 <1 <n —1, such that for t >t

x(t)D(aj, ..., a1)x(t) >0 forj=1,...,1], (1.2)

and ‘
(=1)"x(t)D(wj, ..., a1)x(t) <0 forj=1+1,...,n, (1.3)

(see Naito [19]). Functions belonging to C(ay, ..., a1)[to, o) and satisfying (1.2) and (1.3) for
t > to, will be called nonoscillatory functions of Kiguradze's degree I. We denote by N the set
of all nonoscillatory solutions of equation (1.1) which are of degree I. The elements of A\
(resp. N;;—1) will be called nonoscillatory solutions of the minimal (resp. maximal) Kiguradze’s
degree.

Existence and asymptotic behavior of positive solutions of nonlinear differential equations
of the form (1.1) in the case where the exponents satisfied either B < ay---a, or p > a1 ---ay
were studied by Naito in [18,19] (for some particular cases see also [7,8,11-13,16,17,20-22,24,
25]), but the important special case in which f = a; - - - a, seems to remain untouched until
now. As far as we know, the paper by Dosly et al. [4] devoted to the study of nonoscillation
of solutions of higher order half-linear differential equations of the form

n (k)
3 (-1 (0 sgnx ) =0,

where ¢, 0 < k < n, are continuous functions with r,(t) > 0 in the interval under considera-
tion, is the only work on the subject.

Recently, the present author in [6] gave an oscillation criterion which (when specialized to
equation (1.1)) says that all solutions of (1.1) are oscillatory if there exists an ¢ € (0,1] such
that

/oo t"‘z“'”‘”*"‘3"""”*"'Hl’g)"‘"q(t)dt = o0. (1.4)
a

The result is sharp in the sense that if ¢ = 0 in (1.1)), then equation (1.1) may have nonoscil-
latory solutions. On the other hand, the above criterion does not apply to such an important
special case of (1.1) as the nonlinear Euler-type differential equation

Y

D(‘X”’ te ’(Xl)x + foo -ty tage e+ a1

|x|*1 % sgnx =0, t>a>0, (1.5)

where v > 0 is a constant.
Thus, our main purpose here is to obtain criteria which would be more sensitive to oscilla-
tory behaviour of solutions of equations of the form (1.1) and would apply also to higher order
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half-linear equations of the Euler type. Our approach is based on reduction of the problem
of oscillation of equation (1.1) to the problem of oscillation of solutions of some lower order
equations and inequalities. In the linear case this approach was used successfully by various
authors in [1,2,5,9,10,14,15,23].

2 Preliminaries

We begin with some preparatory results which will be needed in the sequel.

Lemma 2.1. Let « > 0 and y € C(a)[t, 00) be such that either

y(t)D(a)y(t) >0 fort > ty, (2.1)
or
y(t)D(a)y(t) <0 fort >ty (2.2)
and .
/to ID()y(#)|dt < co. 2.3)

Theny € Cl|ty, o), i.e., the usual derivative y'(t) exists and is continuous on [ty, o).

Proof. We will assume that y(t) > 0 on [tg,o0). (The proof in the case y(t) < 0 for t > tj is
similar and is omitted.)

If y satisfies (2.1), then we can integrate D(a)y(t) from f( to t and raise the result to the
power 1/a to get

v = |+ [ Dyl t= 2.4)

Similarly, if y satisfies (2.2) and (2.3), then D(a)y(t) < 0 for t > t, implies that y(c0)* =
lim; 0 y(t)* exists as a nonnegative finite number and after integration of D(a)y(t) from
t(> ty) to oo we arrive at

w

) = [t = [“Dt@pers| 1= @9

From (2.4) (resp. (2.5)) it is clear that in both cases the function y(t) is continuously differen-
tiable on [tp, o). O

Remark 2.2. Repeated application of Lemma 2.1 shows that if y is a nonoscillatory solution
of equation (1.1) on an interval [fg, o), then y and D(w;,...,a1)y, i =1,...,n — 1, are contin-
uously differentiable functions, that is,

;ty(t) and Z[D(aci,. an)y(h)], i=1,...,n—1,
exist and are continuous on [t(, c).
To formulate and prove our next lemma, we define the numbers r;(k),1 <i < n—1 and
k=0,1,...,i, by
1

ri(0) =1 and ri(k)= o 1ri(k—l)%—l fork=1,...,1 (2.6)
1—k+

We also set
. 1 1 1
ri=ri(i)=1+—+ — 4 —
X1 X108 K10o -+ - &
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Lemma 23. If y € C(ay,...,a1)[to,0) satisfies D(a;,...,a1)y(t) > 0, i = 0,...,1 and
D(ajyq,...,01)y(t) <O fort > toy, then

(t—to)D((Xl_k,...,(Xl)y(t) S T[(k) [D(O{l_k_l,...,(Xl)y(t)]akk, kZO,l,...,l—l, (2~7k)
for t > to.

Proof. Since D(ay, ..., a1)y(t) is decreasing for t > ty, integrating on [to, t] we obtain

(t—to)D(ay, ..., a)y(t) < /tD(“1,-~-/0¢1)]/(S)dS = /t ([D(ar-1, ..., a1)y(s)]™) ds

= [D(aj_1, ..., a1)y(t)]" — [D(w_1,...,a1)y(to)]"
< [D(agy, - a)y(1)]", (2.8)

which gives inequality (2.7;) for k = 0. Next, since by the remark after Lemma 2.1,
D(aj_1,...,a1)y(t) is continuously differentiable function, we can express (2.8) explicitly as

0(171

a(t—to) [D(a_1,. .., a0)y(H)]" " (D(as_1,...,a1)y(t)) < [D(w_1,...,01)y(H)]",

or, equivalently,

14 o
a

[(t—to)D(a;_1, ..., a1)y(t)] < D(ay_1,...,a1)y(t), (2.9)

for t > to. Integrating (2.9) from ty to t we obtain

1+«

. [D(a_g,...,a1)y(t)]", t>t, (2.10)

(t — to)D(ﬂl,l, .. .,Dél)y(t) <

which is (2.7;) for k = 1.
Repeated application of the above procedure yields (2.7;) also for k = 2,...,] — 1 where
D(wj,...,a1)y(t) for j = 0 should be interpreted as y(t). O

The following comparison lemma will play an important role in our later discussions. For
the proof see Naito [19].

Lemma 2.4. Let ] € {1,3,...,n — 1} be a fixed odd number and let the differential inequality
D(ay,...,a1)y+q(t)|y| *sgny <0, t>a>0, (2.11)

where q : [a,00) — (0, 00) is a continuous function, have a positive solution y(t) of degree | for t > t.

Then there exists a positive solution x(t) of equation (1.1) which has the same degree .

3 Reduction to the existence of solutions of minimal degree

Define numbers R;, 1 <i <n —1, by

1 1
1 “ 1 ajay 1 ay-a_q
1 an i <rl.(i_1)) <T’j(i_2)> <rz<1)> p 1 , SN ,

where r;(k), k=0,1,...,1, are given by (2.6).
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Theorem 3.1. Eq. (1.1) has a nonoscillatory solution of the Kiguradze's degree 1,1 <1 < n —1, if and
only if the differential equation

D(an, ..., 01)z + Rlﬁ(t — tg) 17 VBg (1) |2]Msgn z = 0, t > to, (3.1
has a nonoscillatory solution of the Kiguradze's degree 1.

Proof. (Necessity.) Suppose that (1.1) has a nonoscillatory solution x(t) whose Kiguradze’s
degreeis I, 1 <1 < n — 1. We may assume that x(t) is positive and satisfies (1.2) and (1.3) on
[to, 00). If we chain the inequalities (2.7), k = 1,...,] — 1, together, we obtain

1

x(t) > Ry(t—to)" 1" [D(ay_y, ..., a1)x(H)] 71, >t (3.2)
Substituting this inequality into (1.1), we obtain that x(t) satisfies the inequality
D(&n, ..., 00)x(t) + RO (t — to) = Dsdug (1) [D(ay_q,..., a1)x (8] <0.
Put y(t) = D(w;—_1,...,a1)x(t). Then the function y(t) satisfies
Dt -, a)y(£) + RE (E — to) "D g (1) |y (1) sgn (1) <0, t >t (33)

and its Kiguradze’s degree is 1. By Lemma 2.4, the corresponding differential equation (3.1;)
has a positive solution z(t) of the same degree 1.

(Sufficiency.) Let (3.1;) have a nonoscillatory solution z(t) of degree 1. We may assume that
z(t) > 0 for t > ty. Then the function

t 51 51-2 ﬁ i %
w(t) = (RZ/R11)</tO </to </to z(sl1)dsll> dsz> dsl> (3.4)

D(lxl,1, ... ,le)w(t) = (Rl/Rl,l)alulal_lZ(t)

and since z(t) has degree 1, the function w(t) satisfies

satisfies

D(ag,...,07)w(t) >0 fork=1,...,1,
and
(=1)"*D(ay,...,a1)w(t) <0 fork=1+1,...,n.

Hence, w(t) is a function having degree I for t > t;. Since z(t) is increasing, from (3.4) we
obtain

1 1 1

t S1 Sy a_q a ay
w(t) S (Rl/Rl,1)Z(t)1/(lX1mal_l) (/t </t (/t zdS[1> o ...dSz) 2d51> 1
0 0 0

= Rl(t _ to)rl*l_1Z(t)1/('x1mal*1).
Now, as a consequence of the relation

1
rnk)=r_1(k-1)+ ———, k=1,...,1,
1(k) =r-1(k—1) PR
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we get r;(k) > r_1(k—1),k=1,...,1, which implies
(Ry/Rj)™ ™ <1
Thus,
D(ay, ..., a1)w(t) = (Ri/Ri_1)" " 'D(an,...,01)z(t) < D(an, ..., a1)z(t)
and so for t > tg,
D(ay, ..., a0)w(t) +q(H)w(t) % < D(ay, ..., 00)z(t) + R (¢ — to)(rlfl_l)"‘l""""q(t)z(t)"‘l""""

showing that w(t) is a solution of (2.11) for > ty since z(t) is a solution of (3.1;). Finally, by
Lemma 2.4, there exists a positive solution x () of (1.1) of degree I. This completes the proof
of the theorem. ]

Remark 3.2. If I = n — 1, then (3.1;) reduces to the second-order equation
D(ay, 0y-1)z + Rﬁfl(t — tg) 2= VBg () 2| 1% sgn z = 0. (3.1,-1)

From Theorem 3.1 it follows that if (3.1, 1) is nonoscillatory, then equation (1.1) is nonoscilla-

tory, too. (More precisely, it has a nonoscillatory solution of the maximal degree | = n —1.)
However, if I < n — 1, then equations (3.1;) are of orders greater than 2 and it may not be

an easy matter to determine whether or not (3.1;) has a nonoscillatory solutions of degree 1.

Thus, we proceed further and associate with (1.1) a set of half-linear differential equations
all of which are of the second order.
For this purpose we assume that the integrals

Li(q) = /:oq(t)dt,

1 1
L1 1(q) = / (/ (/ q(s)ds> . dsl+4> " ds;ys, 1<1<n-2,
a 5143 Sn—1

converge and define continuous functions po(t),...,p,—;-1(t) by

) =) o= | [Cpaas] T k=t -1 69

The following theorem is the main result of this paper.

Theorem 3.3. Suppose that (1.1) has a nonoscillatory solution x(t) which is of degree ,1 <1 <n—1,
for t > to. Then, the second order half-linear differential equation

D(IXZ+1,0CZ)Z + R;"1~--Dll+1 (t _ to)(1’1,171)041--.0(1+1pn7171(t) ’Z‘MﬂélJrl sgnz = 0’ t Z to’ (361)

has a nonoscillatory solution of degree 1.
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Proof. Suppose that equation (1.1) has an eventually positive solution x(t) which is of degree
I,1<I1<mn-—1,fort >ty (If x(t) is a solution which is eventually negative, the proof is
similar and is omitted.)

By Theorem 3.1, there exists a positive solution z(t) of the lower order differential equation
(3.1;) which is of degree 1, i.e., it satisfies for t > ¢

D(a))z(t) >0 and (—1)""D(aj,...,a))z(t) <0 forj=1+1,...,n (3.7)

Integrating (3.1;) from t to oo and using (3.7), we get

1/ay

D(“Tl*ll . .,IXI)Z(t) 2 szl---an,l (/ (S _ to)(rzl1)0¢1'--acnq(s>z(s)txl'--txnds> , t Z tO-
t

Continuing in this fashion and using the fact that z(t) and (t — to)"-1=)%1% are increasing
functions for t > tj, we obtain

— [D((a41, 1)z ()]

> R;"l"'“lﬂ (t _ to)(yl—l_l)"‘l"'D‘le(t)‘xl“HlD‘HZ < /too < . </S°°1 q(s)ds) " - ) ’XHSdSHz),

or, equivalently,
D1, 0)z(t) + Ry (E— to) Dty (z(H)M% <0, >ty (3.8)

where p,,_;_1(t) is defined by (3.5). Thus, by Lemma 2.4, the differential equation (3.6;) has a
positive solution of degree 1 as claimed. The proof of the theorem is complete. O

As an immediate consequence of Theorem 3.3 we get the following oscillation result.

Corollary 3.4. If all of the second order half-linear differential equations (3.6;),1 =1,3,...,n—1, are
oscillatory, then all solutions of the n-th order differential equation (1.1) are oscillatory.

Example 3.5. Consider the Euler-type nonlinear differential equation
D(aty, ..., 01)x 4yt~ 02tz =ttt )|y @1t gom y — (), t>1, (3.9)

where 7 is an even integer and «;, ...,«, and 7y are positive constants.
To simplify notation and formulation of our results for equation (3.9), we define the num-
bers g;and Q;, i =1,...,n, by

g1 =0, gi =wi(gi1+1) fori=2,...,n, (3.10)

and

1 1 1 1

1\~ 1 [Ty 1 aagg ]\ an
=1, == — , i=2,...,n. (3.11
Q Q (%‘) <¢7z‘+1> <ﬂln1> (%) ( )

It is a matter of easy computation to verify that if g(¢) = yt~0~1 o > 0, then the functions
0n—1—1 defined by (3.5) become

o1 (t) = oM Wl Qpopantl =1, n -3, (3.12)
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and the second order half-linear differential equations (3.6;) associated with (3.9) reduce re-
spectively to

(2%t sgnz’) 4 o/ @@ REHH Q) iz M sgnz =0, > 1, (3.13))
if1<lI<n-3,and
(171" sgnz') + Ryt |z sgnz =0,  t>1, (3.14)

ifl =n—-1
If we apply the well-known result which says that all solutions of the generalized second
order Euler differential equation

(12| sgnz)/ + At z|%sgnz = 0, t>1, (3.15)
are oscillatory if and only if
a+1
A > <ail> , (3.16)

(see, for example, [3]), then we get that for oscillation of all solutions of equation (3.7) it is
sufficient that

. @i+l
) RG> <(x1+l1+jr 1) ’ I=13,...,n=3, (3.17))

and -
TR > (wn“_’h) : (3.18)

Example 3.6. Consider the fourth order half-linear differential equation
D(ag, a3, 22, 01)x 4 g(t)]x|*1*2%% son x = 0, t>a>0, (3.19)

where a;,1 < i < 4, are positive constants and g : [a,00) — (0,00) is continuous function.
Second order equations associated with (3.19) are

0o 0 1/0(4 1/0(3
(I|*2sgnz’)" + </ </ q(T)dT> dS) 2|2 sgnz =0, t>t, (3:20)
t s

and

(|Z,|“4 s nZ’)I—|— & N304 [x3 lX3D¢4(t B t )(1-9-0(2)0(3044 (t)|z|a4 sonz = 0 t > t
& 14+ a3+ aras 14+ a3 0 q & ! =0
(3.21)

From Corollary 3.4 we know that oscillation of both equations (3.20) and (3.21) implies
oscillation of all solutions of equation (3.19).
This occurs, for example, if for some € € (0,1]

/;o t < /too </:o q(T)dT> 1/064dS>1/0‘3dt‘ =00 (3.22)

/ t(1+a2)w3w4+1—8q(t)dt = 00, (3.23)
a

and

(see [6]).
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4 Reduction to the existence of solutions of maximal degree

In the last section we indicate an alternative way how to obtain the set of second-order equa-
tions (3.6;) associated with the even order half-linear differential equation (1.1). Here, the
problem of the existence of nonoscillatory solutions of an arbitrary degree | of equation(1.1)
is converted into the problem of the existence of solutions of the maximal Kiguradze’s degree
of certain lower order half-linear differential equation.

Theorem 4.1. If the n-th order equation (1.1) has a nonoscillatory solution of degree I, then the (14 1)-
order differential equation

D(ajy1, ..., 01)z(t) + pp—1(8)|z(t) | M1 sgnz(t) =0, t>to, (4.1))

has a nonoscillatory solution of the same degree I.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1) which is of Kiguradze’s degree I.
We may suppose that x(t) is eventually positive and satisfies (1.2) and (1.3) on [tg, ), tg > a.
If I = n — 1, then the proof is trivial because (4.1,_1) is the same as (1.1).
Let 1 <[ < n — 1. Integrating (1.1) from (> fy) to oo, we get

1/ay

D(zxn_l,...,le)x(t)z(/tooq(s)x(s)“l"""”ds> L it

Continuing in this way, we finally arrive at

—D(ayq1, ..., 00)x(t)

> (/too </:2 (/sn 1 q(s)x(s)”‘l"""”ds> 1/an...dsl+3>

1/a145

/a0
d51+2> (4.2)

for t > ty. Since x(f) is increasing for t > ty, from (4.2) it follows that

D(ajyq, ..., 01)x() + o1 (H)x ()4 <0, t > to.
Application of Lemma 2.4 shows that (4.1;) has a positive solution z(t) which satisfies (1.2)
and (1.3) with n replaced by [ + 1. The proof of the theorem is complete. O

If we estimate x(t) from below as in the proof of Theorem 3.1 and substitute it into (4.1;),
we obtain

D((Xl+1, . .,«xl)x(t) 4 Rtlxl-nocHl(t _ tO)(r]q_1)0(1"'“’“Pn7171(t) [D(“l—lr L ,Dél)x(t)]MMH S 0
(4.3)
for t > ty. Let y(t) be given by
y(t) = [D(aj_q,... a1)x(t)]".
Then y(t) satisfies the second order differential inequality
(Iy/ (D)1 sgny (£)) + R4 (¢ — to) =Dm=p, (1) |y(1) [t sgny(t) <0, ¢ ko,

and, by Lemma 2.4, there exists a nonoscillatory solution z(t) (of degree 1) of the correspond-
ing differential equation

(12 ()" sgnz/ (1) + R4 (¢ — po) o Dmmiong, oy (1)]z(0)[ % sgnz(t) =0, ¢ ho,
(4.4))
which is the same as (3.6;).
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