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1 Introduction

In this paper, we are interested in the study of integral equations that can be modeled in the
form

t
x(t) = x0+ t a(t,s)f(x(s),s)dg(s), t € [to, to+ 0], (1.1)
0
where the integral on the right-hand side is in the sense of Henstock—-Kurzweil-Stieltjes [22].
This class of equations plays an important role from the theoretical point of view as well as
for applications, since they subsumes many types of well known mathematical models. As a
matter of fact, they can be used to model different problems such as anomalous diffusion pro-
cesses, heat conduction with memory and diffusion of fluids in porous media, among others.
See [3,5,7,20,21] for instance. On the other hand, the subject of Volterra integral equations
has been attracting the attention by several researchers, since they represent a powerful tool
for applications. See, for instance, [1,4,6,8,9,14,17].
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It is worth noticing that depending on the choice of the kernel a : [ty, to + 0] X [to, to + 0] —
R, we can study in an unified way a very general class of problems. For instance, if a(t,s) =1
for all (t,s) € [to,to + 0] X [to, to + 0], then equation (1.1) reduces to the classical measure
differential equation, which is very well-developed in the literature (see [12]). On the other
hand, if a(t,s) = k(t —s) for all (t,s) € [to, to + 0] X [to, to + 0], then the integral equation (1.1)
reduces to a Volterra integral equation which have many applications to the study of heat flow
in the materials of fading memory type (see [7,20,21]), among others.

In the present paper, our goal is to prove existence and uniqueness results for the integral
equation (1.1) under very weak conditions for the functions f,a and g. These results are more
general than the ones presented in the literature, since the required conditions allow that
either the function f in (1.1) be highly oscillating, or the functions a, f and g that appear in
(1.1) may have a countable number of discontinuities. Also, we present three examples to
illustrate our results.

Further, we prove that under certain assumptions the integral equation given by (1.1) can
be regarded as an impulsive Volterra-Stieltjes integral equation described by

t

x(t) = x(to) + [ a(t;s)f(x(s),s)dg(s)+ ) Le(x(t)). (1.2)
fo ke{l,...,m},

These last equations can also be regarded as an impulsive Volterra A-integral equation on time
scales given by

x(t) = x(to) + ta(t,s)f(x(s),s)As+ Z L(x(t)), (1.3)

fo ke{1,...,m},
te<t

when g(t) = inf{s € T : s > t}. We only illustrate the first correspondence in this paper,
since it brings more complexity due to the kernel from Volterra—Stieltjes integral equation. On
the other hand, we have omitted the second one to turn the paper simpler and shorter, but
following similar steps from [12], it is possible to prove such correspondence.

This paper is organized as follows. In the second section, we present the basic concepts
and properties concerning the Henstock-Kurzweil-Stieltjes integral which is the main tool to
prove our results. In the third section, we investigate the Volterra—Stieltjes integral equations
and we prove a result concerning the existence and uniqueness of solutions of these equations.
The last section is devoted to present a correspondence between Volterra-Stieltjes integral
equations and impulsive Volterra—Stieltjes equations and also, to prove a result concerning
existence and uniqueness of solutions for these last equations.

2 Henstock-Kurzweil-Stieltjes integral

In this section, we recall some properties concerning the Henstock-Kurzweil-Stieltjes integral.
See [22] for more details.

Let [a,b] be an interval of R, —co < a < b < 4o0. A tagged division of [a,b] is a finite
collection of point-interval pairs D = (T, [s;1,5]), where a = sp <51 < ... <sp =bisa
division of [a,b] and 7; € [s;_1,s;], i = 1,2,...,|D|, where the symbol |D| denotes the number
of subintervals in which [a, b] is divided.
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A gauge on a set B C [a, b] is any function ¢ : B — (0, c0). Given a gauge J on [a, b], we say
that a tagged division D = (7, [s;_1, s;]) is d-fine if for every i € {1,2,...,|D|}, we have

[si—1,8i] C (1 —6(7), T+ 6(w)).

A function f : [a,b] — R is called Henstock—Kurzweil-Stieltjes integrable on [a,b] with
respect to a function g : [a,b] — R, if there is an element I € R such that for every € > 0, there
is a gauge ¢ : [a,b] — (0,0) such that

D
Y f(1) (8(si) —g(si1)) —I| <e
i=1
for all d—fine tagged partition of [4,b]. In this case, I is called Henstock—Kurzweil-Stieltjes in-
tegral of f with respect to g over [4,b] and it will be denoted by [ ab f(s)dg(s), or simply
b
[, fdg.
The Henstock-Kurzweil-Stieltjes integral has the usual properties of linearity, additivity
with respect to adjacent intervals, integrability on subintervals (see [22]).
We recall the reader that a function f : [a,b] — R is called requlated if the lateral limits

f(t—) = lim f(s), te€(ab] and f(t+)= lim f(s), t€[ab)

s—t— s—t+

exist. The space of all regulated functions f : [4,b] — R will be denoted by G([a, b],R), which
is a Banach space when endowed with the usual supremum norm

1 flleo = sup |f(s)].

s€(a,b]

Given a regulated function f : [2,b] — R, we will use the notations AT f(t) and A~ f(#)
throughout this paper to denote

ATf() = f(t+) = f(t) and ATF(t):= f(t) = f(t=),

respectively.

The next result ensures the existence of the Henstock—-Kurzweil-Stieltjes integral. We ob-
serve that the inequalities follow from the definition of the Henstock-Kurzweil-Stieltjes inte-
gral. This result can be found in [22, Corollary 1.34].

Theorem 2.1. Let f : [a,b] — R be a requlated function on [a,b] and g : [a,b] — R be a nondecreas-
ing function. Then the following conditions hold.

(i) The integral fbf(s)dg(s) exists;

@) |[, F)dgls)] < [} 1F()] dgls) < £l (5(b) — g(a)).

The following inequalities follow directly from the definition of the Henstock-Kurzweil—-
Stieltjes integral. A similar version was proved in [2, Theorem 7.20] for the case of the
Riemann-Stieltjes integral. We omit its proof here, since it is similar to the proof of [2].

Theorem 2.2. Let f1, fo : [a,b] — R be Henstock—Kurzweil-Stieltjes integrable functions on the
interval [a,b] with respect to a nondecreasing function g : [a,b] — R and such that f1(t) < fo(t), for

t € [a,b]. Then
[ A6 < [ Ro)dg)
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The next result is an immediate consequence of Theorem 2.2.

Corollary 2.3. Let f : [a,b] — R be Henstock—Kurzweil-Stieltjes integrable function on the interval
[a, b] with respect to a nondecreasing function g : [a,b] — R and such that f(t) > 0, for t € [a,b].
Then

N b
(i) [, f(s)dg(s) > 0.
(ii) The function [a,b] > t — f; f(s)dg(s) is nondecreasing.
In the sequel, we present a Gronwall-type inequality. See [22, Corollary, 1.43].

Lemma 2.4. Let g : [a,b] — [0, 00) be a nondecreasing and left-continuous function, k > 0 and 1 > 0.
Assume that ¢ : [a,b] — [0, c0) is bounded and satisfies

¢
9@ <k+1 [ yp@e)dgl),  celnd]

Then (&) < ke!8©)=8@) for all & € [a, b].

The following result, which describes some properties of the indefinite Henstock-Kurzweil—-
Stieltjes integral, is a special case of [22, Theorem 1.16].

Theorem 2.5. Let f : [a,b] — Rand g : [a,b] — R be a pair of functions such that g is requlated
and | ab f(s)dg(s) exists. Then the function

Wi = [ fo)dgls),  te o

is regulated on [a, b] and satisfy

The following assertion is a Substitution Theorem for the Henstock—-Kurzweil-Stieltjes in-
tegral. It can be found in [19, Theorem 2.19].

Theorem 2.6. Assume the function h : [a,b] — R is bounded and that the integral fabf(s)dg(s)
exists. If one of the integrals

b t b
[rwa( [ row©), [ oo,
exists, then the other one exists as well, in which case the equality below holds
b t b
[ nwa ([ rods©) = [ mosnaso

Now we present a result which is a type of the Dominated Convergence Theorem for
Henstock-Kurzweil-Stieltjes integrals. See [22, Corollary 1.32].
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Theorem 2.7. Let g : [a,b] — R be a nondecreasing function on [a, b]. Assume that ¢, : [a,b] — R
are functions such that the integral | ab ¢n(s)dg(s) exists for all n € IN. Suppose that for all s € [a, b],
we have limy, o0 @y (s) = @(s) and that for n € N, s € [a, b] the inequalities x(s) < ¢n(s) < w(s)
hold, where w,x : [a,b] — R are functions such that the integrals fab x(s)dg(s) and fub w(s)dg(s)
exist. Then the integral | ab ¢(s)dg(s) exists and
b b
lim [ g,(s)dg(s) = | g(s) dg).
a a
The following lemma is a direct consequence of G([a, b], R") being a Banach space.

Lemma 2.8. If a sequence {xy}5, of regulated functions (from [a,b] to R) converges uniformly on
the interval [a, b] to a function x : [a,b] — IR, then this function is also regulated on [a, b].

We recall the reader that a set A C G([a, b], R) is called equirequlated, if it has the following
property: for every € > 0 and fg € [a, b], there is a 6 > 0 such that

(1) ifxe A sefabland th— <s < ty, then |x(tp—) — x(s)| <¢,
(2 ifxe A, s€abland ty <s < tp+ 9, then |x(tp+) — x(s)| < e.

The next result describes a necessary and sufficient condition for a subset of G([a, b}, R) to
be relatively compact, which is an immediate consequence of [15, Theorem 2.18]. We remark
that even though the result in [15] requires v to be an increasing function, it is enough to
assume that v is nondecreasing and let 9(t) := v(t) +¢t, t € [a,b], to see that the original
assumption is satisfied.

Theorem 2.9. The following conditions are equivalent.
(i) A C G([a,b],R) is relatively compact.

(ii) The set {x(a) : x € A} is bounded and there is a nondecreasing function v : [a,b] — R such
that
x(2) — x(0)| < v(2) —v(m),
forallx € Aandalla < 7 < 12 < b.

The following lemma will be crucial to prove that an impulsive Volterra integral equation
can always be transformed to a Volterra integral equation without impulses. This result can
be found in [12, Lemma 2.4].

Lemma 2.10. Let m € N, a < t < tp < -+ < ty, < b. Consider a pair of functions f : [a,b] - R
and g : [a,b] — R, where g is requlated, left-continuous on [a,b], and continuous at ti, ..., t,. Let
f:[a,b] — Rand g : [a,b] — R be such that f(t) = f(t) forevery t € [a,b]\{t1,... tm}and §—g
is constant on each of the intervals [a, t1], (t1,t2],..., (fm—1,tm], (tm,b]. Then the integral fffdg
exists if and only if the integral | ab f dg exists; in that case, we have

[ Ferag) = [ fo)ds)+ ¥ Fratgr).
a a ke{ti,gl,}m},

The next result will be essential to prove the existence of solution of Volterra—Stieltjes
integral equations. It is a classical result of fixed point.

Theorem 2.11 (Schauder Fixed-Point Theorem). Let (E,|| - ||) be a normed vector space, S a
nonempty convex and closed subset of E and T : S — S is a continuous function such that T(S)
is relatively compact. Then T has a fixed point in S.
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3 Volterra—Stieltjes integral equations

In this section, our goal is to study the following type of equation
t
x(t) =xo+ [ a(t,s)f(x(s),s)dg(s), tefto,to+o], theER,

fo

where the Henstock-Kurzweil-Stieltjes integral on the right-hand side is taken with respect
to a nondecreasing function g : [to,to+ 0] = R, f : R X [tg,to+0] - R, 0 > 0, x0 € R, and
a: [to, to + 0']2 — R, where [t(), to + 0']2 = [to, to + 0'] X [to, to + 0'].

Throughout this paper, we will use the symbol G, ([t ty + ¢]?, R) to denote the set of all
functions b : [to, to + 0]2 — R such that b is regulated with respect to the second variable, that
is, for any fixed t € [to, tp + 0], the function

b(t,-):s € [to, to+ 0] — b(t,s) € R

is regulated.
In what follows, we say that c : [to,to + ¢]?> — R is nondecreasing with respect to the first
variable if for any fixed s € [to, to + 0], the function

c(-,s): t € [to, to+ 0] —> c(t,s) € R

is nondecreasing.
We assume the following conditions are satisfied.

(Al) The function g : [to, to + ¢] — R is nondecreasing and left-continuous on (o, to + o].
(A2) The function a € Gy([to, to + ¢]%, R) is nondecreasing with respect to the first variable.

(A3) The Henstock—Kurzweil-Stieltjes integral

to+o
| alt9)f(x(s),5)dg ()

exists, for all x € G([to, to + 0], R) and all ¢ € [ty, to + 0.

(A4) There exists a Henstock-Kurzweil-Stieltjes integrable function M : [ty t) + o] — RT
with respect to g such that

< /:2 |c2a(T2,8) + c1a(Ty, s)| M(s)dg(s),

1

/T ® (e2a(12,5) + cra(m, ) £ (x(s),5)dg(s)

1

for all x € G([to, to + ¢],R), c1,c2 € R and all [1y, 2] C [to, to + ¢]. In particular, we have
that

< ["la(r9)M(s)dg(s),

1

[ alws) £ (), 5)dg ()

1

and

< /:2 |a(t2,s) —a(T,s)|M(s)dg(s)

1

/TTZ(a(Tz,s) —a(7,s))f(x(s),s)dg(s)

1

for all x € G([to,to + 0], R), and all 7,1y, T2 € [to, to + 7.
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A5) There exists a regulated function L : [to, tg + ¢] — R such that
( g

/Trz a(t,s)[f(x(s),s) — f(z(s),s)]dg(s)

1

< ["latr )| L(s)x(s) — 2()1dg(s),

1
forall x,z € G([to,to —|—0’],1R) and all [Tl,Tz] C [to,to —f—O’].

Remark 3.1. Note that [,""|ca(ty,s) + c1a(t1,5)| M(s)dg(s) and [, [a(t,5)| L(s)|x(s) —
z(s)|dg(s) exist. Indeed, by Corollary 2.3, [to, fo+ 0] > t — fté M(s)dg(s) is a nondecreasing
function. On the other hand, the function [ty, tp + 0] 3 s — c2a(12,s) + c1a(T1,s) is regulated.
Then, by Theorem 2.1, the integral féﬁa |coa (T2, 8) + c1a(Ty, s)|d (ftz M((,‘)dg(é)) exists. Us-
ing this fact, the boundedness of c2a(1,-) + c1a(7,-) and Theorem 2.6, we have that the
integral ftgﬁa |c2a(T2,s) + c1a(ty,s)| M(s)dg(s) exists. For the second integral, note that the
function s — |a(t,s)| L(s)|x(s) — z(s)| is regulated.

Remark 3.2. Note that when s — a(7,s)f(x(s),s) is a regulated function on [to, to + o] for
to < T < tp + 0 and g is nondecreasing, then (A4) holds by Theorem 2.1.

Remark 3.3. Suppose that g is a nondecreasing function. Then, the condition (A4) is true
whenever the function f is bounded in x. Moreover, we observe that condition (A5) holds
whenever the following Lipschitz type condition is satisfied:

[f(x(s),8) = f(2(s),8)[ < L(s)|x(s) —2(s),  to<s<to+o,
where L : [to, to + 0] — R™ is a regulated function.

Remark 3.4. Suppose that a satisfies condition (A2). Since a(to,y) < a(x,y) < a(to+0,y) for
all x,y € [to, to + o] and the functions a(to,y),a(to + 0, y) are regulated in y, we have that a is
bounded in [ty, ty + ]

Next, we present the main result of this section. It ensures the existence and uniqueness of
solution of Volterra—Stieltjes integral equations. In order to prove it, we employ the Schauder
Fixed Point Theorem and Gronwall’s inequality for Stieltjes integral.

Theorem 3.5. Assume f : R X [to,tg + 0] — R satisfies the conditions (A3), (A4) and (A5), a :
[to, to + 0] — R satisfies condition (A2) and g : [to, to + 0] — R satisfies condition (A1). Then there
exists a unique solution x : [to, to + 0] — R of

x(t) = xp + ta(t,s)f(x(s),s) dg(s), t € [to, to + 0. (3.1)

fo

Proof. Let us define the following constants:

c:= sup  |a(t,s)], (3.2)
(t,5)€lto,to+0]?
to+o
B:= cM(s)dg(s). (3.3)

fo
Notice that all these constants are finite and well-defined in view of conditions (A2), (A4) and
Remark 3.4.

Existence. Consider the set

H:={¢ € G([to, to + 7|, R) : ¢(to) = xp and |@(t) — xo| < B, t € [to, to + ] }.
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The set H is nonempty, since

Q: [to,to—l—O’] — R
s ¢(s) := xo,

belongs to H. Define T : H — H given by

t
(Tx)(t) :==xo + t a(t,s)f(x(s),s)dg(s), x € H. (34)
0
Taking into account the condition (A3), we infer that the integral on the right-hand side of
(3.4) is well-defined. Now, given x € H and ty) < 1 < T2 < tp + 0, by conditions (A2), (A3),
(A4), Theorem 2.2 and Corollary 2.3, we have

- /to a(my9)f(x(s),5) dg(s) [ " al(m, =)/ (x(s), ) dg )
):5)dg()+ [ "alm ) f(x(s),5) d3()~ [ " a(ri,9)f(x(5), ) ds )
< / a(my9)f(x(s),5) dg(s) |+ | [ (alz5) —a(m, ) f(x(s),5) dg )

< [ lalm 9 M(e) dg(s) + [ lalrys) a(m,5)| M(s) ds(s)

Thm 2.2, (A2), (A4) and (3.2)

< /T cM(s) dg(s +/ a(12,s) —a(m,s))M(s) dg(s)

< /TITZ CM(S) dg(s) + /totoJr‘T(a(Tz,s) — a(Tl,S))M(S) dg(s),

a(t, s
T

that is,
(1))~ (@) < " eME)dgo) + [ (o(ms) - a(m)ME ). 63
Define v : [to, to + 0] — R by
o) = [ eME©)dg(s)+ [ alt, )M dg(s), (36)

for every t ¢ [to,to + 0]. Since M is a Henstock-Kurzweil-Stieltjes integrable function,
ftt M(s)dg(s) exists for all t € [ty,to + ¢]. On the other hand, using the same arguments

as in the Remark 3.1, we ensure the existence of ft°+a (t,s)M(s) dg(s) for all t € [to, to + 0.

Then v is well-defined. Also, it is easy to check that v is a nondecreasing function. Using (3.5)
and (3.6), we have

[(Tx)(12) = (Tx)(n)| < v(12) —v(m), 37)

for all tp < 1 < T < to + 0. Note that the limits (Tx)(t+) for ¢ € [ty,tp+¢) and (Tx)(t—)
for t € (to,to + o] exist. Indeed, since v is a nondecreasing function, then the limits v(t+)
for t € [to,to+0) and v(t—) for t € (ty, to + o] exist and, therefore, (3.7) ensures the Cauchy
condition is satisfied, which implies the existence of the corresponding limits (Tx)(t+) and
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(Tx)(t—). From this, we get that Tx € G([to, to + 0], R). Also, for ty < t < ty + o, by condition
(A4), Theorem 2.2 and Corollary 2.3, we obtain

(T)(0) =30l = [ a(t,9)7x(6),5) g5
< [ latt,9)m(s) dg(s)

< [ eMs) dg(s

fo

to+o
[ eM(s) dgls)

fo

N

(3f)
= :B

Clearly, (Tx)(tp) = xo. It implies that Tx € H for all x € H. Hence, T is well-defined.

Assertion 1. H is convex and closed.
Let ¢,¢ € H. Then for all § € [0,1], we have (1 —0)¢ + 0¢ € G([to, to + ¢]) and

(1= 0)9(t) +09(t) — x| = |1~ 0)p() +09() — (1~ 0)x0 + 6x0)|
< (1-0)[9(t) — xo| +6lg(t) — xo|
<(1-0)p+6p=p.

This proves that H is convex.

I lleo

On the other hand, let { ¢k }xew C H be such that ¢y — ¢ (on [to, fo + 0]) as k — co. Since
each ¢y is regulated and ¢, converges uniformly to ¢ on [ty to + 0], Lemma 2.8 guarantees
that ¢ is regulated on [to, to + 0] and, therefore, ¢ € G(][to, to + 0], R). Also, given € > 0, there
exists N = N(¢) € IN such that

|9(t) — x0f < [@(t) — @(B)] + [@x(t) — x0 <€+ B,

for all t € [tg,tg + o] and k > N. Since ¢ > 0 is arbitrary, we get |¢(f) — xo| < B for all
t € [to, to + o]. It implies that H is closed.

Assertion 2. A:=T(H) = {Tx: x € H} is relatively compact.
Note that the set {y(t9) : y € A} = {(Tx)(tp) : x € H} is bounded. On the other hand, for an
———
Xo

arbitrary y = Tx, x € H and to < 71 < 12 < tg + 0, by (3.7), we have

y(w2) —y(n)] = [(Tx)(r2) - (Tx)(11)| < v(r2) — v(7). (38)

Hence, by Theorem 2.9, A = T(H) is relatively compact.
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Assertion 3. T is continuous.
By condition (A5), Theorem 2.2 and Corollary 2.3, we have that for x,z € H and for
to <t <tfo+o,

[ alt)f(x(s),5)dg(s) — [ alt,5)f(=(5),5) dss)

[ e )G 6),5) — a9, 9) st
< [t - (51 dg)

< [ 14(6) = 265)leLs)agts)

S /t:w |x(s) — z(s)[cL(s) dg(s)

<zl ([ et dg6)).

[(Tx)(t) = (T2)(8)] =

From the above estimate, we conclude that T is continuous.

Therefore, all the hypotheses of the Schauder Fixed-Point Theorem (Theorem 2.11) are
satisfied, which implies that T has a fixed point in H. Thus, we conclude that the equation
(3.1) possesses a solution x : [ty, fg + 0] = R.

It remains to prove the uniqueness of the solution of (3.1).

Uniqueness: Assume that x,z : [to, tp + 0] — R are two solutions of Volterra—Stieltjes integral
equation (3.1). Fix arbitrarily t € [to,tp + ¢]. Then, keeping in mind condition (A5) and
Theorem 2.2, we infer the following estimates

t

[ at9)f(x(s),5) dg(s) — [ alt,5)f(z(5),5) dss)

[ a5 (7909 - £(2(5),5)) dgs)
< [ It 9L -2 dgls)
<clltle [ 6 -] dgo

<erelLly [ I+ls) - 2(6)] dg),

[x(t) — 2()| =

for every € > 0. Hence, in view of Lemma 2.4, we have
|x(t) — z()] < eeItle(8(t)=8 (ko))
Since ¢ > 0 is arbitrary, it follows that x(t) = z(t) for all ¢ € [to, tp + o], that is, x = z. O

Remark 3.6. If a(t,s) = a1(t)b1(s) where a1 is nondecreasing on [ty, to + 0] and by is regulated
and positive on [y, to + o], then it is clear that a satisfies condition (A2).

Example 3.7. Consider the Volterra—Stieltjes integral equation given by
t

x(t) =x0+ [ k(t—s)f(x(s),s)dg(s), t € [to, to+ 0],

to
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where ty),x0 € R, 0 > 0, k : [-0,0] — R is a nondecreasing function, g : [to,to+ 0] —
R satisfies condition (A1) and f : R X [f, to + 0] — R satisfies conditions (A3)-(A5) from
Theorem 3.5.

Define a : [to, to + 0]*> — R given by
a(t,s):=k(t—s),  (t,;s) € [to, to + o]*

In the sequel, we show that a satisfies condition (A2) from Theorem 3.5. Indeed, notice that
given t,s € [ty, to + 0], we have t —s € [—0,0] = Dom(k) and, therefore, a is well-defined over
[to, to + ]2

Obviously, a(-,s) is nondecreasing for any s € [to, o + ¢] and a(¢, ) is nonincreasing for
any t € [to, ty + 0], getting (A2).

We will present an example of a Volterra—Stieltjes integral equation of the form (3.1) which
satisfies all the hypotheses of the previous theorem.

Example 3.8. Consider the Volterra—Stieltjes integral equation given by

_m+/ a(t;s)f(x(s),s)dg(s),  te[0,3/d],
where xp € R, 6 > 0, ¢ : [O,%] — R is a nondecreasing function, a : [0,%]2 — R and

f:Rx[0,3] — R are given, respectively, by
a(t,s) = st’e™, (t,s) € [0,3/6)?

and

ﬂmﬂ:{HﬁTE@m, (x,£) € R x [0,3/4],

where the symbol [t] denotes the integer part of f, and the symbol {t} := t — [t] denotes
the fractional part of t. We will verify the conditions (A1)—-(A5). Indeed, clearly g satisfies
condition (A1).

Note that for any fixed t € [0, 2], the function [0,2] 3 s — a(t,s) is regulated on [0, 3].
Since a(t,s) = st3%e~%, we have

d 2,5t
dtu(t s) =ste (3 —-05t) =0,

for all t € [0, 2]. Thus, 4 is a nondecreasing function with respect to the first variable, proving
condition (A2).
Let x € G([0,2],R) and t € [0, 3] be given. Notice that [0,3] 3 s — a(t s)f(x(s),s) is a

3
d

regulated function on [0, 3]. Thus by Theorem 2.1 (item (i)), [’ a( x(s),s)dg(s) exists,
obtaining condition (A3).

Define M : [0,3] — R* by M(s) = {s+2}, for s € [0,2]. Evidently, M is a Henstock-
Kurzweil-Stieltjes integrable function with respect to ¢ and for x € G([0,3],R), c1,¢2 € R,
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(71, ] C [0,2] and by, 7, (s) := c1a(2, s) + c1a(T1, s), we have

Thm 2.1

[ a5 9)dg(0)| < /Tzr bey ()] £ (x(5), )] dg 5)
{s + 2} cos(2x(s))
= / by ( e dg(s)

< [ o (5)] {5+ 2} dg(s)

T

== /sz ‘bT2,T1 (S)‘ M(S)dg(S),

proving the condition (A4).

On the other hand, define L : [0,3] — R* by L(t) = 2, for t € [0,3]. Note that L is a
regulated function and for x, y € G([0, %],]R) and 1, & € [0, %], 71 < T, we get

< [ Iate ) F3(5),5) = F(0(5),9) )
< /: la(ta,s)] ’cos(Zx(s)) — cos(2y(s) ’dg

< [ la(ra )] 2x(s) - 20(5)] dg()
=2 [ " jam9)|x(s) - ()| ds ),

/Tlrz a(Tz,S) [f(x(s),s) _f(]/(S),S)] dg(s)

getting the condition (A5). Hence f, a and g fulfill all the hypotheses of Theorem 3.5.

The next example is an adaptation of [18, Example 7.8]. It is a modified version of a model
of a single artificial effective neuron with dissipation. See [10,16].

Example 3.9. Consider the equation
=xp+ / s) tanh(x(s)) ds, te[0,1]

where k is a nondecreasing function on [0,1]. Define a(t,s) := k(s) for all (¢,5) € [0,1]%,
f:Rx[0,1] = Rby f(x,t) := tanh(x) for all (x,¢) € R x [0,1], and g(s) = s for all s € [0,1].

Observe that, by definition, the function g is left-continuous on (0, 1] and increasing on
[0,1].

Notice that the function a is constant with relation to the first variable. Thus, a is a nonde-
creasing function with respect to the first variable. Also, since k is a nondecreasing function,
we have that for any fixed t € [0,1], the function [0,1] > s — a(t,s) = k(s) is regulated on
[0,1], obtaining the condition (A2). Moreover, a(t,s) f(x(s),s) is a regulated function on [0, 1],
for all x € G([0,1],R), and all t € [0,1]. Hence, the integral fol a(t,s)f(x(s),s)dg(s) exists,
getting (A3).

On the other hand, define M : [0,1] — R™ by M(t) =1, for t € [0,1]. By Theorem 2.1, we
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have

</T2| by ()] £ (x(5),5) g )
= |7 b (9] Htanh(x(s)) d )
\/Tl oo (5) M(s)dg(5),

[ b (6)7(x(9),5)dg(6)

1

for x € G([0,1],R), c1,c2 € R,0< 71 < & < 1and by, (s) := c1a(12,s) + c2a(11, s), where the
third inequality follows of the fact that —1 < tanh(x) < 1 for all x € R.

Finally, define L : [0,1] — R by L(t) = 1, for t € [0,1]. Evidently, L is a regulated function
and

/:z a(1a,5) [f(x(s),s) — f(y(s),s)] dg(s)

1

< [ lalm ) £(x(5),9) = F(v(6),9) dg(s)

1

1%
< [ lams)lx(s) - y(s) | dgs)
1

for x, y € G([0,1],R) and all 0 < 7y < & < 1, obtaining the condition (A5). Notice that
[tanh(v) — tanh(u)| < |v —u| for all v,u € R. Hence f, a and g fulfill all the hypotheses of
Theorem 3.5.

4 Impulsive Volterra—Stieltjes integral equations

In this section, we are interested in the study of impulsive Volterra-Stieltjes integral equations.
Consider a Volterra—Stieltjes integral equation given by:

t
x(t) = xo + t a(t,s)f(x(s),s)dg(s), t € [to, to+ 0,
0
where the Henstock—Kurzweil-Stieltjes integral on the right-hand side is taken with respect
to a nondecreasing function g : [to, fo + 0] — R.

Let the set D = {t1,...,tm} C [to,to+ 0] be such that t) < t; < -+ < by < to+ 0
and let the functions I; : R — R be given for k € {1,...,m}. Assume that a(-,s) and g
are continuous at each T € D and consider the problem to determine a function x satisfying
the given Volterra-Stieltjes integral equation and impulse conditions A" x(;) = Ix(x(t)) for
ke {1,...,m}. Using this, we achieve the following formulation of the problem:

2(©) = x(w) = [ a(o,5)(x(s),9) dg(s)

fo

— /toua(u,s)f(x(s),s) dg(s) foru,ve Ji, ke{0,...,m},
AT x(t) = L(x(t)), ke{l,...,m},

x(to) = xo,
where Jo = [to, t1], Jk = (kg tys1] fork € {1,...,m — 1}, and J,y = (t, to + o).
The value of the following integrals
u

[ ates)f(x(s),5)dgls) and [ alus)f(x(s),5) dgs),

fo to
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where u,v € Ji, are the same if we replace g by a function § such that ¢ — ¢ is a constant
function on Ji. This follows from the properties of Henstock-Kurzweil-Stieltjes integral. Also,
let us assume g is a left-continuous function which is continuous at f;, for each k =1,...,m.
Therefore, it implies that ATg(t;) = 0 for every k € {1,...,m}. Moreover, we assume a
is continuous with respect to first variable at ti,...,t, and also, a satisfies condition (A2)
presented in Section 3. Further suppose that f and g satisfy conditions (A1), (A3) and (A4)
presented in Section 3. Under these assumptions, our problem can be rewritten as

t

x(t) = x(to) + [ a(t;s)f(x(s),s)dg(s)+ ) L(x(t))- (4.1)
to ke{l,...,m},

It is not difficult to see that by the assumptions above, the function

t
ts [ alts)f(x(s),5)dg(s)
to
is continuous at t, .. ., t;, (see Remark 4.1 below) and, therefore, ATx(ty) = L(x(#)) for every
ked{l,..., m}.

Remark 4.1. We assume that f, ¢ and a satisfy the assumptions above. Using the same argu-
ments as in the proof of Theorem 3.5, we can prove the following inequality

T

[ alt9)f(x(s),9)dg(s) — [ al9)f(x(s),9)dgs)| < o) o), @)

to to

for all t, T € [to, to + 0], where v is given by
t to+o
u(t) := /t cM(s)dg(s) + t a(t,s)M(s)dg(s), t € [to, to + 0] (4.3)
0 0
Here ¢ := sup; e, ty4012 la(t,s)|. Notice that every point in [fy, ty + ¢] at which the func-
tion v is continuous, is a continuity point of the function t fté a(t,s)f(x(s),s)dg(s). Next,
let us prove that v given by (4.3) is a continuous function at ti,...,t,. Clearly, vi(t) =
f;} cM(s)dg(s), t € [to, to + 0], is continuous at ty, ..., ty.
Assertion 1. v, (t) = ft;°+ga(t,s)M(s) dg(s), t € [to, to + 0], is continuous at t1, ..., ty,.
Leti € {1,...,m} and (Tu)nen C [to, to + ] such that T, "0
Define the sequence of functions

@n(s) := a(ty, s)M(s), s € [to, to+ 0], (4.4)

and ¢ : [to, to+ 0] = Rby ¢(s) := a(t;,s)M(s),s € [to, to + 0]. As a(+,s) is continuous at ¢; and
(Tu)nen C [to, to + 0] is such that T, " 1, we have lim,,_,e a(Ty,,5) = a(t;,s), and therefore,

lim ¢, (s) = lim a(7,,s)M(s) = a(t;, s)M(s) = ¢(s).

n—oo n—oo

According to condition (A3), [ tgowa(rn,s)M (s)dg(s) exists for all n € IN. Using this fact
to+o

together with (4.4), we get |, i Pn(s)dg(s) exists for all n € N.
On the other hand, for all ¢ € [ty, to + ], n € N, we have

@ ()] = la(T, )M(H)] < ¢ [M(E)] = cM(H).
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This implies that
K(t) S gu(t) Swl(t), €t to+0],

where w(t) := ¢cM(t) and «(t) = —cM(t). Also, observe that the integrals fti°+‘71<(s) dg(s) and

ftzﬁg w(s)dg(s) exist, since M is a Henstock—-Kurzweil-Stieltjes integrable function. Since all
the hypotheses of Theorem 2.7 are satisfied, we obtain

. to+o to+o
lim [ gu()dgs) = [ gls)dg(s)
00 to fo
Hence, the function v, is continuous at ¢;, for each i = 1,...,m, proving Assertion 1.
From these facts and by the equality v(t) = vy () + v2(f), it follow that v is continuous at

t, .t

In the next result, we describe how we can translate the conditions on impulsive Volterra—
Stieltjes integral equation to the conditions on Volterra—Stieltjes integral equations. It will
be very important in order to prove results for impulsive Volterra-Stieltjes integral equations
using known results for Volterra-Stieltjes integral equations.

Lemma 4.2. Let m € N, t) < ) < ... < tyy < to+0, D = {to,...,tm}, It : R = R for
ke {1,...,myandleta: [to,to+0]> = R, f: Rx [to,to+0] — Rand g : [to,to +0] — R
satisfy conditions (A1)—(A5). Define

a(t,s) = a(t,s), t€ [ty to+o]ands € [ty ty+ c]\D, (45)
1, t € [to,to+ 0] and s € D,

Pl 7°2)rs ]R d t ,t D,

Flxs) = f(x,s), forx € Rands € [ty tg+ 0]\ (4.6)
Ii(x), forx eRands e D,
g(T), for s € [ty, 1],

3(s) =4qg(s)+k forse (t,tp]andk € {1,...,m—1}, (4.7)

g(s)+m, fors € (tm, to+ o).

Also, suppose that I, ..., L, : R — R satisfy the following condition:

(I) There exists constants My, L, > 0 such that
[ Ik(x)] < M
forevery k € {1,...,m} and x € R, and

1e(x) = L(y)| < Lz |x — |
foreveryk € {1,...,m} and x, y € R.
Then the functions @ : [to, to +0]> = R, f : R x [to,to + 0] — Rand § : [to, to + o] — R also

satisfy conditions (A1)—(A5) with @, f, § respectively in the place of a, f, .
Proof. Since g is nondecreasing and left-continuous, ¢ has the same properties by the defi-
nition, proving condition (Al). The condition (A2) is an immediate consequence from the
definition of 4.

Notice that (A3) follows by combining the condition (A1) and the hypotheses from f and
i together with Lemma 2.10.
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To prove the condition (A4), let x € G([to, to + 0], R), ¢1,¢2 € R, [uy, uz] C [to, to + o] and
buyu, (s) := c1a(uz,s) + coa(uy,s). From Lemma 2.10, we obtain

uz ~ ~

B (5)7(x(5),5) 43(5) = [ by (1 (x(6), ) dg(6) + T g () F (1), 10" 38
1 ke{1,...,m},

uy <tp<up

= buz Hl ) ) dg( ) + Z bHZ,m(tk)lk(x(tk))A+g(tk)
! ke{1,...,m},
Uy <t <uip

and, therefore,

/ My(5) [bugn ()| () + 1 Mo [buguy (1) | A 5(1) (48)
ke{1,...,m},
Uy St <up

uz,uq (S)f(x

On the other hand, notice that §(v) — §(u) > g(v) — g(u) whenever tp < u < v < tp+ 0. Itim-
plies together with the definition of the Henstock-Kurzweil-Stieltjes integral and Theorem 2.2
the following

U
/ M (8) [buu, (s)] dg(s) / M (8) |buy,uy ( / M(8) |byyu, (5)] dg(s), (4.9)

where M(s) := 1+ M, + M (s) for all s € [ty, ty + ¢]. On the other hand, the function
t ~
W) i= [ W) 1 5)1dg(6), 1€ [t +0],
0

is nondecreasing and ATh(ty) = M(t) |buyu, ()| AT§(t) for k € {1,...,m} by Theorem 2.5.
Hence

Y Mo [buyu, (B ATG(t) <Y M) [bugu, ()| AT G (1) < h(uz) — h(uy).
ke{l,...,m}, ke{l,...,m},

Uy <t <up U <t <up
Hence,
uz
Y Ma o (818G () < [ NA(S) [bu (5)] dZ(5) (@10)
ke{1,...,m}, !
uy <tp<up

Now, by (4.8), (4.9) and (4.10), we get

nan <2 [ () I ()] 9306). @11)
Now, defining M(t) = 2M(t) for all t € [to, to + o], we get the statement (A4).

To prove the condition (A5), consider x,z € G([to,to + ¢],R) and [uq,up] C [to, to + 0.
Using Lemma 2.10 again, we obtain

[ ae,9) (F(x),5) = Fa(6),9)) d(o)

= | a(uy,s) (f(x(s),s) — f(z(s),s)) dg(s) + {Z ; (12, 1) (I (x (1)) — Ie(2(8))) AT S (1)
L ke{l,...,m},
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Consequently,

[ atu) (F(x(5),) = F(2(6),5) g

1

/ Ly(s) |a(uz,5)| x(s) = 2(s)|dg(s) + Y Lala(uz, t)] [x(t) — 2(t)|A*§(1).
A

Therefore,
| 166 a0 5) (9 /L )la(uz, )| [x(s) — 2(5)1dg(s),

where L(s) = 1+ Ly + Ly (s) for all s € [to, to + o]. Next, we observe that the function

t ~
7(t) :/t L(s) [a(uz,s)|[x(s) —2(s)[dg(s), € [to,to + 0],
0
is nondecreasing and

ATy (t) = L(t) la(ua, t)| |x(t) — z(t) AT (1),
for k € {1,...,m}. Hence,

Y Lola(uz, t)] [x(te) —z(t)|AT G () < Y L(tk) |a(uz, tie)] |x(tc) — z(te) AT ()
ke{1,...,m}, ke{1,...,m},
urSt<up <t <uip

< y(u2) — y(u1).
It follows that

[ atua,9) (Fx(s),5) = F(z(5),9)

1

<2 [ L) la(u )| x(5) - =(6)] dg1).
Now, defining L(t) = 2L(t) for all t € [ty, ty + o], we get the desired result. O

The following theorem describes a strong relation between the solutions of impulsive
Volterra—Stieltjes integral equations and the solutions of Volterra-Stieltjes integral equations
without impulses. We can omit its proof as it follows by arguments analogous to those used
in [12] to prove Theorem 3.1.

Theorem 4.3. Let m € N, tg < Hy < -+ < ty < to+0, D = {to,...,tm}, Iy : R = R for
ke {1,...,m}and f : R x [to,to + 0] — R. Assume that g : [to,to + 0] — R satisfies the
condition (A1) and a : [to, to + 0]2 — R satisfies condition (A2). Furthermore, assume that g and
a(-,s), s € [to, to + 0], are continuous at each T € D. Consider the functions @ : [to,to + 0]> — R,
f:Rx[to,to+0] — Rand § : [to, to + 0] — R defined in Lemma 4.2, given by (4.5), (4.6) and
(4.7) respectively.
Then x : [t, to + 0] — R is a solution of
t

x(t) =xo+ | a(t;s)f(x(s),s)dg(s)+ ) I(x(t)), (412)

fo ke{l,...,m},

if and only if x : [t, to + 0] — R is a solution of

x(t) = xo+ t a(t,s)f(x(s),s) dg(s). (4.13)

fo
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As an immediate consequence, we obtain a result about existence and uniqueness of so-
lutions of impulsive Volterra-Stieltjes integral equation. We omit its proof, since it follows
directly from the correspondence and the analogue result for Volterra-Stieltjes integral equa-
tion.

Theorem 4.4. Let m € N, tp < 1 < -+ < tyy < tg+0, D = {to,...,tm}, It : R = R for
ke {l,...,mlandleta: [to,to+ 0> = R, f: R x [to,to+0] = Rand g : [to,to +0] - R
satisfy conditions (A1)—(A5). Furthermore, assume that ¢ and a(-,s), s € [to, to + 0], are continuous
at each T € D. Also, suppose that 1, . .., I, : R — R satisfies condition (I) from Lemma 4.2.

Then there exists a unique solution x : [to, to + 0] — R of the impulsive Volterra—Stieltjes integral
equation

(0 =0+ [t/ + T () @14)
0 ked{l,...,m},
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